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ABSTRACT

We consider optimization with uncertain or probabilistic constraints under the availability of limited data or Monte Carlo samples. In this situation, the obtained solutions are subject to statistical noises that affect both the feasibility and the objective performance. To guarantee feasibility, common approaches in data-driven optimization impose constraint reformulations that are “safe” enough to ensure solution feasibility with high confidence. Often times, selecting this safety margin relies on loose statistical estimates, in turn leading to overly conservative and suboptimal solutions. We propose a validation-based framework to balance the feasibility-optimality tradeoff more efficiently, by leveraging the typical low-dimensional structure of solution paths in these data-driven reformulations instead of estimates based on the whole decision space utilized by past approaches. We demonstrate how our approach can lead to a feasible solution with less conservative safety adjustment and confidence guarantees.

1 INTRODUCTION

We consider stochastically constrained optimization problems in the form

$$\min_{x \in \mathcal{X}} \quad f(x)$$

subject to

$$H(x) := \mathbb{E}_F[h(x, \xi)] \geq \gamma$$

where $x \in \mathbb{R}^d$ is the decision variable, $\mathcal{X} \subset \mathbb{R}^d$ is the deterministic decision space, $\xi \in \mathbb{R}^m$ is a random vector following an unknown distribution $F$, and $\mathbb{E}_F[\cdot]$ and correspondingly $P_F(\cdot)$ denotes the expectation and probability under $F$. $h(\cdot, \cdot) : \mathbb{R}^d \times \mathbb{R}^m \to \mathbb{R}$ is a known function, which represents some notion of gain whose expected value is constrained above a given threshold $\gamma$. We assume $f(\cdot)$ to be a deterministic function, as our focus is on handling the stochasticity in the constraint (this assumption can be relaxed). Formulation (1) appears as chance constrained programs (CCPs) (Prékopa 2003) when $h(x, \xi) := 1((x, \xi) \in A)$, in which case we want the solution to satisfy the event with high probability. It also appears in convex expected value constrained programs (Atlason et al. 2004; Krokhmal et al. 2002) when $h(x, \xi)$ is concave in $x$ for every $\xi$.

We focus on the situation where the governing distribution $F$ is not fully known but only observed through a set of i.i.d. data or Monte Carlo sample $\{\xi_1, \ldots, \xi_n\}$. The goal is to compute a solution, based on the available data, that is both feasible and possesses good objective performance. Note that, due to the statistical noise from the data, feasibility can be guaranteed at best with a high confidence, which in turn also imposes a price on the optimality of the obtained solution. Finding a good solution thus requires striking a balance between feasibility and optimality: If a procedure is overly protective (i.e., removing much of the feasible region), then the obtained solution will be surely feasible, but optimality will suffer,
and vice versa. The efficacy of this balancing depends on the efficiency in assimilating the data into the optimization and in the corresponding estimation procedure. The aim of this paper is to construct a theoretically sound and implementable framework that makes such balancing highly efficient.

2 EXISTING APPROACHES AND CHALLENGES

Before introducing our framework, let us first discuss the established approaches and point out the major challenges for this problem, which has been studied prominently in the data-driven optimization literature. The common practice is to reformulate the unknown constraint in (1) into a data-driven constraint that depends only on the data, so that this reformulated constraint is “safe”. To be more precise, let \( \mathcal{F} \) be the feasible region of (1). We would like to construct a region \( \hat{\mathcal{F}} \) that depends only on \( \{\xi_1, \ldots, \xi_n\} \), such that an optimal solution \( \hat{x}^* \) (or a best obtainable feasible solution to (2) if exact computation is hard) of the problem

\[
\min_{x \in \mathcal{X}} \ f(x) \\
\text{subject to} \quad x \in \hat{\mathcal{F}}
\]

satisfies

\[
P_{\text{data}}(\hat{x}^* \in \mathcal{F}) \geq 1 - \beta
\]

where \( P_{\text{data}} \) refers to the probability generated from the data. In other words, the data-driven solution \( \hat{x}^* \) is indeed feasible for the original problem, with a confidence level \( 1 - \beta \).

Note that simply replacing \( H(\cdot) \) with a naive point estimate (e.g., the sample mean from the data) is typically inadequate to guarantee (3). To see this, suppose the true optimal solution \( x^* \) is at the boundary of \( \mathcal{F} \), i.e., \( H(x^*) = \gamma \). If we consider \( \hat{\mathcal{F}} = \{x : (1/n) \sum_{i=1}^{n} h(x, \xi_i) \geq \gamma\} \). Then, roughly speaking, with half probability the obtained solution \( \hat{x}^* \) will have \( H(\hat{x}^*) \) below \( \gamma \), which leads to infeasibility for the original problem. This issue may not arise if \( x^* \) or \( \hat{x}^* \) is in the interior of the feasible region. However, a priori we do not know our decision. Thus, in general, to guarantee (3), one would impose a safety margin on an estimation of \( H(\cdot) \), such that any solution obtained from (2) is also feasible for (1), with the required confidence. That is, we want

\[
P_{\text{data}}(\hat{\mathcal{F}} \subset \mathcal{F}) \geq 1 - \beta.
\]

We contend that most approaches in data-driven optimization rely on the above reasoning and are based on (4). In particular, (4) provides a convenient way to certify feasibility, by requiring that all solutions feasible for (2) are also feasible for (1) with high confidence. This set-level guarantee generally leads to a simultaneous estimation problem across all \( x \) in the decision space \( \mathcal{X} \), for which a proper control of the statistical error can lead to a substantial shrinkage of the size of \( \hat{\mathcal{F}} \) that exacerbates with problem dimension (either of the decision space or the probability space).

We provide several examples to illustrate the phenomenon above. Our discussion considers the (single) CCP, where \( H(x) \) is in the form \( P_{G}(G(x, \xi) \leq b) \) with \( G(x, \xi) : \mathbb{R}^d \times \mathbb{R}^m \to \mathbb{R} \).

**Sample average approximation (SAA):** The SAA approach sets

\[
\hat{\mathcal{F}} = \left\{ x \in \mathcal{X} : \frac{1}{n} \sum_{i=1}^{n} 1(G(x, \xi_i) + \varepsilon \leq b) \geq \gamma + \delta \right\}
\]

where \( \varepsilon \) and \( \delta \) are suitably tuned parameters. For example, when \( G \) is Lipschitz continuous in \( x \), selecting \( \delta = \Omega(\sqrt{d/n} \log(1/\varepsilon)) \) can guarantee (4) (Luedtke and Ahmed 2008), and similar relations also hold in discrete decision space (Luedtke and Ahmed 2008) and expected value constraints (Wang and Ahmed 2008). These estimates come from concentration inequalities in which union bounds are needed and give rise to the dependence on the dimension \( d \). Note that the resulting margin \( \delta \) scales in the order of \( \sqrt{d} \), and also that to get any reasonably small \( \delta \) \( n \) must be of higher order than \( d \).
Robust optimization (RO) and safe convex approximation (SCA): RO sets

\[ \hat{\mathcal{F}} = \{ x \in \mathcal{X} : G(x, \xi) \leq b, \text{ for all } \xi \in \mathcal{W} \} \]

where \( \mathcal{W} \) is known as the uncertainty set, and \( \xi \) in (5) is viewed as a deterministic unknown (Bertsimas et al. 2011; Ben-Tal et al. 2009). A common example of \( \mathcal{W} \) is an ellipsoidal set \( \{ \xi : (\xi - \hat{\mu})^T \hat{\Sigma}^{-1} (\xi - \hat{\mu}) \leq \rho \} \) where \( \hat{\mu} \in \mathbb{R}^d, \hat{\Sigma} \in \mathbb{R}^{d \times d} \) a positive semidefinite matrix, and \( \rho \in \mathbb{R} \). Here the center \( \hat{\mu} \) and shape \( \hat{\Sigma} \) typically correspond to the mean and covariance of the data, and \( \rho \) controls the set size. A duality argument shows that, in the case of linear chance constraint in the form \( G(x, \xi) = x^T \xi \), (5) is equivalent to the quadratic constraint \( \hat{\mu}^T x + \sqrt{\rho} \| \hat{\Sigma}^{1/2} x \|_2 \leq b \). Using such type of convex constraints as inner approximations for intractable chance constraints is also known as SCA (e.g., Nemirovski 2003; Nemirovski and Shapiro 2006).

If the random variable \( \xi \) is known to be bounded, the above approach guarantees the obtained solution has a satisfaction probability of order \( 1 - e^{-m/2} \) via Hoeffding’s inequality, and \( \rho \) is chosen by matching this expression with the tolerance level \( \gamma \). Although \( \rho \) calibrated this way may not explicitly depend on the problem dimension, the level of conservativeness measured by the shrinkage of \( \mathcal{F} \) to \( \hat{\mathcal{F}} \) is governed by concentration bounds whose tightness can be challenging to quantify. Another viewpoint that has been utilized recently in data-driven RO (Bertsimas et al. 2018; Tulabandhula and Rudin 2014; Goldfarb and Iyengar 2003; Hong et al. 2017) is to take \( \mathcal{W} \) to be a set that contains \( \gamma \)-content of the distribution of \( \xi \), i.e., \( P_F(\xi \in \mathcal{W}) \geq \gamma \), with a confidence level \( 1 - \beta \). In this case, a solution \( \hat{x}^* \) obtained from solving (5) would satisfy \( P_F(G(\hat{x}^*, \xi) \leq b) \geq \gamma \) with at least \( 1 - \beta \) confidence, thus achieving (4) as well. Such generated uncertainty set however typically has a size that scales with the dimension of the probability space. For example, consider \( G(x, \xi) = x^T \xi \) with \( \xi \in \mathbb{R}^m \) being standard multivariate Gaussian and the uncertainty set \( \mathcal{W} \) is an ellipsoid with \( \hat{\mu} \) and \( \hat{\Sigma} \) being the true mean and covariance, i.e., \( \mathcal{W} = \{ \xi \in \mathbb{R}^d : \| \xi \|_2^2 \leq \rho \} \). Then, in order to make \( \mathcal{W} \) a \( \gamma \)-content set the radius \( \rho \) has to be at least of order \( m \) since \( \| \xi \|_2^2 \) has a mean \( m \), resulting in the robust counterpart \( \sqrt{\rho} \| x \|_2 = \Theta(\sqrt{m}) \| x \|_2 \leq b \). However, the exact chance constraint \( z_\gamma \| x \|_2 \leq b \), where \( z_\gamma \) is the \( \gamma \)-quantile of the univariate standard normal, is independent of the dimension.

Distributionally robust optimization (DRO): DRO sets

\[ \hat{\mathcal{F}} = \left\{ x \in \mathcal{X} : \inf_{Q \in \mathcal{W}} \mathbb{E}_Q[h(x, \xi)] \geq \gamma \right\} \]

where \( \mathcal{W} \) is a set in the space of probability measures that is constructed from data, and is often known as the ambiguity set or uncertainty set. The rationale here is similar to RO, but views the uncertainty in terms of the distribution. If \( \mathcal{W} \) is constructed such that it contains the true distribution \( F \) with high confidence, i.e., \( P_{data}(F \in \mathcal{W}) \geq 1 - \beta \), then a solution \( \hat{x}^* \) obtained from the DRO will satisfy \( P_F(G(\hat{x}^*, \xi) \leq b) \geq \gamma \) with at least \( 1 - \beta \) confidence so that (4) holds.

Popular choices of \( \mathcal{W} \) include moment sets, i.e., specifying the moments of \( Q \) (to be within a range for instance) (Delage and Ye 2010; Wiesemann et al. 2014; Goh and Sim 2010), and distance-based sets, i.e., specifying \( Q \) in the neighborhood ball surrounding a baseline distribution, where the ball size is measured by a statistical distance such as \( \phi \)-divergence (Petersen et al. 2000; Ben-Tal et al. 2013; Glasserman and Xu 2014; Lam 2016; Hu and Hong 2013; Jiang and Guan 2016) or Wasserstein distance (Esfahani and Kuhn 2018; Blanchet and Murthy 2019; Gao and Kleywegt 2016).

Ensuring \( P_{data}(F \in \mathcal{W}) \geq 1 - \beta \) means that \( \mathcal{W} \) is a confidence region for \( F \). In the moment set case, this boils down to finding confidence regions for the moments whose sizes in general scale with the probability space dimension. To explain, when only the mean \( \mathbb{E}_F[\xi] \) is estimated, the confidence region constructed from the central limit theorem (CLT) takes the form \( \{ \hat{\mu} + \hat{\Sigma}^2 v : v \in \mathbb{R}^m, \| v \|_2^2 \leq \chi^2_{m,1-\beta} \} \), where \( \hat{\mu} \) and \( \hat{\Sigma} \) are the sample mean and covariance and \( \chi^2_{m,1-\beta} \) (which is of order \( m \)) is the \( 1 - \beta \) quantile of the \( \chi^2 \) distribution with degree of freedom \( m \), therefore the diameter of the confidence region scales as \( \sqrt{m} \). When the mean
and covariance are jointly estimated, the dimension dependence scales up further. In the distance-based set case, one needs to estimate statistical distances. If the Wasserstein distance is used to construct the ball surrounding the empirical distribution, results from measure concentration (Fournier and Guillin 2015) indicate that the ball size needs to be of order \( n^{-1/m} \) to ensure \( P_{\text{data}}(F \in \mathcal{U}) \geq 1 - \beta \). Alternatively, if \( \mathcal{U} \) is constructed as a \( \phi \)-divergence ball surrounding some nonparametric kernel-type density estimate, results from kernel density estimation (see Section 4.3 in Wand and Jones 1994) suggests that the estimation error is of order \( n^{-4/m+4} \). In either case, the required size of the uncertainty set exhibits exponential dependence on the dimension. Recently, the empirical likelihood method has also been proposed to calibrate the ball size such that \( \mathcal{U} \) can be (much) smaller than what is needed in being a confidence region for \( F \), while at the same time (4) still holds (Lam and Zhou 2017; Duchi et al. 2016; Lam 2019; Blanchet and Kang 2016). However, the ball size in this approach scales as the supremum of a so-called \( \chi^2 \)-process over the decision space (e.g., Lam 2019). An analysis using metric entropy (e.g., Example 2 in Section 14 in Lifshits (1995)) shows that the \( \chi^2 \)-process supremum can scale linearly in the decision space dimension \( d \), a much better but still considerable dependence on the dimension.

Finally, we mention that the only exceptional paradigm to our knowledge that provides an alternate guarantee for (3) in the case of CCP, without using (4), is scenario optimization (SO) (e.g., Calafiore and Campi 2005; Campi and Garatti 2008). In its basic form, this approach sets

\[
\hat{\mathcal{F}} = \{ x \in \mathcal{X} : G(x, \xi_i) \leq b \text{ for all } i = 1, \ldots, n \}
\]

i.e., using sampled constraints formed from the data. As the number of constraints increases, \( \hat{\mathcal{F}} \) is postulated to populate the decision space in some sense and ensure the obtained solution \( \hat{x}^* \) lies in \( \mathcal{F} \). While the sample size required in the basic SO is linear in the decision dimension \( d \), recent works reduce this dependence by using regularization (Campi and Carè 2013), tighter support rank estimates (Schildbach et al. 2013; Campi and Garatti 2018) and validation-type schemes (Carè et al. 2014; Calafiore 2017). The approach that we propose next is closest to some of the validation-type schemes suggested for SO, but substantially more general as it applies beyond CCP and to all the exemplified methods mentioned above.

In the following sections, we will overview our main idea, procedures and guarantees, leaving the full demonstration of our results and mathematical analyses to a journal version of this work. Section 3 explains the rationale of our framework and thereby invokes our two-phase framework. Sections 4 and 5 present two methods to be used in the framework. Section 6 shows a numerical example. Section 7 concludes the paper.

### 3 FRAMEWORK AND RATIONALE

Our primary goal is to create a framework to obtain solutions from data-driven optimization reformulations that are less conservative than past proposals, especially in terms of the dimension dependence that some of them face. Our framework works for general stochastically constrained problems in (1) including CCP.

Our key observation is the following. In all the described approaches, the data-driven reformulation requires a parameter that controls the level of conservativeness:

1. SAA: safety margin \( \delta \)
2. RO and SCA: uncertainty set size \( \rho \)
3. DRO: neighborhood ball size or moment set size
4. SO: number of constraints

These parameters have the properties that setting it to one extreme (e.g., 0) would signal no uncertainty in the formulation, leading to a solution very likely infeasible, while setting it to another extreme (e.g., \( \infty \)) would cover the entire decision space, leading to a very conservative solution. Besides SO, the rationale undertaken in Section 2 is to select these parameters so that the resulting feasible region \( \hat{\mathcal{F}} \) is contained...
entirely in $\mathcal{F}$, which involves a vast simultaneous estimation problem on the whole decision space and potentially makes the choice of this parameter overly protective.

On the other hand, given a specific data-driven reformulation, it is easy to see that no matter how we choose this “conservativeness” parameter, the solution must lie in a low-dimensional manifold. To be more precise, suppose the given data-driven reformulation is

$$\min_{x \in \mathcal{F}} f(x) \quad \text{subject to} \quad x \in \hat{\mathcal{F}}(s)$$

where $s \in \mathbb{R}$ denotes the conservativeness parameter that determines the size of feasible region $\hat{\mathcal{F}}$. We denote the obtained solution from (6) as $x^*(s)$. The solution path $\{x^*(s) : s \in \mathbb{R}\}$ contains all possible obtainable solutions from the data-driven reformulation (6). Intuitively, it is only necessary to focus on this solution path, instead of a simultaneous estimation for the whole decision space.

Nonetheless, besides the conservativeness parameter, a data-driven reformulation could have other parameters playing various roles (e.g., center and shape of the set in ellipsoidal RO, baseline distribution in distance-based DRO etc.). The flexibility of these parameter values can enlarge the obtainable solution space and elevate dimension dependence. Suppose we want to contain this enlargement, and at the same time be able to select the optimal candidate among the low-dimensional manifold $\{x^*(s) : s \in \mathbb{R}\}$. We propose the following two-phase framework to achieve this.

**Algorithm 1** The Two-Phase Framework

**Input:** data $\xi_{1:n} = \{\xi_1, \ldots, \xi_n\}$; numbers of data $n_1, n_2$ allocated to each phase ($n_1 + n_2 = n$); a confidence level $1 - \beta$; a given method to construct data-driven reformulation with a (possibly multi-dimensional) parameter $s \in S$; a set of candidate parameter values $\{s_1, s_2, \ldots, s_p\} \subseteq S$.

**Phase one:**
1. Use $n_1$ observations, which we index as $\{\xi_{n_2+1}, \ldots, \xi_n\}$ for convenience, to construct the data-driven reformulation $OPT(s)$ in the form (6) parameterized by $s \in S$.
2. For each $j = 1, \ldots, p$, compute the optimal solution $x^*(s_j)$ of $OPT(s_j)$.

**Phase two:**
Use a validator $V$ to select $(\hat{x}^*, x^*(\hat{x}^*)) = V(\{\xi_1, \ldots, \xi_{n_2}\}, \{x^*(s_1), \ldots, x^*(s_p)\}, 1 - \beta)$, where $x^*(\hat{x}^*)$ is a solution and $\hat{x}^*$ is the associated parameter value.

**Output:** $x^*(\hat{x}^*)$.

Our procedure (Algorithm 1) splits the data into two groups. With the first group of data, we construct a given data-driven reformulation parametrized by a conservativeness parameter $s$ that varies over a space $S$, which we call $OPT(s)$. We obtain the optimal solution $x^*(s)$ for a range of values $s = s_j, j = 1, \ldots, p$. This step assumes the availability of an efficient solver for $OPT(s)$. Next, the second group of data is fed into a validator $V$ that aims to identify the best feasible solution $x^*(\hat{x}^*)$ among $\{x^*(s_j) : j = 1, \ldots, p\}$. The number of points $p$ required to validate depends crucially on the size of $S$, which is constructed to be low-dimensional. Here for simplicity we assign the last $n_1$ observations to Phase two and all other to Phase one, and note that it is equivalent to uniformly choose $n_1$ observations for Phase one because of the i.i.d. nature. There are multiple ways to set up the validator $V$, each with its own benefits which we will describe precisely in the next two sections. Because of space limits, we solely focus on chance constraints of the form

$$\min_{x \in \mathcal{F}} f(x) \quad \text{subject to} \quad P(x) := P_f((x, \xi) \in A) \geq 1 - \alpha$$

where $A$ is a deterministic subset of $\mathbb{R}^d \times \mathbb{R}^m$, and $1 - \alpha$ is the tolerance level (i.e., $1 - \alpha = \gamma$ in (1)).
4 VALIDATION VIA MULTIVARIATE GAUSSIAN SUPREMUM

Our first validator uses a simultaneous estimation of the satisfaction probability \( P(x) \) over the discretized solution path of \( x^*(s) \). More precisely, given the solution set \( \{ x^*(s_j) : j = 1, \ldots, p \} \), we use a sample average with an appropriately calibrated safety margin, i.e., \( (1/n_2) \sum_{i=1}^{n_2} 1( (x^*(s_j), \xi_i) \in A ) - \varepsilon \), to replace the unknown \( P(\cdot) \) in (7) and output the best solution among the set. The margin \( \varepsilon \) is calibrated via the limiting distribution of \( ((1/n_2) \sum_{i=1}^{n_2} 1((x^*(s_j), \xi_i) \in A ))_{j=1,\ldots,p} \) which is multivariate Gaussian. It contains a critical value \( q_{1-\beta} \) that is the quantile of a Gaussian supremum. Algorithms 2 and 3 describe two variants of this validator, one unnormalized while another one normalized by the standard deviation at each \( s_j \). In the following, we denote \( N_p(0,\Sigma) \) as a \( p \)-dimensional Gaussian vector with mean zero and covariance \( \Sigma \).

**Algorithm 2 V:** Unnormalized Gaussian Supremum

**Input:** \( \{ \xi_1, \ldots, \xi_{n_2} \}, \{ x^*(s_1), \ldots, x^*(s_p) \}, 1-\beta \)

1. For each \( j = 1, \ldots, p \) compute the sample mean \( \hat{\beta}_j = (1/n_2) \sum_{i=1}^{n_2} 1( (x^*(s_j), \xi_i) \in A ) \) and sample covariance matrix \( \hat{\Sigma} \) with \( \hat{\Sigma}(j_1,j_2) = (1/n_2) \sum_{i=1}^{n_2} 1( (x^*(s_{j_1}), \xi_i) \in A ) - \hat{\beta}_{j_1}(1( (x^*(s_{j_2}), \xi_i) \in A ) - \hat{\beta}_{j_2}) \).

2. Compute \( q_{1-\beta} \), the \( 1-\beta \)-quantile of \( \{ Z_1, \ldots, Z_p \} \) where \( (Z_1, \ldots, Z_p) \sim N_p(0,\hat{\Sigma}) \), and let

\[
\hat{\beta}^* = \arg\min f( x^*(s_j) ) : \hat{\beta}_j \geq 1 - \alpha + \frac{q_{1-\beta}}{\sqrt{n_2}}, 1 \leq j \leq p,
\]

**Output:** \( \hat{\beta}^*, x^*(\hat{\beta}^*) \).

**Algorithm 3 V:** Normalized Gaussian Supremum

**Input:** \( \{ \xi_1, \ldots, \xi_{n_2} \}, \{ x^*(s_1), \ldots, x^*(s_p) \}, 1-\beta \)

1. Same as in Algorithm 2.

2. Denote \( \hat{\sigma}_j^2 = \hat{\Sigma}(j,j) \). Compute \( q_{1-\beta} \), the \( 1-\beta \)-quantile of \( \{ Z_j/\hat{\sigma}_j : \hat{\sigma}_j^2 > 0, 1 \leq j \leq p \} \) where \( (Z_1, \ldots, Z_p) \sim N_p(0,\hat{\Sigma}) \), and let

\[
\hat{\beta}^* = \arg\min f( x^*(s_j) ) : \hat{\beta}_j \geq 1 - \alpha + \frac{q_{1-\beta}\hat{\sigma}_j}{\sqrt{n_2}}, 1 \leq j \leq p.
\]

**Output:** \( \hat{\beta}^*, x^*(\hat{\beta}^*) \).

The first Gaussian supremum validator (Algorithm 2) is reasoned from a joint CLT that governs the convergence of \( \sqrt{n_2}(\hat{\beta}_1 - P(x^*(s_1))), \ldots, \hat{\beta}_p - P(x^*(s_p)) \) to \( N_p(0,\Sigma) \), where \( \Sigma(j_1,j_2) = \text{Cov}(1( (x^*(s_{j_1}), \xi_i) \in A ), 1((x^*(s_{j_2}), \xi_i) \in A )) \). Using the sample covariance \( \hat{\Sigma} \) from Step 1 of Algorithm 2 as an approximation of \( \Sigma \), we have, by the continuous mapping theorem,

\[
\max_{1 \leq j \leq p} \sqrt{n_2}(\hat{\beta}_j - P(x^*(s_j))) \approx \max_{1 \leq j \leq p} Z_j \text{ in distribution}
\]

where \( (Z_1, \ldots, Z_p) \sim N_p(0,\hat{\Sigma}) \). Therefore using the \( 1-\beta \) quantile \( q_{1-\beta} \) of the Gaussian supremum in the margin leads to

\[
P(x^*(s_j)) \geq \hat{\beta}_j - \frac{q_{1-\beta}}{\sqrt{n_2}} \text{ for all } j = 1, \ldots, p, \text{ with probability } \approx 1-\beta.
\]

The second validator (Algorithm 3) uses an alternate version of the CLT that is normalized by the componentwise standard deviation \( \sigma_j \), i.e., \( \sqrt{n_2}(\hat{\beta}_1 - P(x^*(s_1)))/\sigma_1, \ldots, (\hat{\beta}_p - P(x^*(s_p)))/\sigma_p \) converges
to $N_p(0, DD^\top)$, where $D$ is a diagonal matrix of $1/\sigma_j, j = 1, \ldots, p$. Note that the quantile $q_{1-\beta}$ in both validators can be computed to high accuracy via Monte Carlo.

The following two theorems describe the feasibility guarantees of the obtained solutions output by the validators in Algorithms 2 and 3:

**Theorem 1** Let $\bar{\alpha} = 1 - \max_{1 \leq j \leq p} P(x^*(s_j))$. For every solution set $\{x^*(s_j) : 1 \leq j \leq p\}$, every $n_2$, and $\beta \in (0, \frac{1}{2})$, the solution output by Algorithm 2 satisfies

$$P_{\xi_{1:n_2}}(x^*(s^*) \text{ is feasible for (7)}) \geq 1 - \beta - C \left( \frac{\log^7(pn_2)}{n_2 \bar{\alpha}} \right)^{\frac{1}{\bar{\alpha}}} + \exp \left( - cn_2 \min \{\varepsilon, \frac{\varepsilon^2}{\bar{\alpha}}\} \right)$$

with

$$\varepsilon = \left( \alpha - \bar{\alpha} - C \sqrt{\frac{n_2 \log(p/\beta)}{\log(p/\beta)}} \right)_+$$

(10)

where $C$ and $c$ are universal constants, and $P_{\xi_{1:n_2}}$ denotes the probability with respect to Phase two data $\{\xi_1, \ldots, \xi_{n_2}\}$ conditioned on Phase one data.

**Theorem 2** Under the same conditions of Theorem 1, the solution output by Algorithm 3 satisfies

$$P_{\xi_{1:n_2}}(x^*(s^*) \text{ is feasible for (7)}) \geq 1 - \beta - C \left( \frac{\log^7(pn_2)}{n_2 \bar{\alpha}} \right)^{\frac{1}{\bar{\alpha}}} + \frac{\log^2(pn_2)}{\sqrt{n_2 \bar{\alpha}}} + \exp \left( - cn_2 \min \{\varepsilon, \frac{\varepsilon^2}{\bar{\alpha}}\} \right)$$

with

$$\varepsilon = \left( \alpha - \bar{\alpha} - C \sqrt{\frac{n_2 (\alpha + \log(n_2 \alpha)/n_2) \log(p/\beta)}{\log(p/\beta)}} \right)_+$$

(11)

where $C$ and $c$ are universal constants.

In both Theorems 1 and 2, the finite-sample coverage probability consists of two sources of errors. The first source comes from the CLT approximation that decays polynomially in the Phase 2 sample size $n_2$. The second error arises from the possibility that none of the solutions $\{x^*(s_1), \ldots, x^*(s_p)\}$ satisfies the criterion in (8) or (9), which vanishes exponentially fast. When $\varepsilon$ in (10) and (11) are of constant order, the CLT error dominates. In this case the finite-sample error depends logarithmically on $p$, the number of candidate parameter values, and the bounds dictate a coverage tending to $1 - \beta$ when $p$ is as large as $\exp(o(n_2^{1/7}))$. The derivation of this logarithmic dependence on $p$ utilizes a high-dimensional CLT recently developed in (Chernozhukov et al. 2017).

We explain the implication on the dimensionality of the problem. Note that to sufficiently cover the whole solution path, $p$ is typically exponential in the dimension of $S$, denoted $\dim(S)$ (this happens when we uniformly discretize the parameter space $S$). The discussion above thus implies a requirement that $n_2$ is of higher order than $\dim(S)^7$. Here the low dimensionality of $S$ is crucial; for instance, a one-dimensional conservativeness parameter $s$ would mean $\dim(S) = 1$, so that a reasonably small $n_2$ can already ensure adequate feasibility coverage. Moreover, the margin adjustments in Algorithms 2 and 3 both depend only on $\dim(S)$. Thus, the choice of $s^*$ also depends only on $\dim(S)$, but not the dimension of the whole decision space. This indicates a substantial reduction in conservativeness compared to the approaches described in Section 2.

Comparing between the two validators, we also see that the normalized one (Algorithm 3) is statistically more efficient than the unnormalized one (Algorithm 2) when the tolerance level $1 - \alpha$ is large (i.e., the common case). More specifically, in order to make the exponential error non-trivial, one needs at least $\varepsilon > 0$. In the case of Algorithm 2 expression (10) suggests that, after ignoring the logarithmic factor $\log(p/\beta)$, this requires an $n_2$ of order $(\alpha - \bar{\alpha})^{-2}$, whereas in (11) it can be seen to need only an $n_2$ of order $\alpha(\alpha - \bar{\alpha})^{-2}$, a much smaller size when $1 - \alpha$ is close to 1.

Theorems 1 and 2 also give immediately the following asymptotic feasibility guarantee:
Corollary 1 Let $\hat{\alpha} = 1 - \max_{1 \leq j \leq p} P(x^*(s_j))$. For every solution set \( \{x^*(s_j) : 1 \leq j \leq p\} \) such that \( \hat{\alpha} < \alpha \) and every \( \beta \in (0, \frac{1}{2}) \), the solution output by Algorithm 2 or 3 satisfies
\[
\liminf_{n_2 \to \infty} \text{ and } \exp(-n_2^{1/2}) \to 0 \quad P_{\xi_{1:n_2}}(x^*(s^*)) \text{ is feasible for (7)} \geq 1 - \beta.
\]

5 VALIDATION VIA UNIVARIATE GAUSSIAN MARGIN

We offer an alternate validator that can perform more efficiently than Algorithms 2 and 3, provided that some further assumptions are in place. This is a scheme that simply uses a standard univariate Gaussian critical value to calibrate the margin (Algorithm 4).

Algorithm 4 $V$: Univariate Gaussian Validator

**Input:** \( \{\xi_1, \ldots, \xi_n\}, \{x^*(s_1), \ldots, x^*(s_p)\}, 1 - \beta \)

1. For each \( j = 1, \ldots, p \) compute the sample mean \( \hat{P}_j = (1/n_2) \sum_{i=1}^{n_2} 1((x^*(s_j), \xi_i) \in A) \) and sample variance \( \hat{\sigma}_j^2 = \hat{P}_j(1 - \hat{P}_j) \).
2. Compute
\[
\hat{s}^* = \arg\min \left\{ f(x^*(s_j)) \left| \hat{P}_j \geq 1 - \alpha + \frac{z_{1-\beta} \hat{\sigma}_j}{\sqrt{n_2}}, 1 \leq j \leq p \right. \right\}
\]

where \( z_{1-\beta} \) is the \( 1 - \beta \) quantile of the standard Gaussian distribution.

**Output:** \( \hat{s}^*, x^*(\hat{s}^*) \).

The validity of the univariate Gaussian critical value is based on the statistical consistency of the obtained solution \( x^*(\hat{s}^*) \) to some limiting solution (correspondingly \( \hat{s}^* \) to some limiting optimal parameter value) as \( n_2 \) increases. Intuitively, this implies that with sufficient sample size one can focus feasibility validation on a small neighborhood of \( \hat{s}^* \), which further suggests that we need to control only the statistical error at effectively one solution parametrized at \( \hat{s}^* \). For this argument to hold, however, we would need additional assumptions on the CCP (7):

**Assumption 1** (Continuous objective) The objective function \( f(x) \) is continuous on \( \mathcal{X} \).

**Assumption 2** (Linear constraint) \( 1((x, \xi) \in A) = 1(a_k^T x \leq b_k \text{ for } k = 1, \ldots, K) \), where each \( a_k \) has a density on \( \mathbb{R}^d \) and each \( b_k \) is a non-zero constant.

We comment that Assumption 2 is a sufficient but not necessary condition, and in fact some of the results presented below holds for more general constraints. For instance, results in Theorem 3 remain valid for constraints of the form \( 1(a_k^T A_k(x) \leq b_k \text{ for } k = 1, \ldots, K) \) where each \( A_k(\cdot) : \mathbb{R}^d \to \mathbb{R}^m \) is a continuous function. We further assume a smoothness condition for the data-driven reformulation \( OPT(s), s \in S \):

**Assumption 3** (Piecewise continuous solution curve) The parameter space \( S \) is a finite interval \([s_1, s_n]\). The optimal solution \( x^*(s) \) of \( OPT(s) \) exists and is unique except for a finite number of parameter values \( \bar{s}_i, i = 1, \ldots, M - 1 \) such that \( s_i = \bar{s}_0 < \bar{s}_1 < \cdots < \bar{s}_{M-1} < \bar{s}_M = s_n \), and the parameter-solution mapping \( x^*(s) \) is uniformly continuous on \([\bar{s}_0, \bar{s}_1], (\bar{s}_{M-1}, \bar{s}_M], \text{ and } (\bar{s}_{i-1}, \bar{s}_i) \text{ for } i = 2, \ldots, M - 1 \).

Continuity of the solution path allows approximating the whole solution curve by discretizing the parameter space \( S \). Also note that under Assumption 3 the solution \( x^*(s) \) exists and is unique for almost surely every \( s \in S \) with respect to the Lebesgue measure. Therefore, if one discretizes the parameter...
space by randomizing via a continuous distribution over $S$, then with probability one the solution $x^*(s)$ is unique at all sampled parameter values. This provides an easy way to ensure the assumption that none of the parameter values $\{s_1, \ldots, s_m\}$ used in Phase one of Algorithm 1 belongs to the discontinuity set $\{\tilde{s}_1, \ldots, \tilde{s}_{M-1}\}$.

To explain the superior performance of Algorithm 4, we introduce a notion of optimality within the solution path $\{x^*(s) : s \in S\}$. First we fill in the holes of the solution curve. Under piecewise uniform continuity, the parameter-solution mapping $x^*(s)$ on each piece $(\tilde{s}_{i-1}, \tilde{s}_i)$ can be continuously extended to the closure $[\tilde{s}_{i-1}, \tilde{s}_i]$. Specifically, we define the extended parameter-solution mapping at the endpoints of the $i$-th piece

$$x^*_i(\tilde{s}_{i-1}) := \lim_{s \to \tilde{s}_{i-1}^+} x^*(s), \quad x^*_i(\tilde{s}_i) := \lim_{s \to \tilde{s}_i^-} x^*(s)$$

and $x^*_i(s) = x^*(s)$ for $s \in (\tilde{s}_{i-1}, \tilde{s}_i)$. $x^*_{i+1}(\tilde{s}_i)$ and $x^*_i(\tilde{s}_i)$ take different values if the $i$-th and $(i+1)$-th pieces are disconnected. With the extended parameter-solution mappings $x^*_i(\cdot)$'s, we define the following as the optimal solution set among the solution set parameterized by $s$

$$\mathcal{X}^*_S := \arg\min\{f(x) : P(x) \geq 1-\alpha, x = x^*_i(s) \text{ for some } s \in [\tilde{s}_{i-1}, \tilde{s}_i] \text{ and } i = 1, \ldots, M\}$$

and the define the set of optimal parameter as

$$S^* := \{s : s \in [\tilde{s}_{i-1}, \tilde{s}_i] \text{ and } x^*_i(s) \in \mathcal{X}^*_S \text{ for some } i = 1, \ldots, M\}.$$

We need several additional technical assumptions. The first is that the chance constraint is not binding at the endpoints of each piece of the solution path:

**Assumption 4** $P(x^*_i(\tilde{s}_i)) \neq 1-\alpha$ and $P(x^*_{i+1}(\tilde{s}_i)) \neq 1-\alpha$ for all $i = 1, \ldots, M-1$, $P(x^*(s_1)) \neq 1-\alpha$, $P(x^*(s_M)) \neq 1-\alpha$, and $\sup_{s \in \{\tilde{s}_1, \ldots, \tilde{s}_{M-1}\}} P(x^*(s)) > 1-\alpha$.

Since the solution path $\{x^*(s) : s \in S\}$ depends on the Phase one data $\xi_{n_2+1:n}$, the path and hence the endpoints $x^*_i(\tilde{s}_i), x^*_{i+1}(\tilde{s}_i)$ are random objects, and so the first part of Assumption 4 is expected to hold almost surely provided that the set $\{x \in \mathcal{X}^*_S : P(x) = 1-\alpha\}$ is a null set under the Lebesgue measure. The second part states that the solution path contains a strictly feasible solution which in turn ensures that the optimal solution set $\mathcal{X}^*_S$ is non-empty. Note that this can be achieved by simply including very conservative parameter values in $S$.

Another property we assume regards the monotonicity of the feasible set size with respect to the parameter $s$ in the reformulation $OPT(s)$:

**Assumption 5** Denote by $\text{Sol}(s) \subseteq \mathcal{X}$ the feasible set of $OPT(s)$. Assume $\text{Sol}(s)$ is a closed set for all $s \in S$ and $\text{Sol}(s_2) \subseteq \text{Sol}(s_1)$ for all $s_1, s_2 \in S$ such that $s_1 < s_2$.

Assumption 5 holds for almost all common reformulations because of a monotonic relation between the parameter $s$ and the conservativeness level. For instance, in RO with ellipsoidal uncertainty set, the RO feasible region shrinks with the radius of the ellipsoid, and similar relations hold for DRO, SAA, and SO.

Lastly, we assume the following technical assumption for the set of optima:

**Assumption 6** For any $\varepsilon > 0$ there exists an $s \notin \{\tilde{s}_1, \ldots, \tilde{s}_{M-1}\}$ such that $P(x^*(s)) > 1-\alpha$ and $d(x^*(s), \mathcal{X}^*_S) < \varepsilon$, where $d(x^*(s), \mathcal{X}^*_S) := \inf_{s \in \mathcal{X}^*_S} \|x^*(s) - x\|_2$.

This assumption trivially holds if we have $\max_{x \in \mathcal{X}^*_S} P(x) > 1-\alpha$. Otherwise, if $P(x) = 1-\alpha$ for all $x \in \mathcal{X}^*_S$, it rules out the case that the solution path $x^*(s)$ passes through the optima without entering the interior of the feasible set of (7). This extreme case happens with zero probability, again in view of the fact that the solution path is itself random with respect to Phase one data.

With these assumptions, we have the following asymptotic performance guarantee for Algorithm 4:

**Theorem 3** Under Assumptions 1-6 hold, the optimal solution set is a singleton, i.e., $\mathcal{X}^*_S = \{x^*_S\}$. Denote by $x^*_i = \sup_{s \in S} \inf_{1 \leq j \leq P} |s - s_j|$ the mesh size. We also have that, with respect to $\{\xi_1, \ldots, \xi_{n_2}\}$, the solution
and parameter output by Algorithm 4 satisfy
\[
\lim_{n_2 \to \infty, \varepsilon_i \to 0} x^* (\hat{s}^*) = x^*_S \quad \text{and} \quad \lim_{n_2 \to \infty, \varepsilon_i \to 0} d (\hat{s}^*, S^*) = 0
\]
almost surely, where \(d (\hat{s}^*, S^*) = \inf_{s \in S^*} |\hat{s}^* - s|\). Moreover
\[
\begin{aligned}
\lim \inf_{n_2 \to \infty, \varepsilon_i \to 0} P_{\mathbf{S}^*} (x^* (\hat{s}^*) \text{ is feasible for (7)}) &\geq 1 - \beta \quad \text{if } P(x^*_S) = 1 - \alpha \\
\lim_{n_2 \to \infty, \varepsilon_i \to 0} P_{\mathbf{S}^*} (x^* (\hat{s}^*) \text{ is feasible for (7)}) &\geq 1 \quad \text{if } P(x^*_S) > 1 - \alpha.
\end{aligned}
\]

Theorem 3 states that as the mesh \(\{s_1, \ldots, s_p\}\) gets increasingly fine and and the data size grows, the solution given by Algorithm 4 enjoys performance guarantees concerning both feasibility and optimality. In particular, the estimated solution and the parameter converge to the unique optimal solution \(x^*_S\) and the optimal parameter set \(S^*\) respectively, and simultaneously the obtained solution \(x^* (\hat{s}^*)\) is feasible with the desired confidence level \(1 - \beta\).

6 A NUMERICAL EXAMPLE

We present a numerical example to demonstrate the performances of our framework. We consider the following linear CCP
\[
\min \ c^T x \ \text{subject to} \ P_F (\xi^T x \leq b) \geq 1 - \alpha
\]
where \(c \in \mathbb{R}^d, b \in \mathbb{R}\) are deterministic, the distribution \(F\) of the randomness \(\xi \in \mathbb{R}^d\) is multivariate Gaussian with mean \(\mu\) and covariance \(\Sigma\), and the tolerance level \(1 - \alpha\) is set to 90%.

We test the proposed framework on RO with ellipsoid uncertainty set that leads to a robust counterpart in the form \(\hat{\mu}^T x + \sqrt{\langle \hat{\Sigma} \rangle^{1/2}, x} \leq b\) where \(\hat{\mu}\) and \(\hat{\Sigma}\) are the sample mean and covariance for \(\xi\) computed from Phase one data. The benchmark (“SCA” in the table) is set to an SCA (equation 2.4.11 of Ben-Tal et al. 2009), which in our case can be expressed as \(\mu^T x + \sqrt{2\log(1/\alpha)} \|\Sigma^{1/2} x\|_2 \leq b\). Here, we give this SCA or RO the advantage of knowing the true mean \(\mu\) and covariance \(\Sigma\) of the randomness. Note that this is equivalent to setting \(s = 2\log \frac{1}{\alpha}\). To implement our framework, we take the \((1 - \alpha)n_1\)-th order statistic \(\hat{s}_{1 - \alpha}\) of \(\{\xi_{n_2+i} - \hat{\mu}\} \Sigma^{-1} (\xi_{n_2+i} - \hat{\mu}): i = 1, \ldots, n_1\}\), where \(\xi_{n_2+i}, i = 1, \ldots, n_1\) are the Phase one data, so that \(\{\xi: (\xi - \hat{\mu}) \Sigma^{-1} (\xi - \hat{\mu}) \leq \hat{s}_{1 - \alpha}\}\) is a \((1 - \alpha)\)-content set for \(\xi\) (such type of quantile-based selection has been used in Hong et al. 2017). We then set the values \(s_j = (\hat{s}_{1 - \alpha} + 20)j/50\) for \(j = 1, \ldots, 50\).

Table 1 summarizes the results under dimension \(d = 10\) and data sizes \(n = 200, 500\). “unnorm. GS”, “norm. GS” and “uni. Gaussian” denote Algorithms 2, 3 and 4 respectively. For each setting we repeat the experiments 1000 times each with an independently generated data set and a data-driven solution output, and then take down the average objective value (“mean obj. val.”) achieved by these solutions and the proportion (“feasibility level”) of feasible solutions as the empirical feasibility coverage. Therefore, the smaller the “mean obj. val.” is, the better is the solution in terms of optimality, and “feasibility level” \(\geq 95\%\) indicates that the desired feasibility confidence level 95% is achieved and otherwise not.

<table>
<thead>
<tr>
<th></th>
<th>SCA</th>
<th>unnorm. GS</th>
<th>norm. GS</th>
<th>uni. Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(n = 200)</td>
<td>(n = 500)</td>
<td>(n = 200)</td>
<td>(n = 500)</td>
</tr>
<tr>
<td>mean obj. val.</td>
<td>-3.57</td>
<td>-3.68</td>
<td>-4.42</td>
<td>-4.20</td>
</tr>
<tr>
<td>feasibility level</td>
<td>100%</td>
<td>99.9%</td>
<td>99.8%</td>
<td>98.5%</td>
</tr>
</tbody>
</table>

We highlight two observations. First, our framework with the three proposed validators outperforms the SCA benchmark. In terms of the objective performance, all our validators achieve lower objective value than SCA (with a difference \(\geq 0.6\)), while at the same time retain the feasibility confidence to above 95% in all the three tables. Second, among the three proposed validators, the univariate Gaussian validator...
appears less conservative than the Gaussian supremum counterparts in achieving better objective values, and relatedly tighter feasibility confidence levels (i.e., closer to 95%).

7 CONCLUSION

We have studied a validation-based framework to reduce the conservativeness in data-driven optimization with uncertain constraints, faced by the several conventional approaches that rely on implicit estimation of the entire feasible region. Our framework leverages the low dimensionality of the possible solutions output from a data-driven reformulation class, by extracting the associated parametrized solution path and selecting the best candidate within the path. We have proposed several validators for solution selection, and have presented results on the feasibility guarantees on the obtained solutions under our validators that scale favorably with the problem dimension. We have illustrated the benefits of our approach with a numerical example.
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