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On bias in magnitude scaling and some
conjectures of Stevens
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Bias in magnitude scaling can be viewed as involving deviations of judgments from proportionality.
A model of bias is shown to provide a theoretical basis for Stevens’s conjecture about geometrically
averaging magnitude estimation and magnitude production exponents in order to obtain an estimate
of the psychophysical exponent. An overlooked result is that one can also obtain an estimate of the
magnitude of the bias. Examples from several well-known studies are presented. The bias is also shown
to vary in response to experimental manipulation of the stimulus range. Aspects of predicting expo-
nents across experiments are clarified, and a new prediction is examined. The model of bias fills some
theoretical gaps in magnitude scaling and clarifies underlying assumptions and predictions.

In a magnitude estimation (ME) experiment, different
intensities of a stimulus are presented to a participant,
who attempts to provide numerical responses that are pro-
portional to his or her sensation magnitudes (see Geschei-
der, 1997; Stevens, 1986). Stevens noted that data from
ME are consistent with a simple power function,

N = ash, (1)

in which N is the observed numerical response, S is the
physical value of the presented stimulus intensity, o is a
proportionality constant, and Jis the psychophysical ex-
ponent. Note that the purpose here is to illustrate certain
theoretical relations, and so the presentation is simplified
by not including error terms in the models (cf. DeCarlo,
1994, 2003), although their inclusion would not change
any of the basic results presented below. Some statistical
estimation issues also arise, but they are not of central
interest here, although they are noted where appropriate.

It is important to recognize that two basic assumptions
underlie Equation 1. One involves the relation between
sensation magnitude and stimulus intensity—that is, the
psychophysical function, which Stevens argued is a power
function,

Wy =SB, ©)

in which Y represents the sensation magnitude (note that
Equation 2 does not include a proportionality constant).
A second basic assumption involves the relation between
sensation magnitude and observed responses—that is,
the judgmental model. Stevens assumed a simple model
of proportional judgment,

N= Y, 3)
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in which ais a proportionality constant. The meaning of
the proportionality constant is clarified when one con-
siders exactly how participants might go about making
proportional judgments, as discussed below. Note that
Equations 2 and 3 together give Equation 1.

Equations 2 and 3 can be viewed as theoretical mod-
els underlying Stevens’s power law. Generalizations of
these models have been considered in the psychophysi-
cal literature, particularly in research concerned with se-
quential effects, where various dynamic extensions have
been considered. For example, the psychophysical func-
tion (Equation 2) has been generalized to allow for pos-
sible stimulus context effects (e.g., Cross, 1973; DeCarlo
& Cross, 1990), whereas the judgmental model of Equa-
tion 3 has been generalized to allow for effects of changes
in the proportionality constant over trials, due to the use
of different reference points (e.g., DeCarlo, 1990, 1994,
2003; DeCarlo & Cross, 1990). Although the model of
bias presented below can easily be incorporated into dy-
namic models, dynamic generalizations are not the focus
here (and they do not change the main results presented
below). Rather, a simple generalization of the judgmen-
tal model is considered; the generalization allows for de-
viations from proportional judgment, the consequences
of which are examined in detail.

It is widely recognized that the model of proportional
judgment given by Equation 3, although ideally desired,
is somewhat restrictive. For example, it has long been
known that participants’ responses are subject to various
kinds of “biases” (e.g., Poulton, 1979), such as shorten-
ing or expanding the range of responses, effects of stim-
ulus range, possible number preferences, and so on. Bias,
from the present perspective, simply means that responses
are not strictly proportional to sensation magnitudes.
This, in turn, means that the judgmental model of Equa-
tion 3 should be generalized. The present note shows one
way to generalize the judgmental model and examines its
implications. It is shown that basic aspects of bias can be
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captured via a simple power function combined with a
process model of proportional judgment. The resulting
model provides a theoretical basis for Stevens’s conjec-
ture about geometrically averaging the exponents from
ME and magnitude production (MP) experiments. In ad-
dition, the model of bias (1) shows how to obtain an es-
timate of the magnitude of the bias, which has been over-
looked up to this point, (2) quantifies the regression
effect, (3) clarifies assumptions underlying several of
Stevens’s conjectures, and (4) clarifies details of how re-
sponse bias affects proportional judgments in ME and
MP. The model of bias is also applied to cross-modality
matching (CMM) experiments, and several additional
important results are derived. For example, with regard
to predicting exponents across experiments, on which
Stevens placed great emphasis, the present derivations
clarify exactly when bias will or will not be removed;
some examples are considered below. The generalized
judgmental models offered here fill some gaps in the the-
ory of magnitude scaling, particularly with respect to
clarifying the role of response bias in ME, MP, and CMM.

PROPORTIONAL JUDGMENT

Magnitude Estimation

As shown by Equation 3, a basic assumption in mag-
nitude scaling experiments is that participants’ judg-
ments are proportional to their sensation magnitudes. A
firmer theoretical basis for Equation 3 can be obtained,
however, by considering how they might actually go
about making proportional judgments. This, in turn, ne-
cessitates an understanding of the role of reference points
in proportional judgment. For example, one approach is
to assign a reference response, say N, to a reference sen-
sation, say V. The reference response is referred to as
the modulus in psychophysics, whereas the physical value
of the stimulus that corresponds to the reference sensa-
tion (denoted S, below) is referred to as the standard. On
each trial, participants compare the sensation from the
just-presented stimulus, say W, with the reference sensa-
tion ¥, and give a response N, so that the relation be-
tween N and N reflects the relation between ¥ and ¥;.
If the relations are proportional, the judgmental model
can be written as

NIN, = ¥/¥,. (4)

Equation 4 simply shows one way to make proportional
judgments in ME. For example, it follows from Equa-
tion 4 that if the current sensation ¥ is twice the strength
of the reference sensation ‘Y|, the current number N should
be twice as large as the reference number V. Rearrang-
ing Equation 4 gives

N =(N,/¥,)¥ =0, ¥, Q)

which shows that the proportionality constant ¢ de-
pends on the reference response N, and the reference
sensation ‘¥, used by the participant.! Substituting the
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psychophysical function (Equation 2) for ¥ and ‘|, in the
above gives
N =(Ny/5)s? = as®, (6)

in which § is the stimulus intensity that corresponds to the
reference sensation \F|. Thus, Equations 2 and 4 provide a
theoretical basis for Stevens’s power law, Equation 1.

Equation 6 is important because it clarifies several as-
pects of Stevens’s power law. For example, Equation 6
shows that the proportionality constant o depends on
three factors: the reference response (V) chosen by the
participant, the reference sensation chosen by the partic-
ipant, and the choice of units of measurement for the
stimulus (which determines S)). The effect of arbitrary
units of measurement was noted by Rule (1993) as a rea-
son why the intercept (i.e., log ) is not simply a subjec-
tive unit of measurement. This is clearly shown by Equa-
tion 6, in that the proportionality constant is & = N, /S,
which shows that o depends on the units of measurement
for the physical stimulus (through S)). Thus, the mean-
ing of the proportionality constant is clarified by con-
sidering the process by which participants might go about
making proportional judgments (i.e., Equation 4).

Magnitude Production

The task in MP is the opposite of that in ME. In MP,
participants vary a physical stimulus in order to produce
sensations that are proportional to presented numbers.
Analogous to Equation 4, the judgmental model can be
written as

¥/, = NIN,, (7)

in which N is the number presented on the current trial,
N, is a reference number used by the participant, and the
primes on ¥ and ¥, indicate that the sensations are pro-
duced by the participant (i.e., by varying S; see DeCarlo,
2003). Equation 7 simply shows one way to make pro-
portional judgments in MP. To start, one assigns a refer-
ence sensation, ‘I—’é, to a reference number, V. For ex-
ample, a participant might choose the number 10 ()
and associate a certain produced loudness sensation (\¥)
with it; the number and loudness then together serve as
a reference point for comparative judgment, as in ME
above. If the experimenter then presents the number 20
(N), say, in order to make a proportional judgment, the
participant has to produce a sensation W’ that is twice the
intensity of the reference sensation ‘¥j. Thus, the judg-
mental model of Equation 7 is simply a clarification of
the process leading to proportional judgment in MP.

BIAS AS DEVIATIONS FROM
PROPORTIONAL JUDGMENT

As noted above, bias can be viewed as indicating that
participants’ judgments deviate from proportionality in
some way. This, in turn, implies that the judgmental
models given above as Equations 4 and 7 for ME and MP,
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respectively, should be generalized. Of course, there are
many ways to do this; I comment at the end of the present
article on a general approach. This section shows that a
simple power function generalization of the judgmental
models has several important and heretofore overlooked
implications. Although power function generalizations
of judgmental models have previously been considered
(e.g., Cross, 1974; Curtis, Attneave, & Harrington, 1968;
Teghtsoonian, 1973), the generalizations have differed in
various ways from the present approach.

Bias in Magnitude Estimation
One way to generalize Equation 4 to allow for bias is
as follows:

NIN, = (¥/¥,)", (8)

in which b is a bias parameter. If b = 1, there is no bias
and responses are proportional to sensation magnitudes.
If b # 1, there is bias and responses deviate from pro-
portionality. For example, if » < 1, sensation ratios are
judged as being less extreme, whereas if & > 1, sensation
ratios are judged as being more extreme. To illustrate,
the top panel of Figure 1 shows the effects of no bias
(i.e., b = 1) and bias less than unity (b = 0.6; note that
the range is restricted on the right so that the effect for
ratios less than unity is more clearly seen); the lower
panel shows the relations on logarithmic coordinates.
The figure shows that, for b < 1, sensation ratios greater
than unity or less than unity are judged as being less ex-
treme. Thus, the bias can be viewed as representing a
constriction or shortening of the response range: The
numbers are too small for ¥/'¥|) > 1 and too large for
W/, < 1, so the participant tends to avoid extremes,
which is in line with Stevens’s “comfort” and “caution”
explanations of the regression effect (1986, pp. 273-274;
see also Stevens & Greenbaum, 1966; Teghtsoonian &
Teghtsoonian, 1978). Note, however, that the exact de-
scription of the nature of the response bias depends on
where the reference sensation ‘¥, is located. For example,
for ¥, in the middle of the presented sensation range, bias
less than unity means that the numbers are both too small
and too large, as just described. However, if ¥}, is located
at the low end of the presented sensation range (i.e., so
that the sensation ratios are all greater than or equal to
unity), bias less than unity means that the participant
does not give large enough numbers, whereas if ¥}, is lo-
cated at the high end of the sensation range (i.e., so that
the sensation ratios are less than or equal to unity), small
enough numbers are not given. In other words, whether
the shortening is in both directions or only one direction
depends on where ¥ is located (which is not known).
Thus, the simple generalization given by Equation 8 can
handle different types of deviations from proportionality
(including several types of biases described by Poulton,
1979).

Substituting the psychophysical function (Equation 2)
into Equation 8 and rearranging gives

N = (NO/Sgﬁ)Sbﬂ, 9)

NIN,

NIN,

7 —b=0.6

T

0.1

0.1 10

1
¥/,

Figure 1. An illustration of the effects of response bias in mag-
nitude estimation. The x axis shows unobserved sensation ratios,
and the y axis shows observed numerical ratios. No bias, b = 1.0,
is shown by the dashed line, whereas the solid line shows b = 0.6.
The lower panel shows the relations on logarithmic coordinates.

which shows that the exponent in ME is an estimate of
b and not simply of 8 alone. Thus, the exponent in ME
confounds b and Band is only an estimate of the psycho-
physical exponent B if b = 1—that is, if there is no re-
sponse bias. Equation 9 shows that the effect of bias will
be to attenuate or inflate the exponent, depending on
whether b is less than or greater than unity, respectively
(the proportionality constant is affected as well; see
below). Note that Equation 9 is consistent with Stevens’s
power law (i.e., Equation 1), and so the models cannot be
distinguished in terms of fit; however, it will be shown
below that there are patterns of results for the exponents
that suggest that the model of bias given by Equation 8
is useful.

Bias in Magnitude Production

The model of bias is the same for MP as for ME, and

so Equation 7 is generalized as
’ b’
W/, =(NIN,) . (10)
in which the prime on b is used to indicate that the re-
sponse bias is for a produced stimulus (i.e., " indicates
bias when a produced stimulus is the response variable,



and b indicates bias when produced numbers are the re-
sponse variable). Equation 10 shows that the effect of
bias in MP is exactly the same as in ME. If the bias pa-
rameter is less than unity, for example, numerical ratios
greater or less than unity are judged as being less ex-
treme (i.e., the participant does not produce sensation ra-
tios as extreme as the number ratios), which again rep-
resents a response constriction. As shown by Equation 10,
whether responses are constricted in one or both direc-
tions depends on where the reference number N is located.
Substituting the psychophysical function (Equation 2)
into Equation 10 and rearranging gives
§' = (s;/Ng )N, (11)
in which S’ indicates that the stimulus intensity is pro-
duced by the participant (instead of being presented by
the experimenter). Equation 11 shows that the exponent
in MP (obtained from a regression of log S” on log N) is
an estimate of b’/

Bias and the Regression Effect

An immediate consequence of Equations 9 and 11 is
that if the response bias tends to be less than unity, there
will be a regression effect. Specifically, if the bias is less
than unity, Equation 9 shows that the exponent for ME
(i.e., bB) is attenuated, whereas Equation 11 shows that
the exponent for MP obtained by taking the inverse (i.c.,
B/b’) is inflated. Thus, Equations 9 and 11 provide a
basis for Stevens’s conjecture (e.g., 1986; Stevens &
Greenbaum, 1966) that the regression effect occurs be-
cause participants tend to constrict or shorten the range
of the variable that they adjust, which is consistent with
bias less than with unity.

Equations 9 and 11 also support Stevens’s conjecture
that the psychophysical exponent can be estimated by
taking the geometric mean of the exponents for ME and
MP. First, note that it is assumed in Stevens’s conjecture
that the response bias is equal across ME and MP—that
is, b* = b. It then follows from Equations 9 and 11 that
taking the square root of the product of the ME exponent
and inverse MP exponent gives?

VOB X (B/b) = B (12)

that is, the bias cancels out. Thus, the model of bias pro-
vides a formal basis for Stevens’s conjecture to geomet-
rically average the exponents from ME and MP. It also
clarifies that an assumption of equal bias across the two
procedures is made, as was in essence recognized by
Stevens; “the question arises whether the error sources in
magnitude estimation are exactly balanced by the error
sources in magnitude production. Although exact balance
may be possible, it seems hardly inevitable. One ought not
to count too much on symmetry” (1986, pp. 271-272).
Note that if a participant’s bias differs across the two pro-
cedures, b and 5" do not cancel out and one does not ob-
tain an estimate of §, but rather (from Equation 12) an
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estimate of BV (b/b"); some examples of unequal bias are
considered below.

Equations 9 and 11 also reveal an overlooked result. In
particular, taking the square root of the ratio of the ex-
ponents provides an estimate of the magnitude of the

bias,
JbBI/(BIb) = b. (13)

Note that b quantifies the magnitude of the regression
effect, in that there is no effect if » = 1 (in which case,
the ME and inverse MP exponents are equal), whereas
b <1 gives the usual regression effect. Again, if bias dif-
fers across the two conditions, only the geometric mean
of the biases V(b X b’) can be estimated (which still pro-
vides useful information). With three or more condi-
tions, however, one can estimate the separate biases, as
shown below.

Empirical Evidence: Magnitude Estimation
and Magnitude Production

Table 1 shows the results of applying Equations 12 and
13 to research where ME and MP were used in a counter-
balanced design. In some cases, the exponents were re-
ported and are shown in the table; in other cases, as indi-
cated in the table notes, the exponents were estimated
from graphs of the data; specifically, the exponents for the
data from Stevens and Guirao (1962), Stevens and Green-
baum (1966), J. C. Stevens and Marks (1965), and Stevens
(1986) were estimated from published graphs using En-
gauge Digitizer version 2.3 software, which can be freely
downloaded at http://digitizer.sourceforge.net. In cases
where the data were read from a graph, although the ex-
ponents are reported to two decimal places, little em-
phasis should be placed on the second decimal.

The top part of Table 1 shows that, for studies involv-
ing both ME and MP of loudness, the estimates of the
bias b obtained from Equation 13 are less than unity in
all cases. In particular, the bias is small and is in the
range of 0.8—0.9. Note that larger bias (i.e., 0.8) indi-
cates that the regression effect was larger, and in this way
the bias parameter quantifies the magnitude of the re-
gression effect. Bias less than unity implies that the
psychophysical exponents were attenuated. Table 1 shows
that corrected exponents () obtained from Equation 12
are consistent across studies and are all in the range of
0.54-0.64, which is consistent with Stevens’s (earlier)
view that the psychophysical exponent for loudness is
around 0.60. Note that, although corrected psychophys-
ical exponents for some of these studies have previously
been discussed (e.g., by Stevens), the finding that the
magnitude of the bias is also consistent across studies
has not been noted (because Equation 13 has not been
derived).

The next part of Table 1 shows results for studies in-
volving ME and MP of duration. The table shows that
the corrected psychophysical exponents for duration are
close to unity, which suggests that the perception of du-
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Table 1
Parameter Estimates for Studies that Included Both Magnitude Estimation (ME)
and Magnitude Production (MP) Conditions

ME MP
Study bB B/b B b Continuum
Loudness
Stevens & Guirao (1962)" 0.44 0.69 0.55 0.80 noise
Stevens & Greenbaum (1966)* 0.54 0.66 0.60 0.90 noise
Green, Luce, & Duncan (1977) 0.44 0.65 0.54 0.82 1000-Hz tone
Hellman (1981) 0.51 0.81 0.64 0.79 1000-Hz tone
0.59 0.70 0.64 0.92 3000-Hz tone
DeCarlo (2003) 0.53 0.64 0.58 0.91 1000-Hz tone
Duration
Stevens & Greenbaum (1966) 0.87 1.20 1.02 0.85 noise
0.93 1.16 1.04 0.90 light
Painton, Cullinan, & Mencke (1977) 0.91 1.14 1.02 0.89 1000-Hz tone

Notes—bf3 is the exponent for ME, /b is the inverse of the exponent for MP.
“*Data from Figure 5.

ure 11.6 of Gescheider, 1997.

ration is veridical. The table also shows that, although
the psychophysical exponents f3 for duration are consid-
erably larger than those for loudness (i.e., 1.0 vs. 0.6),
the bias is again generally small, in the range of 0.85—0.90,
which is consistent with the magnitude of the bias found
for the loudness studies.

In summary, although corrected psychophysical ex-
ponents have been examined in prior research, response
bias has not been examined, and so the results shown in
Table 1 are new. The estimates of bias show a consistent
pattern across well-known studies, in that the bias tends
to be less than one, which is consistent with the view that
participants tend to constrict or shorten the range of
stimuli under their control. It should be noted that, al-
though the magnitude of the bias shown in Table 1 is
generally small, Stevens and Greenbaum (1966) also
gave examples where the bias was large; some examples
of large bias are presented below. Overall, the above de-
rivations show that a power function generalization of
the judgmental models of Equations 4 and 7 leads to
models that are basically in line with several of Stevens’s
conjectures.

Statistical Bias

It is well known that, although one can obtain an un-
biased estimate of the exponent for MP via a regression
model, the inverse of the estimated exponent is biased.
One can correct the estimate for statistical bias, however,
as discussed by Thomas (1981). This was not done for the
studies considered here because the information needed
to provide the correction was not provided, except in the
study of DeCarlo (2003). In that case, the statistical bias
was estimated to be less than 0.01, which is clearly too
small to have any substantial effect on the conclusions;
this is also the case for a cross-modality matching exper-
iment reported by M. Teghtsoonian (1980; see below).
Nevertheless, one can develop corrections for the esti-
mates obtained by Equations 12 and 13. It would also be

*Data from Fig-

important to obtain standard errors for the estimates and
perhaps perform a meta-analysis across studies. The pur-
pose here, however, is to clarify basic mathematical con-
sequences of the model of bias.

Correlated Slopes and Intercepts

Rule (1993) noted that any apparent relation between
the slope () and the intercept (log ) across participants
in magnitude scaling experiments is not psychologically
meaningful, because the nature of the relation depends
on the arbitrary units used for S; here I note that this fol-
lows directly from Equation 9. In particular, Equation 9
shows that if the estimated exponent varies across con-
ditions or participants in ME (because of variation in the
bias parameter b across participants, for example), it fol-
lows that the intercept will have a negative relation to the
exponent if §, > 1 (because o = NO/Sgﬁ gets smaller as
b gets larger), will have a positive relation if §; < 1,
and will have no relation if S, = 1, as was also noted by
Rule. Note that this result does not follow from a power
function generalization of Equation 3 (as used by oth-
ers), which is basically a descriptive model of propor-
tional judgment, but rather from a power function gen-
eralization of Equation 4, which is a process model of
proportional judgment. With respect to MP, Equation 11
shows that the relation between the slope and intercept
depends on the reference number used by the participant.

Assimilation and the Regression Effect

Cross (1973) proposed a perceptual mechanism for
the regression effect. His proposal was based on the ob-
servation that, in ME of loudness, the previous stimulus
intensity appears to have a small, positive effect on the
current response, which is often referred to as “assimi-
lation.” Cross presented a regression model where as-
similation had the effect of lowering the exponent, and in
this way, assimilation could account for the regression
effect. However, several studies have shown that the



magnitude of assimilation appears to be too small to
(fully) account for the regression effect (see DeCarlo,
2003), although, of course, it could contribute to it.

Range Effects

Several factors have been shown to affect the exponent
obtained for Stevens’s power law. Stevens and Green-
baum (1966), for example, noted that stimulus range af-
fected the exponent; they also considered the possible
contribution of stimulus range to the regression effect
(see also Stevens, 1986). It is important to recognize that
if judgment were strictly proportional, as in Equation 4,
there would be no effect of stimulus range. Thus, the
simple model of proportional judgment does not allow
for variation in the exponent. In contrast, the bias model
of Equation 8 can easily handle stimulus range effects,
because it replaces the exponent f3 of Stevens’s power
law in Equation 1 with bf3, as shown by Equation 9. The
implication is that what appear to be effects of stimulus
range on the exponent of Equation 1 might actually be
effects of stimulus range on the bias parameter b, and not
the psychophysical exponent 8. In my view, evidence for
an effect of stimulus range on the bias parameter would
clearly show the utility of the bias model with respect to
uncovering overlooked patterns of results. Fortunately,
data are available for experiments where both ME and
MP were used in a counterbalanced design and where the
stimulus range was varied.

Teghtsoonian and Teghtsoonian (1978; see also Teght-
soonian, 1973) conducted studies that showed that stim-
ulus range affected the exponent of Stevens’s power law.
Loudness and distance were judged in ME and MP ex-
periments where different ranges of stimuli were used
(range was varied across groups of participants, with
each participant participating in both ME and MP). Table 2
presents the results with respect to the exponents. The
table shows that the ME exponent and the inverse MP ex-
ponent, which from Equations 9 and 11 are estimates of
bP and B/b, respectively, clearly vary with the stimulus
range, as was also noted by Teghtsoonian and Teght-
soonian (1978). The estimates of 8 derived from Equa-
tion 12, on the other hand, are fairly constant as the range
varies, for both the loudness and distance experiments.
For example, the column for 3 shows that the estimates
of loudness are all around 0.67, which was Stevens’s
(later) estimate of the loudness exponent, whereas the
distance exponents are all around 1.2 (Teghtsoonian &
Teghtsoonian, 1969, noted that the exponent for indoor
distance appears to be greater than 1.0). Thus, Table 2
shows that, although the exponents for Stevens’s power
law vary systematically with the stimulus range, the cor-
rected exponents do not.

The column for bias in Table 2 shows another impor-
tant result, which is that the estimates of the bias vary
systematically with the stimulus range. In particular, the
bias increases (i.e., b gets smaller) as the range increases;
the effect is fairly large for loudness and is small at best
for distance. Although Stevens (e.g., 1986) noted that
participants generally appear to shorten the response
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Table 2
Parameter Estimates for the Study of
Teghtsoonian and Teghtsoonian (1978)
ME MP
Log Range b B/b B b
Loudness
0.25 0.70 0.67 0.68 1.02
0.50 0.52 0.90 0.68 0.76
1.00 0.42 0.89 0.61 0.61
2.00 0.41 1.18 0.70 0.59
Distance
0.25 1.31 1.06 1.18 1.11
0.50 1.23 1.14 1.18 1.04
2.00 1.20 1.29 1.24 0.96

Note—Log range is the logarithm of the ratio of the largest to smallest
stimulus. ME, magnitude estimation; MP, magnitude production.

range in magnitude scaling experiments, as shown in
Table 1, Table 2 suggests that this occurs because exper-
imenters have tended to use a wide stimulus range. In
fact, for the smallest range in the distance study, the bias
is expansive, b > 1, which indicates a reversal of the re-
gression effect, as was observed by Teghtsoonian and
Teghtsoonian (1978). A useful aspect of the bias model
is that it provides an interpretation of this reversal, at-
tributing it to an effect of stimulus range on response
bias, and not as an effect on the psychophysical exponent.

It can also be asked, as was done by a reviewer, why
the stimulus range affects response bias. Several expla-
nations have previously been offered in the literature. For
example, some researchers have argued that participants
tend to use a somewhat constant response range as the
stimulus range varies (e.g., Jones & Woskow, 1966; Poul-
ton, 1979), which would account for the relation between
stimulus range and bias, although this explanation has
also been the subject of debate (e.g., see Poulton, 1979;
Teghtsoonian, 1973). The purpose here is to present a
formal model of bias, to show the consequences of bias,
and to show how to measure and correct for the effects
of bias; causal accounts of bias clearly require further
investigation.

In summary, the model of bias presented here is con-
sistent with stimulus range effects. In particular, the re-
sults shown in Table 2 suggest that the stimulus range af-
fects the bias parameter b but not the psychophysical
exponent . Thus, the bias model in this case appears to
help disentangle effects of response factors from those of
perception.

Cross-Modality Matching

This section shows that applying the model of bias to
CMM leads to some important additional results. In
CMM, participants adjust a stimulus on one continuum
in response to a presented stimulus on another contin-
uum. A model of proportional judgment in CMM is

VY = WY, (14)

which shows that participants produce sensation ratios
that are proportional to those on the presented contin-
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uum (the prime again indicates the produced contin-
uum). Note that CMM is conceptualized here as involv-
ing proportional judgment, as in Equations 4 and 7, and
not as a matching task. In the present view, the partici-
pant in essence has to define what a “match” is by choos-
ing a reference relation, o, = ¥(/'¥, for the produced
and presented sensations; the reference relation then
serves as a reference point for comparative judgment, as
in ME and MP, which are special cases of Equation 14.

As before, the above can be generalized through the
use of a power function,

v, = (v, (15)

in which b” again indicates bias for a produced stimulus
(as in MP above). Note that the response bias is modeled
in the same way as it was for ME and MP above (i.e.,
Equations 8 and 10 are simply special cases of Equa-
tion 15). Substituting the psychophysical function (Equa-
tion 2) on each side of the above and rearranging gives

N A (16)

in which B is the exponent for the presented continuum
and f’ is the exponent for the produced continuum. Equa-
tion 16 clarifies how bias affects the exponent of Stevens’s
power law in CMM.

Note that one can perform a counterbalanced experi-
ment, as for ME and MP, by switching which continuum
is presented and which is produced in two CMM exper-
iments. When the previously produced continuum is now
the presented continuum, the exponent of Equation 16 is
bB’/B (i.e., reverse the primes; compare with the deriva-
tion for MP above), in which f” is still the exponent for
the originally produced (and now presented) continuum
and b is the response bias for that continuum. If it is as-
sumed that the response bias is equal across the two
CMM experiments—that is, b = b’—it follows that tak-
ing the geometric mean of the product of the first expo-
nent and the inverse of the second exponent gives

LB B Ix[BI(0B )T = B8 ()
Equation 17 shows that, if one conducts counterbalanced

CMM sessions, an estimate of the ratio of the exponents
for each continuum is obtained. Although this was also

Stevens’s conclusion, he derived this result using only
the psychophysical function (i.e., Equation 2; see Stevens,
1966, 1986), and so the role of response bias in CMM
was not considered, although it was implicit in many of
Stevens’s arguments. The derivations presented here, on
the other hand, explicitly consider bias and clarify as-
sumptions and consequences of response bias in CMM.

As before, an overlooked result is that one can obtain
an estimate of the bias by dividing the exponents from
the two CMM experiments,

By 1/ BB =0 a8y
A number of researchers have run counterbalanced CMM
sessions and have in essence used Equation 17 to get the
ratio of psychophysical exponents (note that this means
that they assumed equal bias across the two CMM ses-
sions). But it has never been recognized, to my knowl-
edge, that one can also obtain an estimate of the bias in
CMM, as shown by Equation 18. Of course, one again
has to consider possible effects of statistical bias in esti-
mation, although the size of the bias again appears so
small as to be inconsequential, as was also found for MP.

Empirical Evidence: Cross-Modality Matching
Table 3 presents several examples of CMM in which a
counterbalanced design was used. The first is a well-
known study by J. C. Stevens and Marks (1965; see also
Baird, 1997; Stevens & Greenbaum, 1966). Participants
adjusted the brightness of a white light to match the
loudness of a band of noise and also matched loudness
to brightness. The table shows results from Stevens and
Marks’s Figures 1 and 2. The third column of Table 3,
which shows psychophysical exponents corrected for
bias, shows that the estimate of the ratio of the brightness-
to-loudness exponents from Equation 17 was around 1.0
in both experiments. Stevens (1986) suggested a value
of the exponent for brightness as 0.66 and values for the
exponent of loudness of 0.60 to 0.67, and so the ratio of
1.0 is consistent with these values, as was also noted by
Stevens and Marks; of course, it should be remembered
that we have no information about the absolute magni-
tudes of the exponents in this case. Another interesting
result is that the estimate of the bias is around 0.90 for
both experiments, which is consistent with the bias found

Table 3
Parameter Estimates for Counterbalanced Cross-Modality Matching Experiments
Study bpIp  BIv'E  BIp b Judged/Produced
J. C. Stevens & Marks (1965)" 0.89 1.14 1.01 0.88 brightness/loudness
0.96 1.08 1.02 0.94 brightness/loudness
Stevens & Greenbaum (1966) 0.65 0.78 0.71 0.91 loudness/vibration
Stevens (1986)" 0.53 0.63 0.58 0.92 loudness/vibration
Dawson & Brinker (1971) 0.44 0.91 0.63 0.70 loudness/duration
Wanschura & Dawson (1974) 0.45 0.81 0.60 0.75 loudness/duration
Lilienthal & Dawson (1976) 0.40 0.76 0.55 0.73 loudness/duration
M. Teghtsoonian (1980) 0.57 1.43 0.90 0.63 loudness/length

Note—"Data from Figures 1 and 2.

*Data from Figure 4.

sokok

Data from Figure 33.



for ME and MP in Table 1. Thus, the results suggest that
there was only small bias, and the bias was again less
than unity.

The next rows of Table 3 show two CMM studies where
a 60-Hz vibration (applied to the middle finger) was
matched to the loudness of a band of noise and vice versa
(one study was reported in Stevens & Greenbaum, 1966;
the other is from Figure 33 of Stevens, 1986). In both
cases, the bias is again small (around 0.9). With respect
to the psychophysical exponent, Stevens (1986) claimed
that the vibration exponent is close to 1.0, and so the ex-
ponent ratios (i.e., loudness/vibration) of 0.71 and 0.58
are consistent with a loudness exponent in the range of
0.6—0.7, which is also consistent with the results shown
in Table 1.

Next are three studies by Dawson and colleagues (Daw-
son & Brinker, 1971; Lilienthal & Dawson, 1976; Wan-
schura & Dawson, 1974) in which loudness and duration
were used in a counterbalanced design. The table shows
that the exponent ratios, B/, are again consistent with
typical findings: the values are all around 0.6, which is
consistent with a loudness exponent of about 0.6 and a
duration exponent of about 1.0. The bias, however, is
somewhat larger (around 0.7) than that found in the other
studies. The large bias indicates a large regression effect.
The bias could have occurred because participants might
have avoided using high levels of loudness or long dura-
tions when adjusting the stimuli (high levels or long du-
rations might be aversive). Of course, this is just specu-
lative, but if conditions with MP of duration and loudness
were included, this could have been examined experi-
mentally. Thus, the bias model helps to clarify which ad-
ditional conditions would be the most informative.

The bottom of Table 3 shows results for an experiment
by M. Teghtsoonian (1980). Adults and children of sev-
eral age groups participated in two CMM sessions. In
one session, length was matched to loudness, and in the
other session loudness was matched to length. The re-
sults across children and adults were very similar, so
only the average exponents are considered here (the re-
sults are the same when broken down by age group). For
length produced in response to presented loudness, the
exponent was 0.57 (i.e., the ratio of the sound exponent
to the length exponent), whereas for loudness produced
in response to presented length, the inverse of the expo-
nent (of 0.70) was 1.43, as is shown in the table. Equa-
tion 17 in this case gives an estimate of 4" of 0.63, which
reflects large bias and a large regression effect. Teght-
soonian (1980) also noted that the regression effect was
sizable in this case; she also considered statistical esti-
mation bias and found it to be no more than 0.01 (as was
also found for MP by DeCarlo, 2003), so statistical bias
in the estimates of the exponents obtained by Equations
17 and 18 does not appear to be an issue.

Equation 17 gives an estimate of 3/’ for the data of
Teghtsoonian of 0.9, where f3 is the exponent for loud-
ness and B is the exponent for length. We do not know
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the separate estimates of the exponents in this case, but
a ratio of 0.9 is not consistent with prior findings. For
example, for a loudness exponent of around 0.6, as found
in Table 1, and a length exponent around unity, as is
often found (e.g., DeCarlo, 1994; Stevens, 1969, 1986),
the predicted ratio would be around 0.6, and so the ob-
tained ratio of 0.9 is clearly larger than expected. Thus,
in this case the simple model of (equal) bias does not ac-
count for the large value obtained for the exponent ratio
B/B’ in Teghtsoonian’s study. This can be taken as evi-
dence against the bias model or as evidence that an as-
sumption should be relaxed.

With respect to the latter option, the results suggest
that the bias might not have been equal across the two
CMM conditions, and so the assumption b = 5" should
be relaxed. For example, when producing length in re-
sponse to loudness, the exponent was 0.57, which (for a
length exponent close to 1.0) is consistent with the ex-
ponents of around 0.6 found for loudness in Table 1. On
the other hand, the inverse exponent for producing loud-
ness to length was 1.43, as is shown in Table 3, which is
unexpectedly large. For example, the inverse exponent
for producing loudness to numbers is typically around
0.7, as shown in Table 1, which is half as large as that
found by Teghtsoonian. Thus, it appears that participants
shortened their range of responses considerably more for
produced loudness than for produced length, which in
turn can help explain why a large value of 0.90 was ob-
tained for the exponent ratio.

To illustrate, it can be shown that in the presence of
unequal bias, Equation 17 gives an estimate of \(b'/b)
B/B’ and Equation 18 gives an estimate of V(" X b) (cf.
the effects of unequal bias in ME and MP above). If the
bias for length was small, say around 0.9, and the bias for
loudness was large, say 0.4, the geometric mean would
equal 0.6, which is consistent with the estimate of bias of
0.63 shown in Table 3. The exponent ratio would then be
inflated by a factor of V(b"/b) = (0.9/0.4) = 1.5. Thus,
if the loudness/length exponent ratio was around 0.6
(i.e., a loudness exponent of 0.6 and a length exponent of
1.0), the inflated exponent ratio would be 0.6 X 1.5 =
0.9, which is the same as the exponent shown in Table 3.
Thus, relaxing the assumption of equal bias across the
two CMM conditions can account for Teghtsoonian’s re-
sults.? To help validate this account, however, it would
have been important to have at least one additional con-
dition, such as MP of loudness to numbers—if a larger-
than-expected inverse exponent were found, as Teght-
soonian found for CMM of loudness to length, that would
suggest that there was indeed large bias for loudness pro-
duction (and one could look for sources of the bias in de-
tails of the experiment); if not, either the bias model is
wrong or it needs to be revised (another possibility is that
the bias is not stable across sessions). Here, I simply note
that the model of bias helps to clarify the findings and
also indicates the kind of experiments that are needed to
help answer relevant questions.
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On Predicting Exponents in Magnitude Scaling

If, in fact, there are stable psychophysical exponents
(i.e., B) for different continua, as argued by Stevens, then
one can make predictions about the exponents across dif-
ferent experiments. For example, in an article in which
data of Mashhour and Hosman (1968) were analyzed,
Stevens (1969), using the exponents obtained from 7 ME
experiments, was able to predict, to an extent, the expo-
nents obtained in 17 CMM experiments. Stevens viewed
this as important validation evidence for magnitude scal-
ing (see also Stevens, 1960, 1966, 1986). This section
shows that the models of bias in ME, MP, and CMM pre-
sented here are important because they clarify exactly
when bias will or will not be removed when predicting
exponents across experiments and with what assump-
tions. For example, it is shown that if one has two ME ex-
periments, one can directly measure the response bias in
a CMM experiment, with no assumptions about the CMM
bias. This new result is examined using data discussed by
Stevens (1969).

Consider taking the ratio of two ME exponents in
order to predict a CMM exponent. From Equation 9, the
ME exponents are each estimates of b3—that is, the
psychophysical exponent  for each continuum contam-
inated by response bias b. Note that if it is assumed that
the response bias is the same across two ME experiments
where different continua are judged, then the bias b can-
cels out of the exponent ratio.* Thus, with the assump-
tion of equal response bias, the bias parameter is re-
moved when two ME experiments are used to predict a
CMM exponent. This, in turn, means that the exponents
given in Stevens’s (1969) Table 2, which were predicted
from ME experiments, do not need to be corrected for
the regression effect, contrary to Stevens’s claim.> This
shows why it is important to specify the model of bias
explicitly and to derive its implications.

Another important aspect of the above derivations is
that they suggest that there is additional information in
Stevens’s (1969) Table 2. In particular, in addition to ex-
ponents predicted from ME experiments, Stevens pre-
sented exponents from (confirmatory) CMM experi-
ments. An interesting consequence of the above results
is that they show that one can estimate the bias for the
produced response in CMM. In particular, it follows
from Equation 9, with the assumption of equal number
bias b across the two ME sessions, that the ratio of ME
exponents provides an estimate of B/f3’, as noted above.
As shown by Equation 16, the exponent obtained in a
CMM experiment provides an estimate of »’3/3'—that
is, the CMM exponent (predicted from ME to be 3/3")
contaminated by response bias b’. It follows that divid-
ing the obtained CMM exponent ('/8") by the ratio
predicted from ME (f3/8) gives an estimate of the bias
b’ for the produced response in CMM. Note that this only
involves an assumption of equal bias across the two ME
experiments; it does not involve any assumptions about
the bias »” in CMM. This result suggests a new way to look
at the exponents presented in Stevens’s (1969) Table 2.

Table 4 shows estimates of bias obtained in this man-
ner for the 17 CMM experiments of Mashhour and Hos-
man (1968; as given in Table 2 of Stevens, 1969), orga-
nized by the produced continuum, with the average bias
for each produced continuum also shown. An interesting
pattern of results is immediately apparent, in that the
bias tends to be consistent within each response contin-
uum as the judged continuum varies. For example, the
top part of Table 4 shows that the response bias when
length was the produced continuum is generally small,
with an average of 0.96, as loudness of noise, duration,
weight, lightness of grays, and surface area were judged.
Thus, the response bias for produced length appears to
be small (i.e., is close to unity). The next part of Table 4
shows that the bias is larger when duration was the re-
sponse variable (average of 0.80). Next, a pattern is clear
for finger span, in that the bias is quite large across all
five CMM experiments, with an average of 0.62. The
bias when noise was the response variable is also con-
sistent across experiments but differs from that found for
the other continua in that it is consistently greater than
unity, with an average of 1.24; Stevens (1969) noted that
the results for ME of noise in Mashhour and Hosman’s
experiment were unusual, in terms of the psychophysical
exponent, most likely because a narrow range of noise
was used, whereas Table 4 suggests that, when noise was
the produced continuum, the results were also unusual
with respect to response bias (again most likely due to
peculiarities of the procedure).

In summary, Table 4 shows a clear pattern of results
with respect to response bias in the experiments of Mash-
hour and Hosman (1968) that has been overlooked up to
this point. In particular, there appears to be consistent
bias for each response continuum as the judged contin-
uum varies. For example, when finger span was the re-
sponse variable, the bias was consistently large across all

Table 4
Bias Parameter Estimates for 17 CMM Experiments
Discussed by Stevens (1969)

Continuum
Produced Judged b Average b’
length noise 0.92 0.96
length duration 1.09
length weight 0.85
length gray 1.14
length surface 0.80
duration noise 0.88 0.80
duration weight 0.73
duration gray 0.88
duration surface 0.71
finger span noise 0.69 0.62
finger span duration 0.63
finger span length 0.60
finger span gray 0.72
finger span surface 0.48
noise weight 1.17 1.24
noise gray 1.47
noise surface 1.09




of the judged continua. Thus, Table 4 provides evidence
that the deviations from predicted exponents in CMM
are not simply random but rather show a systematic pat-
tern across different response modalities. Again, with-
out explicit derivations of the effects of bias in ME, MP,
and CMM, one would not know to look for this result.

SUMMARY AND CONCLUSIONS

The simple model of bias presented here shows a spe-
cific way in which to relax the assumption of propor-
tional judgment in magnitude scaling. In particular, a
power function generalization of a process version of the
judgmental model is shown to encompass various as-
pects of response bias, which generally can be viewed as
peculiarities of response usage in ME, MP, and CMM.
The approach is shown to fill some gaps in the theory of
magnitude scaling. For example, it provides a formal
basis for Stevens’s conjecture that an estimate of the
psychophysical exponent can be obtained from the geo-
metric mean of ME and (inverse) MP exponents. In ad-
dition, a new result is that an estimate of the bias can be
obtained from the square root of the ratio of exponents.
It is shown that obtaining an estimate of the bias in this
way is informative. The model of bias also clarifies the
meaning of the proportionality constant and the relation
between the exponent and intercept; the model is also
shown to be consistent with range effects. Consequences
of unequal biases are also discussed, and it is shown that,
with appropriate experiments, one can obtain informa-
tion about differences in bias across different response
continua. For example, analysis of data presented by
Stevens (1969) provides evidence of consistent response
bias across different judged continua. The approach pre-
sented here provides a starting point for additional re-
search and also clarifies the type of validation studies
that need to be done.

Of course, judgments can also deviate from propor-
tionality in more complex ways than considered here.
For example, a general judgmental model for ME can be
written as

g(N’No) = f(lp’lpo)'

in which g and f are functions. The above simply states
that response relations reflect sensation relations; Equa-
tion 4 is a special case in which g and f'are ratios, whereas
Equation 8 is a special case in which f'is a power func-
tion of ratios. The above can be further generalized by
recognizing that participants can use more than just N,
and ¥, as reference points (e.g., see DeCarlo, 1990,
1994, 2003). Nevertheless, the simple power generaliza-
tion considered here appears to be useful and has a num-
ber of implications for psychophysical theory that up to
this point have not been fully appreciated.
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NOTES

1. Note that no assumptions are made as to whether or not the par-
ticipant is consciously aware of the reference points that are used.

2. Of course it is simpler to just divide the ME exponent by the MP
exponent, but here I am showing the connection to Stevens’s approach.

3. Clearly, there are more unknowns (the parameters /', b, and b")
than knowns (the two estimates of the exponent from the two CMM ex-

periments) and so one cannot obtain unique estimates of the parameters
(i.e., they are not identified). As is shown in the last section, with three
conditions one can solve for unequal biases (b and ") and the ratio of
exponents (/).

4. In my view, it seems quite reasonable to assume that bias in num-
ber usage might be the same across two ME experiments with the same
participants. If the biases are not equal, Equation 9 shows that the CMM
exponent is multiplied by the ratio of biases.

5. In this case, Stevens used exponents from MP to correct for the re-
gression effect. Suffice it to say that it should be clear from the above
that this does not remove the bias.

(Manuscript received April 26, 2004;
revision accepted for publication November 1, 2004.)
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