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HIGHLIGHTS

- Signal detection models for the same–different task are presented.
- The models apply to the full four by two same–different table.
- Models that recognize bias and other effects.
- Two basic three-parameter signal detection models are presented.
- It is shown how to fit the models with standard software for nonlinear mixed models.
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ABSTRACT

Signal detection models for the same–different task are presented. In contrast to the standard approach that only considers the proportion correct, the models apply to the full four by two same–different table. The approach allows one to consider models that recognize bias and other effects. Two basic signal detection models, associated with different decision rules, are presented. A version of the covert decisions rule is introduced that directly allows for same–different bias, in contrast to earlier versions. It is shown how to fit the models with standard software for nonlinear mixed models. The models are applied to data from a recent same–different study.

1. The same–different task

Two basic approaches to the same–different task are discussed in Macmillan and Creelman (2005): the ‘independent observation’
approach and the ‘differencing’ approach. Both approaches are examined here, with the difference that additional parameters are introduced, which represent ‘bias’ and ‘asymmetry’, as discussed below. In addition, it is shown that the ‘differencing’ approach also has a representation in the original (non-differenced) decision space.

1.1. Covert decisions

One approach is to simply make separate covert decisions for each event, which has been referred to variously as the ‘independent observation’ decision rule (Macmillan & Creelman, 2005), the ‘β-strategy’ (e.g., Rousseau, 2001), or the ‘covert categorization’ approach (Petrov, 2009). It will be referred to here simply as the covert decisions approach. The idea is that the observer makes (covert) decisions as to whether each event is A or B, and then responds ‘same’ for AA or BB decisions and ‘different’ for AB or BA decisions.

Decision rule. The observer responds ‘different’ if the two covert decisions differ, otherwise they respond ‘same’. The decision rule is generalized here to allow for response bias, which basically allows the criterion to have different locations across the two decisions. In particular, for the same–different task, ‘bias’ refers to a tendency to favor one of the responses, such as ‘same’ or ‘different’, in the same manner as in the simple detection task, where ‘bias’ refers to a tendency to favor a response of ‘yes’ or ‘no’. A point that has been somewhat overlooked is that this type of bias occurs for the covert decisions approach if the observer changes the location of their response criterion after the first decision. For example, a bias towards responding ‘same’ will occur if either (1) the first perception is below the criterion and a higher criterion is then used for the second perception or (2) the first perception is above the criterion and a lower criterion is then used for the second perception. Thus, a decision rule with bias for the same–different task is,

\[ Y = 1 \text{ if } \begin{cases} \Psi_1 < c \text{ and } \Psi_2 > c + b \\ \Psi_1 > c \text{ and } \Psi_2 < c - b. \end{cases} \]

else \( Y = 0 \), where \( Y = 1 \) indicates a response of ‘different’ and \( Y = 0 \) indicates a response of ‘same’. \( \Psi_1 \) is the perception associated with the event in the first position (or first presented) and \( \Psi_2 \) is the perception of the second event. Note that a positive value of \( b \) in Eq. (1) indicates a bias towards a response of ‘same’ whereas a negative value indicates a bias towards a response of ‘different’.

Fig. 1 illustrates the decision rule for the situation where B (say a ‘noise’) is presented in the first position and A (say a ‘signal’) in the second position, that is, BA trials. Consider the case where the bias \( b \) is positive, which is a bias towards a response of ‘same’. As shown in the top panel of Fig. 1, if a realization from the first perception \( \Psi_1 \) (solid circle) is below the response criterion \( c \), so that the first decision is ‘B’, then the second criterion is raised by \( b \) to \( c + b \), which makes a decision of ‘B’ for the second event more likely, and so the probability of a response of ‘same’ (BB in this case) is greater. Similarly, as shown in the lower panel of Fig. 1, if a realization from \( \Psi_1 \) (solid circle) is above the criterion \( c \), the first decision is ‘A’ and the second criterion is then located at \( c - b \), which makes a decision of ‘A’ for the second event more likely, and so the probability of a response of ‘same’ (AA in this case) is again greater. The figure shows an example where the response would have been ‘different’ in both the top and bottom panels if only one criterion location (c) had been used, but because of the positive bias, the response is ‘same’ in both cases (because the open circle is below the second criterion in the top panel and above it in the bottom panel). Thus, \( b \) reflects bias towards one of the responses in the same–different task in exactly the same manner that the criterion location reflects response bias in the simple detection situation.

Note that families of receiver operating characteristic (ROC) curves can be generated (for different values of \( d \) and \( c \)) by varying the bias parameter \( b \) from minus infinity to plus infinity, which gives hit and false alarm probabilities that vary from zero to one. This is in contrast to other versions of the covert decisions model that have been proposed, as discussed in the ROC section below. Another interesting consequence of the decision rule is that a bias towards a response of ‘same’ or ‘different’ means that the covert decisions are correlated (the correlation is positive for \( b > 0 \) and negative for \( b < 0 \)) because the location of the second criterion depends on the location of the first realization.

Structural model. The ‘structural model’ is the same as that used for m-alternative forced choice (see DeCarlo, 2012), which is

\[ \Psi_i = dX_i + \epsilon_i, \]

for \( i = 1, 2 \), where \( \epsilon_i \) is random variation in the observer’s perception \( \Psi_i \) and \( X_1 \) and \( X_2 \) are position (temporal or spatial) indicators. For example, \( X_1 = 1 \) indicates that event A is in the first position and \( X_1 = 0 \) indicates that event B is in the first position; \( X_2 = 1 \) indicates that event A is in the second position and \( X_2 = 0 \) indicates that event B is in the second position.

A response of ‘different’ occurs if the covert decisions are either ‘BA’ or ‘AB’. It follows from the decision rule of Eq. (1) that the conditional probability of a response of ‘different’ is

\[ p(Y = 1|X_1, X_2) = p(\Psi_1 < c, \Psi_2 > c + b) + p(\Psi_1 > c, \Psi_2 < c - b). \]

Substituting the structural model of Eq. (2) and rearranging terms gives

\[ p(Y = 1|X_1, X_2) = p(\epsilon_1 < c - dX_1, \epsilon_2 > c + b - dX_2) + p(\epsilon_1 > c - dX_1, \epsilon_2 < c - b - dX_2). \]
If the perceptions are independent (i.e., $e_1$ and $e_2$), then the above joint probabilities can be written as products and the model can be re-written as

$$p(Y = 1|X_1, X_2) = p(e_1 < c - dX_1)p(e_2 > c + b - dX_2)$$

$$+ p(e_1 > c - dX_1)p(e_2 < c - b - dX_2)$$

$$= F(c - dX_1)[1 - F(c + b - dX_2)]$$

$$+ [1 - F(c - dX_1)]F(c - b - dX_2),$$

(3)

where $F$ is a cumulative distribution function (CDF). Eq. (3) gives a general SDT model for the same–different task that follows from the assumption of covert decisions with bias towards a response of 'same' or 'different'. Note that, although the perceptions or observations (i.e., $e_1$ and $e_2$) are independent, the decisions are not independent but rather are correlated, as noted above. The model is also more general than the usual same–different models in that CDFs other than the normal can be used for $F$ in Eq. (3).

The normal theory version of the model follows by using the normal CDF for $F$ in Eq. (3),

$$p(Y = 1|X_1, X_2) = \Phi(c - dX_1)[1 - \Phi(c + b - dX_2)]$$

$$+ [1 - \Phi(c - dX_1)]\Phi(c - b - dX_2).$$

(4)

Eq. (4) is a nonlinear mixed model that is within a family of nonlinear mixed models that have recently been discussed for m-alternative forced choice (DeCarlo, 2012), and so it can be fitted in the same manner. For example, it is shown here how to fit the model with the NLMIXED procedure of SAS, as well as with software for Bayesian estimation.

Eq. (4) is a basic signal detection model that follows from the covert decisions approach with response bias, where the bias is towards a response of 'same' or 'different'. Note that a strict assumption is that the bias is symmetrical, in that the criterion shifts up or down by the same amount, $b$, regardless of whether the realization is above or below the criterion $c$, as shown in Fig. 1. A generalization is to allow the bias to differ depending on whether the realization is above or below the criterion. More specifically, an asymmetry parameter $a$ can be introduced as follows,

$$Y = 1$$

$$\iff \begin{cases} \Psi_1 < c \quad \text{and} \quad \Psi_2 > c + b + a \\ \Psi_1 > c \quad \text{or} \quad \Psi_2 < c - b. \end{cases}$$

(5)

The parameter $a$ allows for an asymmetry in the 'same' or 'different' bias ($b$). For example, a positive value of $a$ indicates that the observer has a greater bias towards a response of 'same' when the first realization is below the criterion, as compared to when the realization is above the criterion. In terms of Fig. 1, a positive value of $a$ shifts the bias line shown in the top panel ($c + b$) to the right, whereas a negative value shifts it to the left. Thus, bias towards a response of 'same' can be smaller (negative $a$) or larger (positive $a$) in one direction as compared to the other.

Using the structural model of Eq. (2) and the decision rule of Eq. (5), the resulting normal theory version of the model is

$$p(Y = 1|X_1, X_2) = \Phi(c - dX_1)[1 - \Phi(c + b + a - dX_2)]$$

$$+ [1 - \Phi(c - dX_1)]\Phi(c - b - dX_2).$$

(6)

Eq. (6) includes four parameters and is exactly identified (i.e., it has the same number of parameters as observations); it will be considered along with Eq. (4) and will be referred to as the asymmetric covert decisions model.

1.2. Asymmetric yardstick

Another approach to the same–different task is referred to as the ‘differencing approach’ in Macmillan and Creelman (2005, p. 221); also see Sorkin (1962) and Noreen (1981). The view is that the decisions are based on differentiated random variables, such as $\Psi_2 - \Psi_1$. As shown here, however, one does not need to assume that the decision is based upon differentiated random variables, because the approach also has a representation in the original decision space. In particular, the observer can be viewed as using a ‘yardstick’ to help make same–different judgments, without differing. This has been referred to as the ‘τ-criterion’ approach (e.g., Lee, van Hout, Hautus, & O’Mahony, 2007; Rousseau, 2001) and will be referred to here simply as the ‘yardstick’ decision rule, in line with earlier discussions. In the present development, an asymmetry in the yardstick is also allowed for.

Yardstick decision rule. It is assumed that the observer places a “yardstick” around the realization for the first event and makes a decision of ‘different’ as follows,

$$Y = 1$$

$$\iff \begin{cases} \Psi_2 > \Psi_1 + \tau + a \\ \Psi_2 < \Psi_1 - \tau, \end{cases}$$

(7)

else $Y = 0$. The decision rule is illustrated in Fig. 2 (without the $a$ parameter for visual clarity). In this case, a ‘yardstick’ (shown by the brackets) is placed around the first realization (solid circle). The parameter $\tau$ represents the size of the yardstick (with $2\tau$ being the total length). The decision rule is that if the second realization (open circle) falls within the yardstick brackets, then the decision is ‘same’, else it is ‘different’. Note that any bias towards a response of ‘same’ or ‘different’ in this case is simply a part of $\tau$. That is, a larger value of $\tau$ means that the probability of a response of ‘same’ is higher whereas a smaller value indicates that the probability of a response of ‘different’ is larger (note that, to set a ‘no bias’ point, one could determine an optimal value of $\tau$ and use that as a reference).

The asymmetry parameter $a$ in the decision rule of Eq. (7) allows the size of the yardstick to differ across less-than and greater-than comparisons. With respect to Fig. 2, a positive value of $a$ shifts the rightmost bracket $\tau$ to the right, whereas a negative value shifts it to the left. Note that a complication of allowing for asymmetry is that there must be a restriction on the parameter $a$ for negative values, and in particular, if $a < 0$ then $|a| \leq 2\tau$. The reason for the constraint can be seen in Fig. 2—if $a$ is negative and is larger in absolute magnitude than $2\tau$, then the right-most bracket ($\tau + a$) will be to the left of the left-most bracket ($-\tau$), and the yardstick will have a length that is less than zero, which is clearly not permissible.

It follows from the decision rule of Eq. (7) that the probability of a response of ‘different’ is

$$p(Y = 1|X_1, X_2) = p(\Psi_2 > \Psi_1 + \tau + a) + p(\Psi_2 < \Psi_1 - \tau).$$

Fig. 2. An illustration of the yardstick decision rule for the same–different task.
Substituting the structural model of Eq. (2) and rearranging terms gives,

\[ p(Y = 1|Z) = p(\varepsilon_2 > \tau + a + dZ + \varepsilon_1) + p(\varepsilon_2 > -\tau + dZ + \varepsilon_1) = 1 - F(\tau + a + dZ + \varepsilon_1) + F(-\tau + dZ + \varepsilon_1), \]

where \( Z = X_1 - X_2 \). The above can be fit by conditioning on a realization of \( \varepsilon_1 \), say \( \varepsilon_{1}^{1} \), and integrating (for details, see DeCarlo, 2012), which gives

\[ p(Y = 1|Z) = \int_{-\infty}^{\infty} [1 - F(\tau + a + dZ + \varepsilon_1) + F(-\tau + dZ + \varepsilon_1)] f(\varepsilon_1) d\varepsilon_1. \]

(Eq. (8)) will be referred to as the asymmetric yardstick signal detection model.

The normal theory version of Eq. (8) can be fit by using maximum likelihood estimation with Gaussian quadrature or by using Bayesian estimation, as discussed in DeCarlo (2012); both approaches are illustrated here. The model can also be written in a simpler form by using a version that follows from a differing approach, as shown next. Note, however, that the simpler form also follows directly from Eq. (8), because of a relation of the integral to another form, as shown in DeCarlo (2012, p. 198).

**Differencing decision rule.** Another view of the yardstick decision rule of Eq. (7) arises if one re-writes it in terms of differences,

\[ Y = 1 \quad \text{if} \quad \Psi_2 - \Psi_1 > \tau + a \]

\[ \text{or} \quad \Psi_2 - \Psi_1 < -\tau, \]

else \( Y = 0 \). The decision rule is illustrated in Fig. 3 (with \( a = 0 \) for visual clarity). The three distributions in Fig. 3 are differenced distributions associated with B–A, B–B or A–A, and A–B, respectively. If a realization from one of the distributions in Fig. 3 is between \( -\tau \) and \( \tau \), then the decision is ‘same’, else it is ‘different’. Fig. 3 shows that \( -\tau \) and \( +\tau \) are simply fixed response criteria in the differenced decision space, rather than being moving yardsticks (with locations that depend on each realization) as in Fig. 2. Thus, \( \tau \) has different interpretations in different decision spaces. The asymmetry parameter \( a \) allows \( \tau \) on the right to have a different distance from the zero point than \( -\tau \) on the left, and so the criteria locations are asymmetrical. For example, a positive value of \( a \) indicates a greater tendency to respond ‘same’ in one direction as compared to the other. It again follows that the restriction \( |a| \leq 2\tau \) for \( a < 0 \) is necessary so that the criterion on the right of Fig. 3 (i.e., \( +\tau + a \)) is not below the left-most criterion (\( -\tau \)). Thus, the constraint on \( a \) for the differencing rule is the same as for the yardstick rule, which simply reflects the relation between the decision rules.

It follows from the differencing decision rule given above that the probability of a response of ‘different’ is

\[ p(Y = 1|X_1, X_2) = p(\Psi_2 - \Psi_1 > \tau + a) + p(\Psi_2 - \Psi_1 < -\tau). \]
minus infinity to plus infinity, which gives false alarm probabilities that vary from zero to one and hit probabilities that also vary from zero to one. This also applies to the same–different models presented here, in that varying the bias parameter generates the usual type of ROC curve. For example, for the covert decisions model, a family of ROC curves can be generated by varying \( b \) in Eq. (6) (or Eq. (4)) from minus infinity to plus infinity with values of \( d, c, \) and \( a \) held constant. Similarly, for the yardstick model of Eq. (9), the size of \( \tau \) reflects bias, and so ROC curves can be generated by varying \( \tau \) from zero to infinity (for fixed \( d \) and \( a \)), which gives false alarm and hit probabilities that vary between zero and one.

It is informative to examine the ROC curves that follow from the models of Eqs. (6) and (9) when \( b \) or \( \tau \) is varied. Fig. 4 shows ROC curves for both the asymmetric covert decisions model (Eq. (6), solid lines) and the asymmetric yardstick model (Eq. (9), dotted lines). The plots are for average values of the parameters \( d, c, \) and \( a \) obtained in the analysis presented below (see Tables 3 and 4). Note that, for the covert decisions model, the curve for AA (lowest solid line) is close to the diagonal, whereas for the yardstick model, the curve for AA is exactly on the diagonal (dotted line). This occurs because it follows from the yardstick/differencing model that \( p('different'|AA) = p('different'|BB) \), as Petrov (2009) noted. Overall, Fig. 4 shows that the ROC curves are fairly similar across the two models, which is relevant to results obtained for the application discussed below.

1.4. Fitting the models

The models of Eqs. (4), (6), (8), and (9) are within a family of nonlinear mixed models that have recently been discussed for \( m \)-alternative forced choice (DeCarlo, 2012), and so they can be fitted in exactly the same manner. The Appendix provides a program that shows how to use the NLMIXED procedure of SAS to fit the models of Eqs. (6), (8), and (9) (other software, such as R, can also be used with similar programs). Programs for Bayesian estimation of Eqs. (6) and (8) (with OpenBUGS; Thomas, O’Hara, Ligges, & Sturtz, 2006) are also provided. Although the Bayesian approach differs from the maximum likelihood approach, parameter estimates obtained for Bayesian estimation with OpenBUGS, as applied to Petrov’s (2009) data, were virtually identical to those obtained for maximum likelihood estimation with SAS.

Eqs. (6) and (9) are simply nonlinear models (i.e., they are not mixed because there is no random term). Note that, for Eq. (9), the SAS program given in the Appendix includes a \( \sqrt{2} \) term in
the model specification, so that one obtains direct estimates of \(d\), which eliminates some confusion that has arisen regarding the scale factor \(\sqrt{2}\) (such as in forced choice models; see DeCarlo, 2012). Eq. (8) is a nonlinear mixed model because it includes a random term in the linear predictor; it can be fitted using Gaussian quadrature (in SAS) or Bayesian estimation (with OpenBUGS). Note that, to fit Eq. (8) with SAS, one must include a ‘trial’ variable (i.e., the observation number) in the data and the data must be sorted by this variable. Also note that the constraint on the parameter \(a\) noted above was not explicitly introduced (although it could be) because it was not necessary for the analysis presented below, in that, for all observers, any negative estimates of \(a\) were clearly smaller in absolute value than \(2\). If the constraint on \(a\) is not explicitly introduced, then one must check the estimates to ensure that the constraint is satisfied.

2. Application to a same–different experiment

The models are applied to data from a recent same–different experiment (Petrov, 2009).1 The task was to detect, in two presentations, whether black dots in a display moved in the same or different directions. A detection task was also included, where the task was to determine, in one presentation, whether the dots moved in a clockwise or counterclockwise direction compared to a reference direction. The data were obtained across multiple sessions; only data from the last session (sixth session) are analyzed here. For each observer, there were 512 same–different trials and 512 detection trials. For the same–different data, the signal detection models of Eq. (4) (covert decisions), Eq. (6) (asymmetric covert decisions), and Eq. (9) (asymmetric yardstick/differencing model) are fitted to the individual data of fourteen observers. Parameter estimates and standard errors are obtained, and absolute and relative fit are examined.

2.1. Model fit

Absolute fit. Table 1 shows likelihood ratio (LR) and chi-square goodness of fit statistics for fits of Eqs. (4) and (9) (covert decisions and asymmetric yardstick/differencing). The asymmetric model of Eq. (6) is not included in the table because there are no degrees of freedom available to test absolute fit (i.e., there are four observations and four parameters), however the relative fit of the model can be assessed, as done in the next section. Table 1 shows that the covert decisions model is rejected (at the 0.05 level) in 6 out of 14 cases and the asymmetric yardstick/differencing model is rejected in 1 case.

Relative fit. Table 2 presents relative fit statistics, namely the Akaike information criterion (AIC) and the Bayesian information criterion (BIC), for all three models, that is, Eqs. (4), (6) and (9). Results for the two three-parameter models of Eqs. (4) and (9) are presented first, followed by results for the four–parameter model of Eq. (6). For each statistic, the bold values indicate the smallest value in each row (except for cases with ties; note that, although smaller

---

1 I thank Alexander Petrov for making the raw data available.
values indicate better relative fit, a difference of less than, say, 2 can be considered as trivial). For the AIC, the covert decisions models (Eqs. (4) or (6)) are favored in 5 cases and the differencing model is favored in 8 cases. Note, however, that for the 8 cases where the AIC selects (i.e., is smaller) the asymmetric differencing model (Eq. (9)), AIC for Eq. (6) is quite close in magnitude, tending to be within about 2, and so the results do not indicate a clear choice between Eqs. (6) and (9). The right side of Table 1 shows that the BIC is smallest for the differencing model in 9 cases (it is well known that BIC tends to select models with fewer parameters).

ROC curves. As noted earlier (DeCarlo, 2007), ROC curves offer a useful visual supplement to absolute and relative fit statistics. Note that the data analyzed above do not include different conditions where the bias was varied within observers, and so empirical ROC curves are not obtained (i.e., for each observer, there is only one point on each of the three curves). However, it is still informative to plot ROC curves for typical values of the parameters, as done in Fig. 4, to see how the models differ.

Fig. 4 shows ROC curves for the asymmetric covert decisions model (Eq. (6)) and the asymmetric yardstick/differencing model (Eq. (9)). As noted above, the figure shows that the ROC curves are similar, which suggests that it might be difficult in practice to distinguish between the two models. It is informative to note that for Petrov’s (2009) data, the x-axis, which gives the false alarm rate, only varied between 0.13 and 0.41 across the 14 observers. If one looks at this region in Fig. 4, it is apparent that there is little difference between the three ROC curves across the two models. This suggests why it is difficult to come to clear-cut conclusions based on fit statistics alone as to which decision rule (if only one) was used by the observers.

2.2. Parameter estimates

Covert decisions model. Table 3 shows parameter estimates and standard errors for fits of Eq. (6) to each observer’s data. The average estimate of \( d \) is 1.71 and the average estimate of the first criterion location is 0.83. Note that in the simple detection situation, the ‘optimal’ location of the criterion is at the midpoint of the two distributions (i.e., at \( 1/2d \)) if the observer does not have knowledge about the signal probability (or if they have knowledge about the signal probability but it is 0.50). It is interesting to note that the average estimate of the first criterion location is quite close to this location, that is, one half of the average estimate of \( d \) is 0.85 whereas the average estimate of the criterion location is 0.83. With respect to the bias parameter, estimates of \( b \) are positive and negative, and are significant in six cases. Estimates of the asymmetry parameter \( a \) are also positive and negative, and so the asymmetry is in different directions for different observers, as also found below for Eq. (9).

It is interesting to note that large and significant values of \( a \) for Eq. (6) are found in every case where the fit of the covert decisions model of Eq. (4) was rejected (Table 1, Observers 3, 5, 6, 7, 8, and 9). This illustrates why one cannot conclude that rejecting the covert decisions model with bias (Eq. (4)) means that the covert decisions approach was not used—it could simply indicate that the assumption of symmetry in the bias (i.e., \( a = 0 \)) was not valid.

Yardstick/differencing model. Table 4 shows parameter estimates for fits of the differencing model of Eq. (9). The average estimate of \( d \) is 1.99, which is larger (by 0.28) than the average \( d \) found for the covert decisions model. The average estimate of \( r \) is 1.52. Estimates of the asymmetry parameter \( a \) are positive and negative across observers with an average value of 0.28; note that the pattern of positive and negative values of \( a \) is exactly the same as that found for \( a \) in the asymmetric covert decisions model (Table 3).

Comparisons across models. The top left panel of Fig. 6 presents estimates of \( d \) for each observer from the asymmetric yardstick/differencing model (Table 4) plotted against estimates of \( d \) from the asymmetric covert decisions model (Table 3). The figure shows that estimates of \( d \) from the two models are highly
correlated \((r = 0.99)\). Thus, the two models (Eqs. (6) and (9)) give similar estimates of \(d\) for the fourteen observers. The figure also shows that estimates of \(d\) from the asymmetric yardstick/differencing model are larger than estimates of \(d\) from the asymmetric covert decisions model (the points are all above the equality line), which has also been found for fits of the traditional covert decisions model and the differing model (Irwin, Hautus, & Francis, 2001, Table 1).

The top right panel of Fig. 6 shows that estimates of \(r\) for the asymmetric yardstick/differencing model are related to (but larger than) the estimates of \(b\) for the asymmetric covert decisions model, with a correlation of 0.92. The bottom center panel shows that estimates of \(a\) for the asymmetric yardstick/differencing model are closely related to those for the asymmetric covert decisions model, with a correlation of 0.95. Thus, like detection, the bias and asymmetry parameters are very similar across the two models.

Relation to detection. The fourteen observers in Petrov’s same–different experiment (2009) also participated in a yes–no detection task with the same stimuli. The left panel of Fig. 7 shows a plot of the estimates of \(d\) obtained for the asymmetric covert decisions model for the same–different task plotted against estimates of \(d\) obtained for the detection task. The figure shows that estimates of \(d\) for the same–different task are closely related to estimates of \(d\) from detection, with a correlation of 0.71. This is important evidence for the validity of the signal detection approach, in that it shows that the approach gives consistent estimates of \(d\) across same–different and detection tasks. The right panel of Fig. 7 shows that estimates of \(d\) from the asymmetric yardstick/differencing model are also highly correlated with estimates of \(d\) from detection; the figure also shows that the yardstick/differencing estimates of \(d\) tend to be larger than in the left panel.

Fig. 7 shows that estimates of \(d\) for the same–different task for the covert decisions model are close in magnitude to those found for detection, whereas those for the asymmetric yardstick/differencing model tend to be larger. One could take this as evidence against the yardstick/differencing model, however it is important to recognize that the difference might arise simply because of a violation of an auxiliary assumption. For example, the standard deviations for the differenced distributions are \(\sqrt{2}\) if the observations \(\epsilon_1\) and \(\epsilon_2\) are independent; however if they are positively correlated, then the standard deviation is the square root of \(2 - 2 \times \text{corr}(\epsilon_1, \epsilon_2)\). This means that one can find a positive value for \(\text{corr}(\epsilon_1, \epsilon_2)\) so that the \(d\) are re-scaled to values that are nearly identical to those obtained for the covert decisions model (given that the correlation between the two sets of estimates is 0.99). Thus, the larger estimates of \(d\) cannot necessarily be taken as evidence against the yardstick/differencing decision rule, in that it could simply reflect a violation of another assumption.

3. Conclusions

By not collapsing the data, more general models for the same–different task can be considered. Two basic signal detection models that allow for ‘bias’ and ‘asymmetry’ are discussed here. The first model is based upon the classic idea of covert decisions. A novel aspect of the model presented here is with respect to how bias is introduced, in that the decision rule allows for direct bias towards a response of ‘same’ or ‘different’. A parameter that allows for asymmetry in the bias also appears to be necessary. The second model is an extension of the standard ‘differencing’ approach, in that the decision rule allows for asymmetry in the bias, in the same manner as for the asymmetric covert decisions approach.

An important point is that acceptance or rejection of a model does not necessarily mean acceptance or rejection of the associated decision rule. For example, it is shown that the differing decision rule also has a representation in the original decision space as a ‘yardstick’ decision rule. Thus, if it is found that the differing model describes the data, one cannot conclude that the observer is using the differing decision rule, because the results will be the same if he or she is actually using the yardstick decision rule. As another example, Table 1 suggests rejection of the covert decisions model in six cases, however fits of Eq. (6) showed that, in all of these cases, there was considerable asymmetry in the bias. Thus, it is not necessarily the decision rule (covert decisions) that is being rejected, but possibly rather the assumption of symmetry in the decision rule. It should also be kept in mind that although the yardstick and differing decision rules lead to equivalent models for the same–different task, this is not necessarily the case in general.

For the data of Petrov (2009), the finding of mixed results for absolute and relative fit statistics, ROC curves that are hard to distinguish for the range of observed false alarms, and parameter estimates that are similar across the models together suggest that one cannot come to any hard and fast conclusions about which decision rule is used (if only one). Further study of the same–different task with the models proposed here is needed.

The models presented here (asymmetric covert decisions and asymmetric yardstick/differencing), although motivated by different decision rules, are apparently closely related. For example, for fits of Petrov’s (2009) data, the detection \((d)\), bias \((b\) or \(r\)), and asymmetry parameters \((a)\), were found to be very similar across conditions—one can find the value of the correlation that re-scales \(d\) for the same–different condition so that it is the closest in value to \(d\) for detection.
the two models. A possible reason for the similar results is suggested by work of Dai, Versfeld, and Green (1996). In particular, they showed that, for likelihood ratio decision rules for the same–different task, having independent observations gives the usual likelihood ratio model (which is closely related to the version of the covert decisions model given here) and having highly correlated observations gives the differencing model. They noted that “Thus, the correlation between observations provides a common thread between the two decision rules” (p. 2). As noted above, the bias parameter in the covert decisions model introduced here allows for correlated responses, whereas correlated responses are also allowed for in the differencing model, in that correlation simply re-scales the detection parameter \( d \). Thus, the fact that both models allow for correlation suggests that this might be the ‘common thread’ between them.

The models presented here fall within a well-developed statistical framework (nonlinear mixed models) and can easily be fitted with standard software, which should encourage their use. Reporting results for fits of the models, such as absolute and relative fit, parameter estimates, and standard errors, provides a wealth of information about the data and will lead to cumulative knowledge about the same–different task.

Appendix

A SAS NL MIXED program for same–different signal detection models

"Note: \( y \) is coded as zero/one, \( z = x1 - x2 \);
proc nl mixed data = first;
title 'Asymmetric covert decisions with bias model, Equation 6';
parms b = 0 a = 0 c = 0 d = 1;
eta1 = c - d * x1;
eta2 = c + b + a - d * x2;
eta3 = c - d * x1;
eta4 = c - b - d * x2;
p = probnorm(eta1) * (1 - probnorm(eta2)) + (1 - probnorm(eta3)) * probnorm(eta4);
model y ~ binary(p);
predict p out = predprob;
estimate 'rel_c' = c - 5 * d;
ods output parameterestimates = pars FitStatistics = fit;
ods output additional estimates = other;
run;
proc nl mixed data = first qpoints = 20;
title 'Asymmetric yardstick model, Equation 8';
parms a = 0 t = 1 d = 1;
eta1 = (t + a + d + z + eps1);
eta2 = (-t + d - z + eps1);
p = 1 - probnorm(eta1) + probnorm(eta2);
model y ~ binary(p);
random eps1 ~ normal(0, 1) subject = trial;
ods output parameterestimates = subparm;
run;
proc nl mixed data = first;
title 'Differencing model with asymmetry, Equation 9';
parms a = 0 t = 1 d = 1;
eta1 = (t + a + d + z) / sqrt(2);
eta2 = (-t + d - z) / sqrt(2);
p = 1 - probnorm(eta1) + probnorm(eta2);
model y ~ binary(p);
predict p out = predprob1;
ods output parameterestimates = subparm;
run;

An OpenBUGS program for same–different signal detection models
# Asymmetric covert decisions model
# Note: \( y \) is recoded as 1 (for 1) and 2 (for 0)
model SD
{
    # priors for parameters \( d, c, b, a \)
    d ~ dnorm(0, 1)
    c ~ dnorm(0, 1)
    b ~ dnorm(0, 1)
    a ~ dnorm(0, 1)
    for (i in 1 : N) {
        p[i, 1] <- phi(c - d * x1[i]) * (1 - phi(c + b + a - d * x2[i])) + (1 - phi(c - d * x1[i])) * phi(c - b - d * x2[i])
        p[i, 2] <- 1 - p[i, 1]
        y[i] ~ dcat(p[i, 1 : 2])
    }
}
#data
list(N = 512)
# priors
list(d = 1, c = .5, b = 0, a = 0)
# Asymmetric yardstick model
model SD
{
    # priors for parameters \( d, c, b, a \)
    d ~ dnorm(0, 1)
    t ~ dnorm(0, 1)
    a ~ dnorm(0, 1)
    for (i in 1 : N) {
        eps[i] ~ dnorm(0, 1.0)
        z[i] <- x1[i] - x2[i]
        p[i, 1] <- 1 - phi(t + a + d * z[i] + eps[i]) + phi(-t + d * z[i] + eps[i])
        p[i, 2] <- 1 - p[i, 1]
        y[i] ~ dcat(p[i, 1 : 2])
    }
}
#data
list(N = 512)
# priors
list(d = 1, t = 1, a = 0)
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