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Abstract Twenty-five years of large summer cooling over the southeastern United States ending in the
mid-1970s coincided with rapidly increasing anthropogenic aerosol emissions. Here we assess the claim
that the cooling in that period was predominantly due to such aerosols. We utilize two 50-member sets
of coupled climate model simulations, one with only anthropogenic aerosol forcings and another with
all known natural and anthropogenic forcings, together with a long control integration. We show that,
in the absence of aerosol forcing, none of the model simulations capture the observed surface cooling
rate (∼0.56∘C decade−1), whereas with increasing aerosol emissions 2 (of 50) of the simulations do.
More importantly, however, we find that the cooling from aerosols (0.20∘C decade−1) is insufficient to
explain the observation. Our results therefore suggest that, while aerosols may have played a role, the
observed cooling was a rare event that contained a large contribution from unforced internal variability.

1. Introduction

Understanding the human influence on past climate change is of utmost importance in informing future
climate policies. However, signals of external forcing on climate can be obscured by the presence of internal
variability, which is inherent to the climate system [e.g., Deser et al., 2012]. Quantifying the magnitude of inter-
nal variability is, therefore, a crucial step toward robustly determining whether an external forcing caused an
observation.

In this study, we apply the above concepts in the context of the twentieth century United States (U.S.) “warming
hole” [e.g., Robinson et al., 2002; Pan et al., 2004; Kunkel et al., 2006]. Here the warming hole is defined as
the large cooling in near surface air temperatures that occurred over the southeastern (SE) U.S. in summer
(June–August, JJA) between 1951 and 1975. Figure 1 illustrates the observed cooling trends within the boxed
region of the SE U.S. and shows that they stand in contrast to warming trends over the western U.S. Averaging
over the SE U.S., Figure 2a shows the summertime temperature time series over the entire twentieth century.
The linear trendline highlights the large rate of cooling (0.56∘C decade−1) between 1951 and 1975. In order to
place this cooling within the context of twentieth century temperature trends, Figure 2b shows consecutive,
overlapping 25 year temperature trends over the century for the SE U.S. Clearly, the magnitude of the warming
hole was uniquely anomalous for that century.

In the present work, we focus on the claim by Leibensperger et al. [2012b, henceforth, L12b] that the warming
hole was predominantly driven by increasing emissions of anthropogenic aerosols, in particular, of sulfate.
Figure 2a highlights the rationale for this hypothesis and the time period (1951–1975, JJA) that we choose
to investigate its validity: the observed surface cooling over the SE U.S. during this time (red line) coin-
cides with a large increase in the U.S. sulfate aerosol burden (black line) as simulated by our climate model
(see section 2). Both effects are most pronounced in JJA than in other seasons or the annual mean (Figure S1
in the supporting information).

Using the Goddard Institute for Space Studies General Circulation Model 3 (GISS GCM 3), L12b contrasted
averages of five model ensemble members in two experiments performed between 1950 and 2050: one with
and one without U.S. anthropogenic aerosol sources. They found that peak U.S. aerosol loadings (1970–1990
average) cause a cooling of 0.5–1.0∘C over the central and eastern U.S. during summer/autumn in their
model. That response was ascribed to a combination of the aerosol direct and indirect radiative effects,
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Figure 1. Map of the linear trend in near surface air temperature (∘C decade−1) in GISS Surface Temperature Analysis
(GISTEMP) observations [Hansen et al., 2010] over the U.S. between 1951 and 1975 (JJA). The boxed region represents
the SE U.S. and encompasses the area within 24–40∘N, 80–106∘W.

modified by changes in atmospheric circulation and the hydrological cycle. The modeled cooling from
aerosols was proposed as the main cause of the linear rate of cooling found between 1930 and 1990 in the
observations, which occurred over a similar region. However, contrasting the two experiments as averages
of model ensemble members only isolates the forced aerosol response but neglects to account for internal
variability, which motivates our study.

The aim of this work is to determine whether changes in anthropogenic aerosol emissions can indeed robustly
explain the warming hole, given the presence of internal variability. We here answer this question using two
large initial condition ensembles of simulations forced by (i) anthropogenic aerosols alone and (ii) all historical
forcings. The simulations are performed with the Canadian Earth System Model (CanESM2). These are supple-
mented by an all forcing large ensemble from the Community Earth System Model (CESM1). As highlighted in
Deser et al. [2012], by removing uncertainties due to both intermodel and forcing differences, the use of large
ensembles allows for a clean quantification of the relative magnitudes of the modeled forced response and

Figure 2. (a) Time series of JJA near surface air temperature (∘C, anomaly from 1951 to 1990) over the SE U.S. in the
observations over the twentieth century, shown by the red line. Overlaid is the negative time series of the sulfate
burden, averaged over the U.S. (24–50∘N, 70–124∘W), in the historical all forcing ensemble of the Canadian Earth
System Model (CanESM2) (see section 2 for details); this is shown as the ensemble mean (black line) ±1𝜎 (shading).
(b) Consecutive, overlapping 25 year temperature trends in JJA near surface air temperature (∘C decade−1) over the
SE U.S. in the observations over the twentieth century. This is plotted as a function of the trend start year.

BANERJEE ET AL. DID AEROSOLS CAUSE THE U.S. WARMING HOLE? 1929



Geophysical Research Letters 10.1002/2016GL071567

internal climate variability; this is in contrast to previous multimodel approaches that have explored the role
of internal variability in driving the warming hole [Kunkel et al., 2006; Kumar et al., 2013]. Both CanESM2 and
CESM1 also performed long unforced control runs under constant 1850 conditions. We utilize these control
runs to cleanly quantify the magnitude of internal variability.

2. Data and Methods
2.1. Model Description
This study uses simulations performed by two state-of-the-art, ocean-coupled climate models, CanESM2 and
CESM1, both of which participated in the Coupled Model Intercomparison Project phase 5 (CMIP5) [Taylor
et al., 2012]. The analysis will primarily focus on data from CanESM2, which conducted all the simulations
needed here (discussed below), while results from CESM1 are provided as supporting information. The treat-
ment of atmospheric anthropogenic aerosols (in particular, of sulfate) is now briefly described for each model,
since this is the main forcing of interest in this study.

The atmospheric component of CanESM2 is the Canadian Atmospheric Global Climate model (CanAM4) at
T63 horizontal resolution (∼2.8∘) [von Salzen et al., 2013]. Sulfate aerosol is generated following clear-sky and
in-cloud oxidation of SO2 by 3-D climatological, monthly oxidant fields (OH, NO3, O3, and H2O2). CanAM4
computes the direct and cloud albedo (first indirect) effect of aerosols but the cloud lifetime (second
indirect) effect is not included. The total 1850–2000 effective radiative forcing (ERF) from aerosol direct
and indirect effects has been calculated to be −0.87 W m−2 (with a contribution of −0.90 W m−2 from sul-
fate aerosol) for CanESM2 [Myhre et al., 2013]. This lies well within 1𝜎 of the reported multimodel mean of
a set of CMIP5 and Atmospheric Chemistry and Climate Model Intercomparison Project (ACCMIP) models
(−1.08 ± 0.32 W m−2).

The atmospheric component of CESM1 is the Community Atmosphere Model version 5 (CAM5), with a hor-
izontal resolution of 0.9∘ latitude by 1.25∘ longitude [Kay et al., 2015; Hurrell et al., 2013]. CAM5 employs a
modal aerosol scheme to calculate aerosol size distributions [Liu et al., 2012] and computes both the direct and
cloud mediated (first and second indirect) effects of sulfate aerosols [Ghan et al., 2012]. The total aerosol ERF
for CESM1-CAM5 between 1850 and 2000 is −1.44 W m−2 [Shindell et al., 2013], which is greater in magnitude
than for the value within CanESM2 reported above but still within 1𝜎 of the CMIP5/ACCMIP multimodel mean.

We emphasize that both models contain some representation of aerosol indirect effects, which have been
suggested as important in driving decadal variability in global mean climate [Wilcox et al., 2013], as well as
the warming hole [L12b; Yu et al., 2014]. In particular, L12b find that the magnitude of aerosol-driven cooling
over the U.S. is approximately doubled when including aerosol indirect effects, in addition to direct effects.

2.2. Experiments
Two sets of forcings are considered in this study: (i) anthropogenic aerosols only (AA) and (ii) all historical
anthropogenic and natural forcings (ALL). Historical, monthly mean emissions of anthropogenic aerosols are
obtained from the CMIP5 data set [Lamarque et al., 2010] for both models. Each experiment consists of N=50
(42) ensemble members beginning in 1950 (1920) for CanESM2 (CESM1) [Arora et al., 2011; Kay et al., 2015].
Within each of these “large ensembles,” the individual members differ only in their atmospheric initial con-
ditions. This results in a spread of climate responses across ensemble members to a given forcing due to
atmospheric internal variability, while the ensemble mean represents the forced response [Deser et al., 2012].
In this work, the ensemble mean trends (𝜇) in near surface air temperatures that are computed are consid-
ered to be significantly different from zero at the 95% confidence level using a two-sided Student’s t test, i.e.,
when 𝜇 > 2𝜎∕

√
N, where 𝜎 is the standard deviation across N ensemble members.

In addition, we analyze a fully coupled preindustrial control (PI control) run, which was performed under con-
stant 1850 conditions and is 996 (1800) years long in CanESM2 (CESM1). A long control run under constant
forcing allows for a clean quantification of internal variability. By comparing the large ensembles forced by
anthropogenic aerosols and all forcings to the PI control, our primary aim is to determine how these forcings
affected the likelihood of the observed warming hole.

2.3. Observations
We use monthly mean near surface air temperature observations from the NASA GISS Surface Temperature
Analysis (GISTEMP) [Hansen et al., 2010]. These are provided on a regular 2° × 2∘ grid, to which all model data
are regridded for comparison.
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2.4. Time Period and Region of Interest
We now discuss the time period and region chosen to define the observed warming hole in this study. Within
the literature, the warming hole is commonly defined as the region of cooling found in the linear trends in near
surface air temperatures between ∼1950 and ∼2000 or ∼2010 [Misra et al., 2012; Robinson et al., 2002; Meehl
et al., 2012; Pan et al., 2013; Weaver, 2013; Yu et al., 2014]. However, rather than selecting this 50–60 year period,
we here take linear trends over the 25 year period of 1951–1975 for the following reasons: (i) we suggest that
taking a linear trend over the last half of the twentieth century is unsuitable since temperatures over the region
of interest do not show a linear decrease during this time (for example, see Figure 2a), (ii) the 1951–1975
period is suitable to test the hypothesis of an anthropogenic aerosol influence on the warming hole since the
pronounced observed cooling coincides with a large increase in the modeled U.S. sulfate burden (Figure 2a),
and (iii) the specific period chosen (1951–1975) is consistent with at least one other study [Pan et al., 2013]. The
effects of small changes in the start date of the trend will be investigated and conclusions for the 1951–2000
period will also be briefly discussed. Finally, note that we are only able to investigate periods after 1950 when
the CanESM2 large ensemble simulations begin.

The region over which we define the warming hole is the SE U.S. (24-40∘N, 80-106∘W; boxed in Figure 1). This
region is displaced somewhat to the south and west of the region that is investigated in L12b although there
is considerable overlap. Here we explicitly choose the region that captures the greatest observed cooling
during our selected time period. (As a result, we make a similar choice to the “southeastern” region defined in
Pan et al. [2013] who investigated the same time period).

3. Results

We first discuss the CanESM2 forced (ensemble mean) responses to anthropogenic aerosols (AA) and all
forcings (ALL) in near surface air temperature trends. Figure 3a shows that the effect of increasing anthro-
pogenic aerosols in the AA experiment is a small but statistically significant, summertime cooling over the
contiguous U.S. between 1951 and 1975. This temperature response is fairly uniform over the U.S. despite the
localized structure of the trend in sulfate aerosol burden (see Figure S2 in the supporting information). This
is in contrast to the cooling caused by peak U.S. anthropogenic aerosol loadings in L12b, which is a localized
response over the central/eastern U.S. However, we note that the spatial uniformity of the CanESM2 response
is in good agreement with the CMIP5 multimodel mean response for the AA experiment (11 model mean;
Figure S3a in the supporting information), and in agreement with several previous studies that show non-
localized temperature effects resulting from localized aerosol forcings [Ming and Ramaswamy, 2009; Shindell
et al., 2010; Kasoar et al., 2016].

Besides the spatial structure, it is also worth roughly comparing the magnitude of the temperature response
to anthropogenic aerosols in CanESM2 to the results in L12b. For this comparison, we take into account the
corresponding change in U.S. SO2 emissions in each case [Westervelt et al., 2015; Leibensperger et al., 2012a].
L12b showed a cooling of 0.5–1∘C for the effects of an additional 13 Tg(S) yr−1 emitted, while CanESM2 sim-
ulates a cooling of around 0.5∘C (derived from the decadal trend in Figure 3a) for an additional 4 Tg(S) yr−1

emitted. Thus, CanESM2 shows a somewhat stronger temperature sensitivity to anthropogenic aerosol emis-
sions than the model in L12b. Note that our study considers the effects of global aerosols as opposed to just
U.S. aerosol sources in L12b. Thus, the remote climate effects of non-U.S. aerosols might partially explain the
stronger sensitivity in our model.

For the ALL experiment, the ensemble mean response is found to be statistically insignificant over much of
the U.S. (Figure 3b). Thus, the aerosol-driven cooling is canceled to a large extent by the combined impact
of all other applied forcings, in particular, of increasing greenhouse gas emissions. Averaging over the SE
U.S., we find ensemble mean (and 5–95% confidence interval) responses of −0.20 ± 0.08∘C decade−1 and
−0.08 ± 0.07∘C decade−1 in AA and ALL, respectively. Compared to CanESM2, the ALL experiment of CESM1
shows a similarly small response across the U.S. (Figure S4 in the supporting information) including the SE
region (−0.12 ± 0.08∘C decade−1). The CMIP5 multimodel mean suggests that the effects of anthropogenic
aerosols alone and all forcings were small and comparable (Figure S3 in the supporting information).
Responses of −0.07 ± 0.12∘C decade−1 (AA; 11 model mean) and −0.07 ± 0.06∘C decade−1 (ALL; 46 model
mean) are calculated for the SE U.S., although this comparison is limited by the small number of models that
performed the AA experiment.
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Figure 3. Modeled ensemble mean trend in near surface air temperatures between 1951 and 1975 (JJA) in the (a) AA and (b) ALL experiments of CanESM2.
Hatching denotes the areas that are not significant at the 95% level, calculated using the standard deviation across the 50 ensemble members in each
experiment. The following selected members are also shown: (c) the member with the strongest warming trend over the contiguous U.S. and (d) a member
with strong cooling over the SE U.S., which is similar in location and magnitude to the observed warming hole (Figure 1). Modeled data is masked where
there are no observations.

The key aspect that has not been explored in previous studies of the aerosol influence on the warming hole is
how trends within individual members compare to the externally forced response. Here it is found that indi-
vidual realizations in AA and ALL display much larger magnitude trends, of either sign (Figures S5–S7 in the
supporting information) than the ensemble mean response, which indicates a larger influence of internal vari-
ability than external forcing. This is demonstrated in Figure 3 with two contrasting members of the CanESM2
(ALL) ensemble. The most extreme warming is found in Member 38, for which the trend exceeds 1∘C decade−1

in the north-central U.S. (Figure 3c). In contrast, Member 29 shows cooling over the SE U.S of similar magnitude
to that observed (compare Figures 1 and 3d). It is especially noteworthy that warming over the U.S. can even
be found for several members within the AA ensemble (e.g., see Member 11 in Figure S5 in the supporting
information). Therefore, simple visual inspection of individual ensemble members clearly suggests that the
region and magnitude of the warming hole was greatly influenced by internal variability.

The large range of trends found within the forced ensembles motivates a more rigorous quantification of
the relative influences of forcing and internal variability on the likelihood of obtaining the warming hole.
To this end, Figure 4 shows summertime temperature trends over the SE U.S. between 1951 and 1975. In each
panel, the observed value is shown as the red line. We first draw the reader’s attention to Figures 4a and 4b,
where values for each individual member of the forced ensembles of CanESM2 are shown by the blue lines
(AA) and green lines (ALL); the ensemble mean response is shown as the extended vertical line of the same
color. Finally, trends in consecutive, overlapping 25 year periods of the PI control run are shown by the grey
shaded bars. For the PI control, the mean is shown by the black vertical line, which, expectedly, lies virtually
on zero since this run contains constant external forcing.

Using Figures 4a and 4b, we first determine the influence of external forcing on the likelihood of the warming
hole. The observation lies outside the PI control distribution (grey shaded bars), with a p value of 0%. This
suggests that, under no external forcing, the likelihood of obtaining a cooling as extreme as the warming
hole was zero. Relative to PI control, the cooling due to anthropogenic aerosols and all forcings are mani-
fested as leftward mean shifts in the AA (𝜇 =−0.20∘C decade−1, Figure 4a) and ALL (𝜇 =−0.08∘C decade−1,
Figure 4b) distributions, respectively. However, these forcings only slightly increase the likelihood of obtaining

BANERJEE ET AL. DID AEROSOLS CAUSE THE U.S. WARMING HOLE? 1932



Geophysical Research Letters 10.1002/2016GL071567

Figure 4. Trends in near surface air temperature (∘C decade−1) over the SE U.S. between 1951 and 1975 (JJA) as
modeled and observed. The observation is shown as the red vertical line in each panel. The remaining thin vertical
lines show the trends for each ensemble member within the CanESM2 experiments: (a) AA (blue), (b) ALL (green),
(c) ALL minus the ensemble mean of AA (brown), and (d) for each CMIP5 model (first ensemble member) within the
ALL experiment (purple). Extended bold lines denote the ensemble or multimodel mean. Also shown in Figures 4a–4c
is the histogram of consecutive, overlapping 25 year (JJA) trends in the PI control run of CanESM2. The mean of the PI
control distribution (bold black line) lies effectively on zero. Below each panel, we report the mean (𝜇) and standard
deviation (𝜎) of each distribution, the p value of the observation (P(T <obs)), and the change in likelihood due to
external forcing relative to PI control (ΔP).
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Table 1. Dependence of Observed Trend in Near Surface Air Temperature Over the SE U.S. (JJA) and
Corresponding Model-derived Results on the 25-yr Time Window Considereda

CanESM2

Observed / 𝜇AA / 𝜇ALL / pPI / pAA (ΔpAA) / pALL (ΔpALL) /

Start Year ∘C decade−1 ∘C decade−1 ∘C decade−1 % % %

1950 −0.45 −0.22 −0.09 1 12(11) 4(3)
1951 −0.56 −0.20 −0.08 0 4(4) 4(4)
1952 −0.60 −0.20 −0.07 0 2(2) 0(0)
1953 −0.43 −0.21 −0.06 1 16(15) 4(3)
1954 −0.28 −0.19 −0.04 6 28 (22) 8 (2)

1955 −0.18 −0.18 −0.01 16 48 (32) 16 (0)

1956 −0.03 −0.15 −0.02 42 76 (34) 40 (−2)
aResults are shown for all negative observed trends with start dates from 1950 onward. Rows for

observed trends that are significant at the 95% confidence level are highlighted in bold. The model
values tabulated are the ensemble mean of the AA and ALL experiments (𝜇AA and 𝜇ALL); the p value
of the observation within PI control, AA, and ALL (pPI , pAA, and pALL); and the change in p value in AA
and ALL, relative to PI control (ΔpAA and ΔpALL).

the warming hole, by 4%, in both cases. The impact of anthropogenic aerosols as compared to all forcings is
more clearly highlighted in Figure 4c, where the brown lines show the AA ensemble mean subtracted from
each member of the ALL ensemble. Here no members exceed the observed cooling, in contrast to ALL where
two members do. Thus, our model results suggest that anthropogenic aerosols played some role in driving
the warming hole but were a minor contributor compared to internal variability.

A further conclusion that can be drawn from the above CanESM2 results is that the warming hole was a very
rare event. Importantly, this conclusion is dependent on CanESM2 correctly simulating the magnitude of
internal variability in near surface air temperatures over our region of focus. To determine whether this is the
case, as a measure of decadal timescale internal variability, we compute the standard deviation in the 11 year
smoothed temperature time series (following Kunkel et al. [2006]) of the twentieth century (JJA) over the SE
U.S. in the GISTEMP observations and in the five members of the CanESM2 (ALL) ensemble that cover the
entire historical period. We find that the standard deviation ranges between 0.22∘C and 0.29∘C in CanESM2,
which matches well the value of 0.24∘C calculated for the observations. This conclusion holds under shorter
(longer) smoothing windows, for example, 5 (25) years which show the modeled standard deviation to range
between 0.33 and 0.40∘C (0.10–0.24∘C) and observed values of 0.33∘C (0.18∘C). These results are in line with
other studies [Kunkel et al., 2006; Deser et al., 2012, 2016] which, by similar measures, find models to capture the
observed internal variability in surface temperatures over North America; this does not preclude suggestions
of modeled underestimation in low-frequency climate variability in other regions (such as the North Atlantic)
and/or deficiencies in their remote teleconnections to the warming hole region [Kunkel et al., 2006; Kumar
et al., 2013]. Here further confidence in the CanESM2 results is gained from CESM1 and the CMIP5 models. All
the models considered suggest that unforced internal variability leads to a spread of around 0.2∘C decade−1

in the various distributions shown in Figures 4 and S8. For the all historical forcing scenario, only one member
within the CESM1 large ensemble and CMIP5 model runs produces cooling that matches or exceeds that of
the warming hole, which is also in agreement with the results of CanESM2.

It is of course possible that the small likelihood of the observation suggested by all the models might reflect
some deficiency that is common between them. However, Figure 2b, which shows overlapping 25 year trends
over the twentieth century in the observations, highlights that the large cooling between 1951 and 1975 was
unique for the century (p ≈1%). This suggests that the warming hole is rightly captured in a similarly small
proportion of model ensemble members and was indeed a rare event.

Given the sharp changes in the observed 25 year trend around ∼1950 (Figure 2b), it is worth exploring the
sensitivity of our conclusions to small changes in the trend window considered. We consider the four 25 year
trends with start dates between 1950 and 1953, after which trends become insignificant at the 95% confi-
dence level and are positive from 1957 onward. Results are summarized in Table 1 for the observations and
CanESM2. It is evident that, regardless of the time period considered, the observed value is extremely unlikely
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or impossible within the PI control run. The ensemble mean responses in AA (𝜇AA) and ALL (𝜇ALL) are also
similar between the different time periods, as are the distribution spreads (not shown). The impact of anthro-
pogenic aerosols on the likelihood of the observed trend does show sensitivity to the time period, ranging
from 2 to 15%, with the larger values found for the smaller trends between 1950 and 1974, and 1953 and
1977. At most, 𝜇AA accounts for up to half of the observed trend. However, the changes in likelihood due to
all forcings reaches only 4%. In summary, we conclude from the modeling evidence that, although anthro-
pogenic aerosols and all forcings increased the likelihood of the warming hole, it was driven to a large extent
by internal variability.

Finally, although we have defined the warming hole over a relatively short 25 year period in order to match
the aerosol forcing to the observed cooling signal, we note that the relative roles of forcing and internal
variability, i.e., the signal-to-noise ratio, can change according to the length of the trend examined [e.g., Deser
et al., 2012]. As a demonstrative example, we take the 50 year period between 1951 and 2000 (JJA), which
shows a nonsignificant observed trend of −0.04∘C decade−1 over the central U.S. For this time period, the
modeled signal-to-noise ratio to anthropogenic aerosols (as given by the ratio of the AA ensemble mean to
the ensemble spread, normalized by the aerosol burden change) is increased by over threefold compared to
the 1951-1975 period; however, the observed value remains unlikely (p=2%) in the ALL ensemble.

4. Conclusions

In this study, we have exploited large ensembles of initial condition simulations performed by the CanESM2
model to test the claim that the summertime U.S. warming hole was primarily caused by increasing emissions
of anthropogenic aerosols [L12b; Yu et al., 2014].

Here the warming hole has been defined primarily as the marked decline in near surface air temperature
(−0.56∘C decade−1) over the southeastern U.S. between 1951 and 1975 (JJA). It was found that the modeled
responses to anthropogenic aerosols (−0.20 ± 0.08∘C decade−1) and all forcings (−0.08 ± 0.06∘C decade−1)
do not alone account for the magnitude of the observed cooling rate but do increase the likelihood of the
warming hole occurring. Taking into account different start dates of the temperature trend, we found that
the effects of anthropogenic aerosols increased the likelihood of the warming hole by up to 15% (explaining
up to half of the observed trend). However, the warming hole was no more than 4% more likely due to all
historical forcings for all time periods considered. This suggests a large compensation between the effects
of increasing emissions of anthropogenic aerosols and greenhouse gases. Furthermore, there is a substantial
spread in spatial patterns and magnitudes (𝜎∼0.2∘C decade−1) in the trends across ensemble members in the
forced simulations and a long control run, which is driven by unforced internal variability. Thus, we conclude
from the CanESM2 results that the warming hole was not predominantly caused by increasing anthropogenic
aerosol emissions or all forcings. Rather, there was a large contribution from unforced internal variability,
which resulted in an unusually large rate of cooling. The validity of these results crucially depend on the model
correctly simulating the magnitude of internal variability and the response to external forcings. Similar esti-
mates are computed from the CMIP5 models, and a large forced ensemble and long control run performed
with the CESM1 model, which reinforce the conclusions drawn from CanESM2.

There remain fundamental uncertainties in the magnitude and pattern of the climate response to changing
aerosol emissions, particularly through aerosol-cloud interactions, and the trade-off between the effects of
increased greenhouse gas and anthropogenic aerosol emissions [Stott et al., 2006; Wilcox et al., 2015]. Even
though we have shown considerable intermodel agreement in our conclusions, it is conceivable that some
flaw might be common to all the models, which would change the relative importance of forcing and internal
variability. Notwithstanding these uncertainties, this work highlights the potentially large influence of internal
variability on the warming hole, which, therefore, is important to consider in its future studies.

Finally, we note that although this study has focused on the role of anthropogenic aerosols in causing the
warming hole, several other drivers have also been proposed, partly, due to the different time periods, regions,
and seasons investigated in different studies. Besides anthropogenic aerosols, land use changes have been
suggested as an external driver [Misra et al., 2012], while a contender for internal variability is the inter-
decadal Pacific oscillation [Meehl et al., 2012]. Several other studies have associated the warming hole to
variations in Pacific and/or Atlantic sea surface temperatures and in the hydrological cycle over the U.S.
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[Robinson et al., 2002; Pan et al., 2004; Kunkel et al., 2006; Kumar et al., 2013; Pan et al., 2013; Weaver, 2013].
These other potential drivers might also be, in large measure, manifestations of internal variability (on different
timescales, originating in different regions, with different mechanisms, etc.) rather than of anthropogenic
forcing.
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