
proton exchange or if it can undergo proton
exchange without dissociation, we moni-
tored the signal at mass 48 (dashed line).
This mass corresponds to DCOOD+ from
DCOOD monomer and to (DCOOH)H+
from doubly proton-exchanged dimer. The
fast arrival times in the mass-48 spectrum
indicate that the signal arises mostly from
contaminant DCOOD monomer in the in-
cident beam scattering inelastically from
the acid, and not from (DCOOD)2 reac-
tions with the acid leading to thermally
desorbing DCOOD or (DCOOH)2. The
three spectra demonstrate that only directly
scattered dimers survive intact, whereas
trapped dimers undergo both dissociation
and proton exchange before the monomers
desorb from the acid.

These experiments reveal that reactions
with H2SO4 nearly always accompany the
thermal accommodation of formic acid
monomers and dimers on the surface of
sulfuric acid. We expect chemical reactions
to follow trapping if H2S04 molecules with-
in the collision zone can reorient rapidly
enough to hydrogen bond to the formic acid
monomer or dimer before thermal motions
propel the molecules back into the gas
phase (16). Subsequent proton transfer
would then occur either within an interface
that is a few molecules thick or be delayed
until the formic acid molecules diffuse
deeper into the acid. The observation of
proton exchange in collisions between for-
mic acid molecules and sulfuric acid implies
that solvation and protonation may often
be intermediate steps in the trapping and
desorption of protic gas species.
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The Morphogenesis of Bands and Zonal Winds
in the Atmospheres on the Giant Outer Planets

James Y-K. Cho and Lorenzo M. Polvani

The atmospheres of Jupiter, Saturn, Uranus, and Neptune were modeled as shallow
layers of turbulent fluid overlying a smooth, spherical interior. With only the observed
values of radius, rotation rate, average wind velocity, and mean layer thickness as model
parameters, bands and jets spontaneously emerged from random initial conditions. The
number, width, and amplitude of the jets, as well as the dominance of anticyclonic
vortices, are in good agreement with observations for all four planets.

Despite vast differences in chemical com-
position, thermodynamic properties, physi-
cal size, rotation rate, and orientation, the
atmospheres of the four Jovian planets ex-
hibit a remarkable similarity in their band-
ed appearance and the associated strong
zonal (east-west) winds. This unexpected
similarity is at present a major unanswered
question (1, 2). Here we address this ques-
tion with a single unifying dynamical
framework to determine how many of the
observed large-scale features of the Jovian
atmospheres can be captured by a very sim-
ple physical model.
We assumed that the Jovian atmo-

spheres can be modeled with a nearly invis-
cid, hydrostatically balanced, thin layer of
turbulent fluid under the influence of grav-
itational and Coriolis forces. The motion of
such a fluid (3) is governed by the shallow-
water equations

av
at + v * Vv + fk x v = -gVh (1)

ah
at +V

- (hv) = 0 (2)

where v is the horizontal velocity, t is time,
h is the height of the fluid, f = 2fQsin (p is
the Coriolis parameter, g is the gravitational
Program in Applied Mathematics and Department of Ap-
plied Physics, Columbia University, New York, NY 10027,
USA.

acceleration, fl is the rotation rate of the
planet, up is the latitude, and k is the unit
vector normal to the surface of the sphere.
For all four planets, h is taken starting from
just below the visible cloud decks at an
approximately 1000-mbar level; this is the
level at which the planetary radius is com-
monly measured. Equations 1 and 2 were
solved in spherical geometry with the use of
a high-resolution, pseudospectral, parallel
code (4). Similar equations have been used
to model latitudinally confined features,
principally Jupiter's Great Red Spot, in an-
nular and channel geometries (5). In con-
trast, we extend the shallow-water model to
comprise the entire planetary surface and
apply it to all four planets.

The computations presented here are ini-
tialized with a random turbulent flow. The
initial vorticity of this flow (Fig. IA) is the
same for all four planets, and the results are
insensitive to the scale of the initial vorticity
structures, provided it is chosen to be small.
These computations, performed at a grid res-
olution of 0.70, are essentially inviscid since
more than 97% of the initial energy is con-
served throughout the evolution.

The advantage of using this simple model
is that only five parameters need to be spec-
ified (Table 1): fl, g, the planetary radius a,
the characteristic velocity scale U, and the
mean height of the fluid layer H. The overall
amplitude of the initial energy spectrum is
controlled by U; the Rhines scale (6) L3 is
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set by U, a, and 51; and the deformation
radius L[) is determined by g, H, and Ql (7).
Using for each planet the parameters in Ta-
ble 1, we numerically integrated the equa-
tions starting from the initial condition
shown in Fig. lA for 300 planetary rotations,
well beyond the time when a stationary state
was reached in all cases.

Latitudinal bands spontaneously self-or-

ganized for all four of the planets without the
use of any kind of forcing. Studies in restrict-
ed (8) and nonspherical (9) geometries have
used forcing to obtain and sustain bands, and
the only unforced study in spherical geome-
try (10) did not obtain bands because of the
infinite LD in that model (4).

The formation of a globally banded pat-
tern from random initial conditions is ap-

parent in the potential vorticity field (11)
after only 20 planetary rotations for the
Jupiter parameters (Fig. iB). Robust zonal
bands persist for long times (Fig. IC), long
after the flow pattern has become station-
ary. Several large, coherent vortices are
spontaneously produced and persist embed-
ded in the bands, a feature not produced in
previous studies.

For Neptune as well, zonal structures
appear early and eventually become station-
ary (Fig. ID), but the large-scale pattern is
different from that in Fig. 1C. Only three
bands appear in the case of Neptune: The
main one is very broad and centered around
the equator, implying that over a large frac-
tion of the spherical surface, the potential
vorticity is well homogenized. This homog-
enization has previously been assumed (12)
whereas here it is shown to be a natural end
state of the turbulent shallow-water dynam-
ics. The striking difference between Figs.
IC and 1D is a direct consequence of the
fact that the ratio L ja is much greater for
Neptune than it is for Jupiter. The ratio
L,ja is at least five times as large as L,Ja for
both planets; this shows that L la and not
L1Ja, controls the number of bands (4),
which is roughly 7ra/LL.

D

o)a,@I
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Fig. 1. (A) The initial vorticity, 4-= k*Vxv, used in our computations for all four planets (Table 1). (B) The
potential vorticity q after 20 planetary rotations for Jupiter parameters. (C) Potential vorticity q after 240
planetary rotations for Jupiter parameters. (D) Potential vorticity q after 240 planetary rotations for
Neptune parameters. Red indicates positive values, and blue indicates negative values.
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Fig. 3. The skewness of the vorticity 4 as a func-
tion of time. The initially zero value becomes neg-
ative for all four planets, showing the dominance
of anticyclonic vortices.
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Fig. 2. The observed zonal wind profiles of (A) Jupiter (solid) and Saturn (dashed) and (B) Uranus (solid) and Neptune (dashed) from (15). The corresponding
profiles for (C) Jupiter (solid) and Saturn (dashed) and (D) Uranus (solid) and Neptune (dashed) from our computations after 300 planetary rotations.
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Table 1. Physical parameters used in our model.
Values from (1, 15).

Plnt a 27r/f I g U HPlanet (1 01 m) (hours) (m/s2) (m/s) (1 03 m)

Jupiter 7.1 9.9 23 50 20
Saturn 6.0 10.7 9 300 40
Uranus 2.6 -17.2 9 300 35
Neptune 2.5 17.9 11 300 30
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Alternating potential vorticity gradients
(Fig. 1) indicate the presence of strong zonal
jets, as in the observations: Jupiter and Saturn
have multiple jets and a prograde (eastward)
equatorial wind (Fig. 2A), whereas Uranus
and Neptune have large retrograde (west-
ward) equatorial winds (Fig. 2B). Our shal-
low-water computations (Fig. 2, C and D)
capture the approximate number, width, and
amplitude of the observed zonal winds for all
four planets. Precise, quantitative agreement
is neither sought nor expected, given the sim-
plicity of this model. The important point is
that the values in Table 1 alone are sufficient
to determine the gross features of the zonal
winds. One feature that the model seems un-
able to reproduce is the direction of the equa-
torial jets for Jupiter and Saturn, indicating
that a more sophisticated model is necessary
for those two planets. Furthermore, our model
predicts that more anticyclones than cyclones
(13) are to be found on all four planets. This
asymmetry is depicted by the skewness of the
vorticity field (Fig. 3). The negative bias is
observationally well established for Jupiter
(14) but is not as robustly determined for the
other planets.

In conclusion, our study strongly sug-
gests that, however different the Jovian
planets may be, their characteristic banded
appearance is a direct consequence of the
intrinsic shallow-water dynamics they all
share.
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A Magnetic Signature at lo: Initial Report from
the Galileo Magnetometer

M. G. Kivelson, K. K. Khurana, R. J. Walker, C. T. Russell,
J. A. Linker, D. J. Southwood, C. Polanskey

During the inbound pass of the Galileo spacecraft, the magnetometer acquired 1 minute
averaged measurements of the magnetic field along the trajectory as the spacecraft flew
by lo. A field decrease, of nearly 40 percent of the background jovian field at closest
approach to lo, was recorded. Plasma sources alone appear incapable of generating
perturbations as large as those observed and an induced source for the observed
moment implies an amount of free iron in the mantle much greater than expected. On
the other hand, an intrinsic magnetic field of amplitude consistent with dynamo action
at lo would explain the observations. It seems plausible that lo, like Earth and Mercury,
is a magnetized solid planet.

Jupiter's moon lo has repeatedly surprised
planetary scientists. First, lo's orbital posi-
tion was unexpectedly found to control
decametric radio emission from Jupiter's ion-
osphere (1). Early explanations suggested
that the emissions were generated by mag-
netic field-aligned currents linking lo and
Jupiter (2). These ideas were refined and
linked to Alfv6nic disturbances generated by
the interaction of the flowing plasma of Ju-
piter's magnetosphere with an electrically
conducting lo (3, 4). After the discoveries of
a large cloud of neutral sodium surrounding
lo (5) and of a torus of ionized sulfur encir-
cling Jupiter at the distance of lo's orbit (6),
Voyager 1 found volcanic plumes distributed
on the surface of the moon (7). The Voyager
1 magnetometer detected magnetic pertur-
bations of -5% of the ambient jovian mag-
netic field (-1900* nT) as it crossed lo's
magnetic flux tube about 11 R1,, (radius of lo,
1821 km) below lo (8), thereby confirming
the presence of a field-aligned current flow-
ing several thousand kilometers away from
the spacecraft and carrying more than 106 A
into the jovian ionosphere.

M. G. Kivelson, K. K. Khurana, R. J. Walker, C. T. Russell,
Institute of Geophysics and Planetary Physics, University
of California, Los Angeles, Los Angeles, CA
90095-1567, USA.
J. A. Linker, Science Applications International Corpora-
tion, San Diego, CA 92171, USA.
D. J. Southwood, Department of Physics, Imperial Col-
lege of Science, Technology, and Medicine, London,
SW7 2BZ, UK.
C. Polanskey, Jet Propulsion Laboratory, Pasadena, CA
91109, USA.

The Galileo spacecraft flew by lo on 7
December 1995; its closest approach was
at 17:45:58 UT (universal time) at an
altitude of 898 km (9). Particles and fields
data from the pass recorded on the space-
craft tape recorder will be analyzed in the
early summer of 1996. However, survey
data (10) read out directly from the mag-
netometer's ( 1) internal memory were
returned in late December 1995. All three
components of the background jovian
field measured on Galileo's trajectory
through the plasma torus followed predic-
tions based on a recent extension (12) of
Voyager-epoch magnetic field models ( 13)
but in the wake of lo (that is downstream
in the flow of torus plasma corotating with
Jupiter), the field magnitude decreased by
695 nT in a background of 1835 nT (Fig.
1). Perturbations of the field along the
spacecraft's trajectory were principally an-
tiparallel to the model jovian field (Fig.
2). The field rotated slightly, but the
bending was not what would be produced
if the field had been pushed outward
around lo but rather that caused by a field
pulled inward toward lo. Indeed, the per-
turbations along the spacecraft trajectory
are quite well represented by a model in
which Jupiter's field is merely added to the
field of an lo-centered dipole with mo-
ment aligned with the local field of Jupiter
(hence antiparallel to Jupiter's dipole mo-
ment) (Fig. 3).

As the local corotation speed is greater
than the Keplerian speed, the jovian plas-
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