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as a key contributor to the recent warming of West Antarc-
tica and of the Peninsula.
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1  Introduction

Recent studies of Antarctic surface air temperature (SAT) 
trends over the past several decades have revealed that the 
Antarctic Peninsula and Western Antarctica are among the 
most rapidly warming regions on Earth (Turner et al. 2005; 
Chapman and Walsh 2007; Monaghan and Bromwich 
2008; Steig et  al. 2009; ODonnell et  al. 2011; Bromwich 
et  al. 2013; Nicolas and Bromwich 2014). These regions 
have also experienced increasing surface mass loss due to 
glacier retreat (Joughin et  al. 2014; Rignot et  al. 2014), 
with potentially severe consequences for global sea level 
rise. In contrast, East Antarctic SAT has experienced an 
insignificant, cooling trend (Schneider et al. 2012; Nicolas 
and Bromwich 2014). In the annual mean, this large spatial 
asymmetry in SAT trends between West and East Antarc-
tica has become a hallmark of Antarctic climate change: 
yet, it remains poorly understood.

It is important to recall, however, that the annual mean 
asymmetry in Antarctic SAT trends arises, largely, from 
opposing trends in austral spring and autumn. Over the 
past several decades, significantly positive trends have been 
observed in West Antarctica in spring, and marginally sig-
nificant negative trends have been observed in East Antarc-
tica in autumn (Schneider et  al. 2012). Hence, the causes 
leading to the annual mean asymmetry are likely to be 
complex, and might arise for different reasons in different 
seasons.

Abstract  The recent annually averaged warming of the 
Antarctic Peninsula, and of West Antarctica, stands in 
stark contrast to very small trends over East Antarctica. 
This asymmetry arises primarily from a highly significant 
warming of West Antarctica in austral spring and a cool-
ing of East Antarctica in austral autumn. Here we examine 
whether this East–West asymmetry is a response to anthro-
pogenic climate forcings or a manifestation of natural cli-
mate variability. We compare the observed Antarctic sur-
face air temperature trends over two distinct time periods 
(1960–2005 and 1979–2005), and with those simulated by 
40 models participating in Phase 5 of the Coupled Model 
Intercomparison Project (CMIP5). We find that the observed 
East–West asymmetry differs substantially between the two 
periods and, furthermore, that it is completely absent from 
the forced response seen in the CMIP5 multi-model mean, 
from which all natural variability is eliminated by the aver-
aging. We also examine the relationship between the South-
ern Annular mode (SAM) and Antarctic temperature trends, 
in both models and reanalyses, and again conclude that 
there is little evidence of anthropogenic SAM-induced driv-
ing of the recent temperature trends. These results offer new, 
compelling evidence pointing to natural climate variability 
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Some of the cooling of East Antarctic and the warming 
of the Peninsula has been attributed to the recent positive 
trend in the Southern Annular Mode (SAM, Thompson 
and Solomon 2002; Marshall 2007; Nicolas and Bromwich 
2014), which is believed to be anthropogenically forced 
in the austral summer season, the dominant forcing in this 
season being stratospheric ozone depletion (McLandress 
et  al. 2011; Polvani et  al. 2011; Thompson et  al. 2011; 
Previdi and Polvani 2014; Schneider et al. 2015). Using a 
chemistry-climate atmospheric model, coupled to interac-
tive ocean and sea ice models, McLandress et  al. (2011) 
have suggested that ozone depletion may in fact have con-
tributed to the spatial asymmetry between West and East 
Antarctica in austral summer. Yet, this is not the season 
with the largest observed cooling trends.

As for West Antarctica, many studies have highlighted 
the importance of the zonally asymmetric circulation, spe-
cifically the Amundsen Sea Low (ASL), in modulating the 
surface climate in this region (Hosking et al. 2013; Raphael 
et al. 2015). Specifically, the recent warming of West Ant-
arctica has been associated with a deepening of the ASL 
(Ding et  al. 2011; Schneider et  al. 2012; Clem and Fogt 
2015; Clem and Renwick 2015; Raphael et al. 2015; Sch-
neider et  al. 2015). Model simulations indicate a deepen-
ing of the ASL in austral summer over the historical period, 
which is likely linked to ozone depletion (Fogt and Zbacnik 
2014; Fogt and Wovrosh 2015; Hosking et al. 2016). How-
ever, the broad warming of West Antarctica occurs primar-
ily in spring, and this does not align with the seasonality 
of the deepening of the ASL in response to anthropogenic 
forcing reported in these studies.

Several other studies have emphasized the importance 
of tropical sea surface temperature (SST) variability for 
the West Antarctic region. In particular, both modeling and 
observational studies have shown that SST anomalies in the 
tropical Pacific excite Rossby waves trains that propagate 
into the ASL region of West Antarctica, and could therefore 
influence temperatures there (Ding et  al. 2011; Schneider 
et  al. 2012; Turner et  al. 2013; Fogt and Wovrosh 2015; 
Clem and Fogt 2015; Clem and Renwick 2015). More 
recently, Atlantic SST anomalies have also been shown, in 
modeling studies, to be capable of significantly influencing 
Antarctic temperatures and sea ice, again via Rossby wave 
propagation and a deepening of the ASL (Simpkins et  al. 
2014; Li et al. 2015).

If SSTs are in fact an important player, one is led to ask 
to what degree the observed East–West asymmetry in the 
Antarctic SAT trend may be the result of natural, multi-
decadal, climate variability, as opposed to a direct forced 
response to anthropogenic climate change. This is the 
question we wish to address in this paper. Several recent 
studies have shown that the climate of the Antarctic region 
might be highly variable, in both space and time, and that 

near-term detection of anthropogenically-forced trends in 
that region may be challenging (Hawkins and Sutton 2012; 
Polvani and Smith 2013; Simpkins et  al. 2013; Thomas 
et al. 2013; Fan et al. 2014; Turner et al. 2015). Here, we 
adhere to the school of thought that recent multi-decadal 
trends in tropical Pacific (Meehl et  al. 2011; Kosaka and 
Xie 2013; Dai et al. 2015) and Southern Ocean SSTs (Fan 
et al. 2014) are dominated by natural variability; however, 
we note that there are other schools of thought that con-
sider the recent prolonged La-Nina state of tropical Pacific 
(Clement et  al. 1996) and the recent cooling of Southern 
Ocean SSTs (Ferreira et al. 2015) to be anthropogenically 
forced.

In this study we seek to determine whether the asym-
metric spatial patterns of recent Antarctic SAT trends are 
caused by natural variability or anthropogenic forcing. We 
do this by analyzing several widely available reconstruc-
tions of Antarctic SAT, as well as the extensive archive 
of the recently completed Phase 5 of the Coupled Model 
Intercomparison Project (CMIP5). We find that both 
observations and models offer clear evidence that the 
strong East–West asymmetry in SAT trends is quite likely 
a consequence of the natural variability of the climate 
system, and is not a direct fingerprint of anthropogenic 
forcings.

This paper is organized as follows. In Sect.  2, we out-
line the observationally-based datasets and model output 
used in the study and describe our methodology. In Sect. 3 
we analyze the Antarctic SAT trends in the reconstructions 
over two different periods. In Sect.  4 we contrast these 
with and the trends seen in CMIP5 models, and place the 
observed and simulated trends within the context of natural 
climate variability. In Sect.  5 we examine the connection 
between the recent Antarctic temperature trends and trends 
in the Southern Annular Mode. Finally, a summary and dis-
cussion are presented in Sect. 6.

2 � Methods

We use five observationally-based Antarctic SAT recon-
structions: the Chapman and Walsh (2007) reconstruction 
(hereafter CHAPMAN), GISTEMP (Hansen et  al. 2010), 
the updated Monaghan and Bromwich (2008), Monaghan 
et al. (2008) reconstruction (hereafter M10) and two alter-
native versions of the Steig et  al. (2009) reconstruction 
(hereafter Steigv1 and Steigv2, following Schneider et  al. 
(2012). See Schneider et al. (2012) for a detailed compari-
son of different Antarctic SAT observational products). We 
also use the ERA-Interim reanalysis (Dee et al. 2011) for 
selected diagnostics. Note that we do not use the ERA-
Interim reanalysis to calculate SAT trends due to poten-
tially spurious trends in the Antarctic region (see Nicolas 



2655Spatial patterns of recent Antarctic surface temperature trends and the importance of natural. . .

1 3

and Bromwich (2014) for a discussion of Antarctic SAT 
trends in different reanalysis products): instead, we only 
use the ERA-Interim reanalysis for estimates of the cli-
matological mean and interannual variability of Antarc-
tic SAT. It has been shown that ERA-Interim is one of the 
most reliable reanalysis products in the Antarctic region 

(Bracegirdle and Marshall 2012), yet substantial biases in 
SAT exist. ERA-Interim is warm-biased relative to stations 
in the interior of the continent and is cold-biased relative to 
the coastal stations (Bracegirdle and Marshall 2012; Jones 
and Lister 2015). Jones and Lister (2015) show that these 
biases largely cancel out when averaged over all manned 
and automatic weather stations; however, it is not clear 
whether this cancellation applies when averaging over all 
ERA-Interim Antarctic grid points.

We contrast these observational datasets with the SAT 
output of 40 Historical Coupled Model Intercomparison 
Project Phase 5 (CMIP5) simulations (Meinshausen et  al. 
2011). We also make use of output from 29 models that 
performed simulations with prescribed observed sea sur-
face temperatures and sea ice following the Atmospheric 
Model Intercomparison Project protocol (hereafter AMIP5; 
Taylor et al. 2012). We use the first ensemble member for 
each of the CMIP5 and AMIP5 simulations (i.e., r1i1p1). 
Finally, we use the preindustrial integrations of the CMIP5 
models, in order to contrast the observed and modeled 
Antarctic SAT trends with those naturally occurring in 
an unforced regime. Table 1 lists the CMIP5 models used 
in this study and the length (in years) of their preindus-
trial integrations. The AMIP5 models used in this study 
are: ACCESS1-0, ACCESS1-3, bcc-csm1-1, bcc-csm1-
1-m, BNU-ESM, CanAM4, CCSM4, CESM1-CAM5, 
CMCC-CM, CNRM-CM5, CSIRO-Mk3-6-0, EC-EARTH, 
FGOALS-s2, GFDL-CM3, GFDL-HIRAM-C180, GFDL-
HIRAM-C360, GISS-E2-R, HadGEM2-A, inmcm4, IPSL-
CM5A-LR, IPSL-CM5A-MR, IPSL-CM5B-LR, MIROC5, 
MPI-ESM-LR, MPI-ESM-MR, MRI-AGCM3-2H, MRI-
AGCM3-2S, MRI-CGCM3, NorESM1-M.

It is important to note here that many CMIP5 models 
exhibit large biases in the Antarctic region in both their cli-
matologies and their trends (Swart and Fyfe 2012; Turner 
et  al. 2013; Hosking et  al. 2013; Bracegirdle et  al. 2015; 
Previdi et  al. 2015; Schneider and Reusch 2015). While 
many of these biases tend to cancel out in the multi-model 
mean, some remain, such as the historical sea ice and wind-
stress strength trends (Turner et  al. 2013; Swart and Fyfe 
2012). Whether the mismatch between the observed trends 
and the historical modeled trends represents true model 
bias, bias in the observations, or large natural variability 
remains unclear (Swart and Fyfe 2012; Zunz et  al. 2012; 
Polvani and Smith 2013; Gagne et al. 2015).

To quantify the East–West asymmetry in SAT trends, we 
compute cosine-weighted area averages for West Antarctica 
(including the Peninsula) and East Antarctica separately 
(approximately following the definition in M10), as well 
as for the entire Antarctic continent. To avoid errors due to 
differing spatial resolutions, all of the reconstructions and 
model output are first interpolated onto an identical 2◦ × 2

◦ 
latitude-longitude grid, before computing any spatial 

Table 1   Coupled Model Intercomparions Project Phase 5 (CMIP5) 
models used in this study, and the length of their preindustrial control 
integrations

CMIP5 Model Length of preindustrial integration (years)

ACCESS1-0 250

ACCESS1-3 500

bcc-csm1-1 500

bcc-csm1-1-m 400

BNU-ESM 559

CanESM2 996

CCSM4 501

CESM1(BGC) 500

CESM1(CAM5-1-FV2) n/a

CESM1(CAM5) 319

CESM1(FASTCHEM) 222

CESM1(WACCM) 200

CMCC-CESM n/a

CMCC-CM 330

CMCC-CMS n/a

CNRM-CM5 850

CSIRO-Mk3-6-0 500

FGOALS-g2 n/a

FIO-ESM 800

GFDL-CM3 500

GFDL-ESM2G 500

GFDL-ESM2M 500

GISS-E2-H 240

GISS-E2-R 850

HadCM3 n/a

HadGEM2-CC 240

HadGEM2-ES 575

inmcm4 500

IPSL-CM5A-LR 1000

IPSL-CM5A-MR 300

IPSL-CM5B-LR 300

MIROC4h 100

MIROC5 200

MIROC-ESM 531

MIROC-ESM-CHEM 255

MPI-ESM-LR 1000

MPI-ESM-MR 1000

MRI-CGCM3 500

NorESM1-M 501

NorESM1-ME 252



2656 K. L. Smith, L. M. Polvani

1 3

averages. We also construct an unweighted mean observa-
tional Antarctic SAT trend using the five reconstructions, 
omitting missing values. This average is denoted as “OBS” 
throughout the paper.

We calculate linear trends and establish statistical signif-
icance in one of two ways: (1) for a single time series, such 
as an Antarctic SAT reconstruction, we use the method 
of Santer et al. (2000), which adjusts the sample size and 
degrees of freedom using the lag-1 autocorrelation of the 
regression residuals, or (2) for an ensemble of trends, such 
as the CMIP5 ensemble or the ensemble of reconstructions, 
we use a Student’s t-test to reject the null hypothesis that 
the ensemble mean trend is not different from zero.

To assess the degree to which natural variability may 
be contributing to the observed SAT trends, it is crucial to 
consider trends over different time periods: here, we have 
decided to consider two of them. The first, more recent, 
time period begins with the advent of extensive satellite 
data, the year 1979, and extends to the end of the over-
lap time period between the observational record and the 
CMIP5 historical period, the year 2005. Note here that 
ERA-Interim reanalysis and output from the AMIP5 inte-
grations only extend back to 1979. The second, longer time 
period extends from 1960 to 2005, approximately starting 
at the beginning of the modern era of Antarctic observation, 
which began during the International Geophysical Year of 
1957–1958. Note that all Antarctic SAT reconstructions 
extend back to 1960; however the Chapman reconstruction 
only extends forward to the year 2002.

3 � Antarctic SAT trends in observations

We begin by showing the time series of the annual mean 
SAT reconstruction from M10 in Fig.  1, for each of the 
three regions separately: total, East and West Antarctica 
(blue curves in each panel). We consider the M10 recon-
struction first, as it consists of absolute temperature values, 
whereas the other reconstructions consist of temperature 
anomalies. Note that the M10 reconstruction depends on 
the ERA-40 reanalysis to establish spatial zones of tem-
perature coherence and is therefore subject to biases in the 
ERA-40 reanalysis (Monaghan et al. 2008; Schneider et al. 
2012; Bracegirdle and Marshall 2012).

The key point here is that West Antarctica is consider-
ably warmer than East Antarctica, over the entire 46-year 
period 1960–2005, reflecting the different geography of 
the two regions. As a simple comparison, we plot on the 
same figure the 1979–2005 average SAT values for ERA-
Interim: these are shown as straight red lines in each panel 
(we only plot the mean value over the entire period to make 
it clear that we do not wish to use ERA-Interim to com-
pute any trends). In both datasets, the mean SAT of East 

Antarctica is roughly 20 K colder than in the West part of 
the continent. The black curves and gray shading in Fig. 1, 
show the CMIP5 models, which roughly capture the key 
climatological temperature differences between East and 
West Antarctica: they will be discussed in much detail in 
the next section.

We now proceed to discuss the recent observed annual 
mean SAT trends which are, in fact, difficult to discern in 
Fig. 1. To bring them out, and also to give a full visual rep-
resentation of the observed trends, we plot the annual mean 
SAT trends for all the five reconstructions in Fig. 2. Note 
that over the period 1979–2005 all reconstructions show a 
clear spatial asymmetry in their trends, with West Antarc-
tica experiencing warming and East Antarctica experienc-
ing cooling (with the exception of Steigv1). This is also 
true for the recent Antarctic SAT reconstruction of Nicolas 
and Bromwich (2014), which is not included in this study. 
While the finer spatial features of the trends are not identi-
cal, the general picture is the same. Table 2 lists the area-
averaged temperature trends for each region (total, East and 
West) and for each season. In the annual mean, only West 
Antarctica shows statistically significant warming trends.

As mentioned in the Introduction, the spatial asymmetry 
in Antarctic SAT trends in the annual mean is, to a large 
degree, a manifestation of opposing trends in different sea-
sons (spring and autumn). Figure  3 is identical to Fig.  2 
except that it now shows the trends for austral autumn, 
March-April-May (MAM): in this season all reconstruc-
tions show a cooling of East Antarctica (Table  2). Cool-
ing in the West is weaker and the warming of the Penin-
sula appears to be non-robust across reconstructions in this 
season. On the other hand, Fig.  4 shows the SAT trends 
for austral spring, September-October-November (SON), 
where we see a clear and statistically significant warm-
ing of West Antarctica over the 1979–2005 time period in 
the reconstructions and no significant trends in the East 
(Table 2). This seasonal asymmetry in SAT trends is also 
clearly evident in the Nicolas and Bromwich (2014) recon-
struction, with cooling in the East in MAM and significant 
warming in the West in SON.

To summarize what the observations show, we now 
combine the five reconstructions and, in the left column of 
Fig. 5 (panels a, d and g), we show the annual mean, MAM 
and SON (respectively) SAT trends for the unweighted 
mean of the five reconstructions, denoted by the acronym 
OBS. We clearly see the spatial asymmetry in the annual 
mean, resulting from the signature cooling in MAM and 
warming in SON. When we calculate the statistical sig-
nificance of the area-averaged OBS trend using method (2) 
discussed in Sect. 2 (Table 2), we find that the cooling in 
East Antarctica in MAM and the warming in West Antarc-
tica in SON are statistically significant. Since the different 
reconstructions qualitatively agree on the spatial patterns of 
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temperature trends, throughout the remainder of the paper 
we will refer primarily to the OBS trends in order to sim-
plify our comparison between the observations and CMIP5 
models.

Before comparing these observed trends with those sim-
ulated by the CMIP5 models, it is illuminating to consider 
how the observed trends over the period 1979–2005, which 
we have just discussed, differ from those of the longer 
time period 1960–2005. The latter are shown in the left 
column of Fig. 6, for the mean of the five reconstructions 
(again denoted OBS). Note that the range of the colorbar 
is narrower in Fig. 6 relative to Fig. 5: hence the interest-
ing point that the spatial and seasonal asymmetry in SAT 
trends between East and West Antarctica is considerably 
larger for the shorter, more recent period. In the annual 
mean, the spatial asymmetry is substantially smaller for the 
1960–2005 time period. This is primarily due to a weaken-
ing of the seasonal asymmetry between the MAM and SON 
trends, but there are also contributions from differences in 
trends in JJA between the two time periods depending on 
which reconstruction is considered (see Tables 2 and 3 of 
Schneider et  al. (2012) and Figure 6 of Nicolas and Bro-
mwich (2014)). The warming trend in the West in SON in 
Fig. 5g is amplified relative to Fig. 6e, and while there is a 
cooling trend in the East in MAM in 1979–2005 (Fig. 5d), 
there is essentially no trend in East Antarctica for the 

1960–2005 time period (Fig. 6c). And, note that although 
we are comparing the unweighted means of the five recon-
structions here, the difference in SAT trends between the 
two time periods is a robust characteristic across all five 
reconstructions (see Table  2; Schneider et  al. 2012). We 
note that the Nicolas and Bromwich (2014) reconstruction 
shows little difference in the magnitude of the West Antarc-
tic SON trends for the two different time periods.

The key point is this: the fact that the East–West asym-
metry in SAT trends is quite different between the two time 
periods is, we submit, clear evidence for the key role of 
natural climate variability in such trends. Greenhouse gases 
have been monotonically increasing over the entire 1960–
2005 span. From a purely thermodynamic perspective, 
why would East Antarctica show any cooling in the more 
recent period? Such trends appear to be difficult to attrib-
ute to the direct radiative effect of increasing greenhouse 
gases, which ought to generate surface warming. Also, if 
the asymmetry were forced by greenhouse gases, the mag-
nitude of the asymmetry over the longer and shorter time 
periods should be roughly the same, yet the asymmetry has 
increased in recent decades.

As for ozone depletion: it has been argued that the cool-
ing of East Antarctica is linked to the positive trend in the 
SAM, which likely has a strong anthropogenic component 
in DJF associated with ozone depletion (Thompson and 

Table 2   Total, East and West Antarctic surface air temperature (SAT) trends (in K dec
−1) for the satellite era (1979–2005) for five observation-

ally-based reconstructions, CHAPMAN, GISTEMP, M10, Steigv1 and Steigv2, and for the unweighted mean of the five reconstructions, OBS

For each reconstruction we determine statistical significance following the first method outlined in Sect. 2. For OBS, we determine statistical 
significance following the second method outlined in Sect. 2 (denoted below with asterisks). Italicized and bolded trends are significant at the 90 
and 95 % levels, respectively. See Sect. 2 for further information on the temperature reconstructions used

Region Data set Time period MAM JJA SON DJF ANN

Total CHAPMAN 1979–2002 −0.42 ± 0.48 0.09 ± 0.58 0.17 ± 0.30 −0.14 ± 0.33 −0.08 ± 0.25

GISTEMP 1979–2005 −0.23 ± 0.52 0.04 ± 0.51 0.35 ± 0.27 −0.02 ± 0.39 0.05 ± 0.22

M10 1979–2005 −0.25 ± 0.52 0.07 ± 0.66 0.37 ± 0.35 −0.01 ± 0.73 0.06 ± 0.33

Steigv1 1979–2005 −0.09 ± 0.36 0.13 ± 0.55 0.40 ± 0.55 0.13 ± 0.77 0.15 ± 0.34

Steigv2 1979–2005 −0.25 ± 0.34 −0.04 ± 0.52 0.23 ± 0.48 −0.05 ± 0.76 −0.02 ± 0.31

OBS 1979–2005 −0.25 ± 0.15 0.06 ± 0.08 0.30 ± 0.12 −0.02 ± 0.12 0.03 ± 0.11

East CHAPMAN 1979–2002 −0.53 ± 0.63 0.11 ± 0.75 0.08 ± 0.37 −0.22 ± 0.35 −0.15 ± 0.34

GISTEMP 1979–2005 −0.34 ± 0.67 −0.02 ± 0.60 0.21 ± 0.28 −0.09 ± 0.86 −0.03 ± 0.29

M10 1979–2005 −0.35 ± 0.85 0.01 ± 0.85 0.19 ± 0.48 −0.09 ± 0.86 −0.04 ± 0.49

Steigv1 1979–2005 −0.15 ± 0.43 0.10 ± 0.64 0.38 ± 0.71 0.15 ± 0.93 0.13 ± 0.45

Steigv2 1979–2005 −0.31 ± 0.42 −0.06 ± 0.63 0.21 ± 0.66 −0.02 ± 0.93 −0.03 ± 0.40

OBS 1979–2005 −0.34 ± 0.17 0.03 ± 0.09 0.21 ± 0.13 −0.05 ± 0.17 −0.02 ± 0.12

West CHAPMAN 1979–2002 −0.19 ± 0.40 0.06 ± 0.54 0.38 ± 0.31 0.04 ± 0.23 0.06 ± 0.20

GISTEMP 1979–2005 0.01 ± 0.34 0.16 ± 0.53 0.63 ± 0.36 0.08 ± 0.22 0.22 ± 0.20

M10 1979–2005 −0.04 ± 0.55 0.18 ± 0.60 0.75 ± 0.36 0.14 ± 0.30 0.26 ± 0.19

Steigv1 1979–2005 0.06 ± 0.24 0.18 ± 0.46 0.45 ± 0.24 0.07 ± 0.44 0.19 ± 0.23

Steigv2 1979–2005 −0.12 ± 0.23 0.00 ± 0.43 0.27 ± 0.20 −0.12 ± 0.44 0.01 ± 0.20

OBS 1979–2005 −0.06 ± 0.12 0.11 ± 0.10 0.49 ± 0.24 0.04 ± 0.12 0.15 ± 0.13
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Solomon 2002; Marshall 2007; Nicolas and Bromwich 
2014); however, there is observational evidence that the 
link between SAM trends and East Antarctic temperature 

trends may not be stationary in time (Marshall et al. 2013). 
More importantly, the cooling of the East—which is strong-
est in austral autumn—does not match the seasonality of 

Table 3   Total, East and West multi-model mean Antarctic surface air temperature (SAT) trends (in K dec
−1) for the satellite era (1979–2005) for 

the CMIP5 and AMIP5 models

We determine statistical significance following the second method outlined in Sect. 2. Bolded trends are significant at the 95 % level

Region Multi-Model Ensemble Time Period MAM JJA SON DJF ANN

Total CMIP5 1979–2005 0.22 ± 0.09 0.23 ± 0.09 0.25 ± 0.08 0.23 ± 0.17 0.22 ± 0.06

AMIP5 1979–2005 0.04 ± 0.07 0.160 ± 0.09 0.22 ± 0.08 0.10 ± 0.08 0.13 ± 0.05

East CMIP5 1979–2005 0.21 ± 0.11 0.26 ± 0.11 0.29 ± 0.11 0.22 ± 0.20 0.24 ± 0.07

AMIP5 1979–2005 −0.03 ± 0.08 0.14 ± 0.11 0.21 ± 0.10 0.11 ± 0.10 0.11 ± 0.06

West CMIP5 1979–2005 0.22 ± 0.08 0.19 ± 0.09 0.16 ± 0.08 0.23 ± 0.11 0.19 ± 0.05

AMIP5 1979–2005 0.18 ± 0.10 0.21 ± 0.10 0.24 ± 0.08 0.07 ± 0.05 0.18 ± 0.05

(a) (b) (c)

Fig. 1   Annual mean SAT Time series: a total, b East and c West Ant-
arctica, from 1960 to 2005. Solid black lines the CMIP5 multi-model-
mean (MMM). Dark gray shading standard deviation (1σ) spread 
in the CMIP5 integrations; light gray shading the full range of the 

CMIP5 integrations. Solid blue line the M10 reconstruction. Solid red 
line the 1960–2005 mean from ERA-Interim Reanalysis. Units are in 
K

Fig. 2   Annual mean Antarctic 
SAT trends for 1979–2005 
for five observationally-based 
reconstructions: a CHAP-
MAN, b GISTEMP, c M10, d, 
Steigv1, and e Steigv2. Units 
are inK dec

−1. Green line in 
each panel shows the divi-
sion between East and West 
Antarctica. Gray lines in each 
panel enclose the regions in 
which the trends are statistically 
significant at the 90 % level. 
Projection: polar stereographic
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the SAM response to ozone forcing—which is strongest in 
austral summer (Thompson et al. 2011; Previdi and Polvani 
2014). Hence, it seems difficult to argue that ozone deple-
tion is causing the East–West SAT asymmetry. We stress 
that the above considerations, which highlight the role of 
natural variability, are based entirely on observations, and 
do not rely on the output of any climate model.

4 � Antarctic SAT trends in CMIP5 models

State-of-art climate models, however, add considerable 
additional evidence pointing to the important role of natu-
ral variability. Let us start by comparing the modeled and 
observed SAT climatologies. In Fig.  1, superimposed on 
the observational data, we show the CMIP5 multi-model 
mean (MMM) temperature for each Antarctic region (black 

curves). The MMM shows a persistent cold bias of a couple 
of degrees relative to the M10 reconstruction, but note that 
this bias is nearly identical in all regions. Dark and light 
gray shading indicate 1-σ and full ranges, respectively, 
across the 40 integrations. From this figure we conclude 
that the MMM of the CMIP5 models is able to capture the 
mean climatological temperatures reasonably well in each 
region over the latter half of twentieth century and, notably, 
the large climatological differences between East and West 
Antarctica.

Given this, we are now ready to carefully analyze the 
modeled SAT trends. Recall that the CMIP5 integrations 
analyzed here include all historical forcings, notably ozone 
depletion, the forcing that is largely responsible for the 
positive trend in the summertime SAM in recent decades 
(Eyring et al. 2013; Polvani et al. 2011). With this in mind, 
consider the MMM of the SAT trends as simulated by the 

Fig. 3   As in Fig. 2, but for 
March–April–May (MAM)

Fig. 4   As in Fig. 2, but for 
September–October–November 
(SON)
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CMIP5 models: these are shown in the middle column of 
Fig.  5 and right-hand column of Fig.  6, respectively, and 
are also listed in Table 3. The first thing to keep in mind, as 
one compares these CMIP5 panels with those on their left, 
the OBS trends, is that the CMIP5 MMM plots are an aver-
age of 40 integrations. By construction, therefore, the natu-
ral variability and some of the structural biases (i.e., model 
biases associated with physics schemes, parameterizations 
and numerics) present in each single model integration is 
absent from the MMM (as it has been “averaged out”): 
in other words, the MMM represents the forced response 
alone, as computed using the CMIP5 models. The obser-
vations, in contrast, show a single realization of the cli-
mate system. The two, therefore, will only be similar to the 
degree that the observed evolution is mostly a forced one, 
rather than one dominated by processes with multi-decadal 
variability (Deser et al. 2010, 2012).

The key point here is that, in the CMIP5 forced 
response, SAT trends over West Antarctica are small in 
both the annual mean and in SON (that area is mostly white 
in panels b and h of Fig. 5), the Peninsula does not distin-
guish itself with any particularly strong warming trends in 
MAM and, in fact, East Antarctica, if anything, is warming 
in MAM (Fig.  5e). Given the observed links between the 
ASL and West Antarctic climate, we note here that Hosking 

et  al. (2013) has demonstrated that the multi-model mean 
of a subset of CMIP5 models shows no significant bias in 
the climatological ASL longitude or central pressure in aus-
tral spring over the 1979–2005 time period. It is, of course, 
possible that the CMIP5 models are fundamentally flawed 
in some other crucial respect (e.g. they might be missing 
or misrepresenting one or more key physical processes). 
Barring that possibility, however, there is an interesting les-
son to be learned from the CMIP5 MMM trends: since, in 
response to increasing greenhouse gases and ozone deple-
tion over the late 20th Century, the state-of-the art climate 
models show little East–West asymmetry in SAT trends 
over the Antarctic continent, we conclude the observed 
asymmetry is likely due to the natural variability of the 
climate system, which possesses internal, multi-decadal 
fluctuations that are able to exceed the externally forced 
anthropogenic signal.

Since such multi-decadal variability arises primarily 
from the ocean and sea ice components of the climate sys-
tem, it is informative to compare the CMIP5 simulations 
to the AMIP5 simulations to assess the degree to which 
discrepancies in the SST and sea ice boundary conditions 
influence the CMIP5 MMM response to historical forcing. 
In the AMIP5 simulations, monthly mean observed SSTs 
and sea ice for the 1979–2005 time period are prescribed. 

Fig. 5   Annual mean (top), 
MAM (middle) and SON (bot-
tom) Antarctic SAT trends, over 
the period 1979–2005, for the 
unweighted mean of the five 
reconstructions (OBS, left), 
the CMIP5 MMM (middle) 
and the AMIP5 MMM (right). 
Units are inK dec

−1. Green 
line in each panel shows the 
division between East and West 
Antarctica. Projection: polar 
stereographic
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We find that when the models are forced with the histori-
cal evolution of SSTs and sea ice in addition to external 
forcings, the SAT trends are closer to those of the recon-
structions. In particular, we see that East Antarctica shows 
weak cooling in MAM (Fig. 5f) and that the largest positive 
trends in West Antarctica occur in SON (Fig.  5i, see also 

Table  3). Given the chaotic nature of the climate system, 
we do not expect these AMIP5 trends to be a perfect match 
to the reconstructions but the fact that they are in better 
agreement with the reconstructions suggests that natural 
variability associated with SSTs and sea ice may be playing 
an important role in driving the observed trends. In addi-
tion, the greater correspondence between the AMIP5 SAT 
trends and the reconstructions, demonstrates that the mod-
els likely have a reasonable representation of climate pro-
cesses in the high-latitude Southern Hemisphere region.

To strengthen these qualitative statements, we now offer 
a more quantitative assessment: in Fig. 7 we present box-
plots of the annual mean SAT trends for the CMIP5 mod-
els, for both time periods, together with the observed trends 
from the reconstructions. The horizontal bar at the center 
of each box is the median across the CMIP5 models, while 
the blue dots indicate the MMM. The black squares indi-
cate the SAT trends for the OBS and the red dots indicate 
the AMIP5 MMM (shown only for the 1979–2005 time 
period).

For the shorter and more recent 1979–2005 time period 
(see also Tables  2 and 3), the CMIP5 MMM trends in 
the East and West are both positive (East: 0.24 K dec

−1 ; 
West: 0.19 K dec

−1), while the observations show a 
very substantial asymmetry, with warming in the West 
(OBS: 0.15 K dec

−1) and weak cooling in the East (OBS: 
−0.02 K dec

−1). Consequently, for the entire Antarctic 
continent, the CMIP5 MMM exhibits a warming trend that 
is almost an order of magnitude larger the observed one 
(CMIP5 MMM: 0.22 K dec

−1; OBS: 0.03 K dec
−1) over 

this time period. The AMIP5 MMM, instead, exhibits SAT 
trends showing more spatial asymmetry, i.e. weaker trends 
in the East relative to the West (East: 0.11 K dec

−1; West: 
0.18 K dec

−1). Although this asymmetry is not statistically 

Fig. 6   As in Fig.  5, but for the period 1960–2005. Left OBS; right 
CMIP5 MMM. No AMIP5 data is available for this period

Fig. 7   Boxplots of Total, East 
and West annual mean Antarctic 
SAT trends in CMIP5 historical 
integrations for (left) 1979–
2005 and (right) 1960–2005. 
Black squares the unweighted 
mean trend of the five recon-
structions, OBS. Blue and red 
circles CMIP5 and AMIP5 
multi-model mean (MMM) 
trends. Crosses individual trends 
for each reconstruction, as indi-
cated in the legend. Units are in 
K dec

−1. The boxes are bounded 
by the 25th and 75th percentiles 
and the whisker lengths extend 
to ±2.7 standard deviations 
or to the nearest value. Values 
beyond the whiskers are plotted 
as black plus signs

(a) (b)
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significant in the annual mean, comparing the AMIP5 
MMM trend in the East for MAM (−0.03 K dec

−1) and the 
West for SON (0.24 K dec

−1), reveals a statistically sig-
nificant difference not evident in the CMIP5 MMM. The 
closer correspondence of the AMIP5 MMM to the obser-
vations points to natural variability as a key driver of the 
observed trends.

For the 1960–2005 time period on the right, we see at 
first glance that the CMIP5 MMM trend is quantitatively 
very similar in both the East (0.18 K dec

−1
± 0.03) and 

West (0.19 K dec
−1

± 0.03), whereas the observations 
show more warming in the West (0.14 K dec

−1
± 0.09 ) 

than in the East (0.09 K dec
−1

± 0.04), by roughly fifty 
percent. For the Antarctic continent as a whole, the 
CMIP5 MMM overestimates the warming trend over 
this time period by approximately 60  % (CMIP5 MMM: 
0.18 K dec

−1
± 0.03; OBS: 0.11 K dec

−1
± 0.05).

Again, we stress that the discrepancy between the 
CMIP5 MMM and the observations need not be interpreted 
as evidence that the models are “wrong”. As one can see 
in Fig.  7, there is considerable spread in the SAT trends 
across the models (associated with both natural and struc-
tural variability), suggesting that some models are in fact 
able to capture the observed values (note that the observa-
tions lie within the range of the CMIP5 models). Hence, an 

equally plausible interpretation of the discrepancy between 
the CMIP5 MMM and observations is that natural vari-
ability of the climate system over Antarctica is large, and 
comparable to the forced response, so as to be able to either 
enhance or reverse the sign of anthropogenic trends over 
multi-decadal periods.

At this point, one is led to ask: how can one estimate the 
amplitude of the natural variability? To answer this ques-
tion, at least in the context of the CMIP5 models, we sim-
ply examine the probability distributions of multi-decadal 
Antarctic SAT trends in the 35 CMIP5 models for which 
the preindustrial integrations are available (see Table  1). 
These distributions of trends are shown in (Fig. 8). Recall 
that the preindustrial integrations are unforced, so any 
trends occurring therein can be unambiguously attributed to 
the natural climate variability in each model.

In the top row (Fig. 8a–c), we show probability density 
distributions (gray curves, one curve per model) of 27-year 
annual mean SAT trends for the East and West Antarc-
tic regions as well as for the difference in 27-year trends 
between the West and the East. The 27-year length was 
selected to compare these naturally occurring trends with 
the observed ones over a period of comparable length, in 
this case the 1979–2005 time period. For each model, the 
distributions are obtained by computing all consecutive and 

(a) (b) (c)

(f)(e)(d)

Fig. 8   Probability density distributions of annual mean SAT trends 
for periods of 27 years (top) and 46 years (bottom), as computed from 
the CMIP5 preindustrial integrations for East Antarctica (left), West 
Antarctica (middle) and the difference between West and East Ant-
arctica (right). Individual models are shown in gray curves. Vertical 

pink lines individual trends for the 5 reconstructions, over the period 
1979–2005 (top) and 1960–2005 (bottom). Vertical blue line the 
multi-model-mean trend for 1979–2005 (top) and 1960–2005 (bot-
tom) from the CMIP5 historical integrations. Units are in K dec

−1
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overlapping 27-year trends, starting from the first year, for 
each model time series. The probability density distribu-
tions shown in Fig. 8 are then computed from these using a 
kernel density estimator, which performs a non-parametric, 
smoothed fit to the data. The area under each curve is one, 
by construction. The vertical lines show the SAT trends for 
the historical CMIP5 MMM (blue) and all five reconstruc-
tions (pink).

The widths of the distributions highlight the large multi-
decadal variability in each region arising spontaneously 
from coupled climate dynamics, in the absence of any 
anthropogenic forcing. If we consider the vertical lines 
for the 1979–2005 time period, we find that the observed 
trends for East Antarctica are remarkably small relative to 
the natural variability. Even the significant warming trends 
in West Antarctica and the West-East trend asymmetry, 
when taken in the context of the natural variability of the 
models (Fig.  8b, c), fall well within the natural preindus-
trial distributions: it appears difficult, therefore, to attribute 
them primarily to anthropogenic causes, at least in as far as 
the models are able to accurately simulate the natural cli-
mate variability.

Performing a paired t-test on the ensemble of 1979–2005 
CMIP5 trends and the ensemble of preindustrial 27-year 
trends, we find that the CMIP5 ensemble is significantly 
different from the preindustrial ensemble for the East and 
West Antarctica and the West-East difference. Now per-
forming a complementary paired t-test on the unweighted 
mean reconstruction trend, OBS, we find that OBS is not 
significantly different from the preindustrial ensemble for 
East and West Antarctica and also for the West-East differ-
ence. Although, a more rigorous detection-attribution anal-
ysis is required, we have included this simple statistical test 
here to demonstrate that distinguishing the observed SAT 
trends from natural variability is very challenging in this 
region.

The bottom row of Fig.  8 is identical to the top row, 
except that trends are calculated over 46-year segments, 
and the vertical lines show the corresponding trends for the 
reconstructions and CMIP5 MMM for the longer 1960–
2005 period. Again we see that the observed trends fall well 
within the natural variability. We note, however, they are all 
found within the right tail of the distribution, particularly 
for West Antarctica. This suggests that over the longer time 
period, a forced anthropogenic signal – a warming trend, in 
fact – in both the observations and CMIP5 may be emerg-
ing from the climate noise. Nonetheless, again assuming 
we can trust the CMIP5 models in correctly representing 
the Antarctic climate system, that signal appears small 
compared to the natural variability.

As was done above, we perform paired t-tests between 
the 1960–2005 CMIP5 ensemble of SAT trends, OBS and 
the ensemble of 46-year preindustrial trends. Again, we 

find that the CMIP5 ensemble is significantly different 
from the preindustrial ensemble and that OBS is not signifi-
cantly different.

Figure 8 also highlights the spread in the representation 
of natural variability across the models. The shapes and 
widths of the distributions of preindustrial SAT trends (the 
individual gray curves) vary from model to model, reflect-
ing structural differences in model physics and numerics. 
Despite these differences across models, the important role 
of natural variability in the Antarctic region remains clear, 
regardless of which gray curve is considered.

5 � Antarctic SAT and the SAM

Although, in a globally averaged sense, increases in green-
house gases predominantly affect surface temperatures via 
simple energy balance principles, changes in atmospheric 
circulation due to climate change can also affect surface 
temperatures regionally. In the Southern Hemisphere extra-
tropics, increasing greenhouse gases and stratospheric 
ozone depletion have contributed to a positive trend in the 
SAM, the leading mode of atmospheric circulation vari-
ability (Thompson and Wallace 2000). The relationship 
between the SAM and Antarctic SAT anomalies has been 
discussed widely in the literature (Thompson and Solomon 
2002; Shindell 2004; Schneider et  al. 2004; Gillett et  al. 
2006; Marshall 2007; Fogt et al. 2012; Nicolas and Brom-
wich 2014; Previdi and Polvani 2014) with suggestions that 
the SAM trend may have contributed to the observed trends 
in Antarctic SAT, particularly in East Antarctica in autumn 
and along the Peninsula in summer (Marshall 2007). Here 
we revisit the SAM-SAT relationship in the observations 
and contrast it with the one in the CMIP5 models in order 
to better understand the extent to which SAM trends can 
explain the seasonal asymmetry in Antarctic SAT trends.

First, we compare the interannual relationship between 
the SAM and Antarctic SAT in the CMIP5 and AMIP5 
models to an observationally-based estimate. In Fig. 9a we 
regress detrended, annual mean Antarctic SAT from ERA-
Interim onto the detrended, non-normalized, annual mean 
SAM index using sea level pressure (SLP) data from Mar-
shall (2003) for the years 1979–2005. We find the charac-
teristic pattern of negative SAT anomalies over most of the 
continent and positive SAT anomalies over the Peninsula 
(note: the positive anomalies over the Peninsula are some-
what weak and difficult to discern in Fig. 9; Schneider et al. 
2004). Given the biases in the ERA-Interim reanalysis SAT, 
we have also performed the SAM-SAT regression using 
the M10 reconstruction and find that the results are qualita-
tively similar (see Supplementary Figure 1).

We repeat this regression analysis using detrended SLP 
and SAT for each of the CMIP5 and AMIP5 integrations 
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and then compute the MMM of the regression coefficients 
for each ensemble. These are shown in Fig. 9b, c, respec-
tively. We find that although the magnitude of the Antarc-
tic SAM-SAT regression is slightly weaker in the models 
(Marshall and Bracegirdle 2014), the sign and overall spa-
tial pattern agrees with the observationally-based estimate. 
We find a similar result for each season (e.g. MAM is 
shown in Fig. 9d–f and DJF is shown in Fig. 9g–i).

There are two key conclusions to be drawn from 
Fig. 9. First, the ability of the models to capture the inter-
annual Antarctic SAM-SAT relationship reasonably well 
is evidence that the models are not fundamentally flawed 
in this respect. Second, despite the slightly weaker mag-
nitude of the regression patterns, the correlations asso-
ciated with these regression patterns for the CMIP5 and 
AMIP5 models are large, greater than 0.5 (area-averaged 
correlations are shown in the lower left quadrant of each 
panel in Fig. 9). Therefore, to the extent that the observed 

SAM trends are externally forced, the models should be 
able to simulate Antarctic SAT trends that are congruent 
with the SAM trends if, indeed, the SAM is the domi-
nant factor driving the SAT trends and that the interan-
nual SAM-SAT relationship holds on multi-decadal 
timescales.

Second, we now ask whether the interannual SAM-SAT 
relationship shown in Fig.  9 can be used to link 1979–
2005 SAM and SAT trends in both the observations and 
models. Beginning with the observations, Fig.  10a shows 
the SAM trends for the Marshall (2003) time series (gray 
bars) by season. The observations show a statistically sig-
nificant positive trend in the annual mean SAM arising 
from large, significant positive trends in austral summer 
(DJF) and autumn (MAM). The positive trend in DJF has 
been primarily attributed to stratospheric ozone depletion 
(Arblaster and Meehl 2006; Polvani et  al. 2011; Lee and 
Feldstein 2013), while the trend in MAM appears to be 
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Fig. 9   Annual (top), MAM (middle) and DJF (bottom) interannual 
SAM-Antarctic SAT regressions, over the period 1979–2005, for the 
detrended, non-normalized Marshall (2003) SAM index/ERA-Interim 
reanalysis SAT (left), the CMIP5 MMM (middle) and the AMIP5 

MMM (right). Units are in K hPa
−1. Green line in each panel shows 

the division between East and West Antarctica. The corresponding 
area-averaged SAM-SAT correlations are displayed in the bottom left 
quadrant of each panel. Projection: polar stereographic
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dominated by natural variability (see below and Fogt et al. 
2009).

Comparing these SAM trends with the total Antarctic 
SAT trends (Fig.  10b, gray bars), we are confronted with 
conflicting relationships between the SAM and SAT trends. 
On the one hand, we confirm the work of Marshall (2007) 
and others, that, by extending the interannual relation-
ship between the SAM and Antarctic SAT to the historical 
trends, the negative SAT trend in MAM in the observations 
appears to be consistent with the positive trend in the SAM 
in MAM (see Fig. 9d). On the other hand, we find that the 
even larger SAM trend in DJF does not appear to explain 
the observed SAT trend in this season.

We can be more quantitative in our estimate of the role of 
the observed SAM trends in driving SAT trends by comput-
ing the Antarctic SAT trend that would arise assuming that 

the SAM trend were the sole influencing factor (Fig. 10c, 
gray bars) using the detrended SAM-SAT regression coef-
ficients displayed in Fig.  9. We denote these SAT trends as 
the “SAM-predicted” SAT trends (for comparison, we have 
repeated this analysis using the M10 reconstruction, Sup-
plementary Figure 2).

When attributing observed Antarctic SAT trends to the 
SAM via the SAM-predicted trend, several assumptions 
are made in the process: (1) that the interannual SAM-
SAT relationship carries over to multi-decadal timescales, 
(2) that the SAM is an actual driver of the observed SAT 
change, and (3) that the factors influencing Antarctic SAT 
(including the SAM) are linearly additive. Keeping these 
assumptions in mind, we now compare the SAM-predicted 
SAT trends to the observed SAT trends.

In DJF, we find that the observed positive trend in the 
SAM yields a negative SAM-predicted Antarctic SAT 
trend. This disagrees with the actual observed SAT trend 
(which is not significantly different from zero for both the 
total continent and for East Antarctica only, see Table  2) 
indicating that, despite the large SAM trend in DJF, the 
SAM does not play a dominant role in influencing the SAT 
trend in this season. As suggested by Nicolas and Brom-
wich (2014) and Marshall (2007), the fact that there is little 
observed warming in DJF may indicate that a negative SAT 
trend induced by the SAM is offset by a positive SAT trend 
due to anthropogenic radiative forcing. However, it may 
also indicate that the assumptions that were made regarding 
the attribution of the observed trends to the SAM-predicted 
trends may be invalid.

On the contrary, in MAM, it appears that the observed 
SAM trend may contribute to the SAT trend (contrast the 
gray bars in MAM in Fig.  10b, c). Although the SAM-
predicted SAT trends are similar in magnitude to the 
observed SAT trends in MAM, the SAM is not likely the 
only factor driving the observed SAT trends. For exam-
ple, the argument by Nicolas and Bromwich (2014) and 
others that anthropogenic warming is offsetting the SAM-
predicted cooling trends in DJF may also apply to MAM. 
At this point, we can only speculate about what other fac-
tors may act in tandem with the SAM-predicted SAT trends 
and whether they act in a linear or nonlinear way; however, 
examining the forced response in the CMIP5 and AMIP5 
model integrations may provide some insight.

Let us now consider the SAM-SAT trend relationship 
in the models. Both the CMIP5 and AMIP5 MMMs show 
statistically significant SAM trends in DJF and MAM, 
in agreement with the observations (Fig.  10a, blue and 
red bars are for the CMIP5 and AMIP5 MMMs, respec-
tively); however, the magnitudes of the trends in the 
models are somewhat weaker. Again, this does not nec-
essarily imply that the models are “wrong”. The obser-
vational record is one possible realization of the climate 

(a)

(b)

(c)

Fig. 10   1979–2005 annual mean, March–April–May (MAM), 
June–July–August (JJA), September–October–November (SON) 
and December–January–February (DJF). a Southern Annular Mode 
(SAM) trends (hPa dec−1), b Antarctic average SAT trends (K dec

−1

) and c SAM-predicted Antarctic average SAT trends (K dec
−1) using 

the detrended, interannual Antarctic average SAM-SAT regression 
coefficients. In (a) the observed SAM trend is computed using the 
Marshall (2003) data set (gray bars) and the 95 % confidence inter-
vals (CIs) are determined using the first method discussed in Sect. 2. 
In (b) the observed Antarctic SAT trend is computed using the 
unweighted mean of the five reconstructions, OBS (gray bars), and 
the 95 % CIs are determined using the second method discussed in 
Sect. 2. The 95 % CIs of the historical CMIP5 trends (blue bars) and 
the AMIP5 trends (red bars) in (a) and (b) are determined using the 
second method discussed in Sect. 2. In (c) we use the Marshall (2003) 
SAM trend and the Antarctic average SAM-SAT regression coef-
ficients from ERA-Interim to calculate the predicted Antarctic SAT 
trend for the observations (and no CIs are displayed)
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system, which includes both externally forced and inter-
nally variable components. Thomas et  al. (2015) dem-
onstrate that, despite the clear externally forced SAM 
trend in DJF, a large fraction of the observed trend may 
be due to natural variability. In MAM, the discrepancy 
in magnitude between the observed and CMIP5 MMM 
SAM trend, i.e., the externally forced SAM trend, sup-
ports the work of Fogt et  al. (2009), which argues that 
the observed SAM trend is largely due to natural vari-
ability in that season.

Next, we compare the CMIP5 and AMIP5 MMM SAM 
trends to the corresponding total Antarctic SAT trends 
(Fig.  10b). We find little evidence that the interannual 
SAM-SAT relationship in the models carries over to the 
multi-decadal trends (Monaghan et al. 2008, find a similar 
result for the CMIP3 models). In particular, for the CMIP5 
models, in DJF and MAM, the SAT trends are positive, 
despite significantly positive SAM trends.

As was done for the observations, we also compute the 
SAM-predicted SAT trends for the CMIP5 and AMIP5 
models (Fig. 10c). In DJF, the SAM-predicted SAT trends 
for the models are large and negative, in agreement with the 
observations, and like the observations, the SAM-predicted 
trends are very different from the actual SAT trends, both 

in sign and magnitude. In MAM, the CMIP5 and AMIP5 
MMM SAM-predicted SAT trends are also negative, as 
expected from the interannual relationship, yet the actual 
SAT trends are not. Thus, on a continental scale, while 
forced trends in the SAM can be seen in the models, these 
forced trends are not the dominant drivers of the modeled 
Antarctic SAT trends.

Furthermore, the models give some insight into factors 
that may potentially act to offset the negative SAM-pre-
dicted SAT trends shown in Fig.  10c. The CMIP5 MMM 
SAT trends represent the total forced response, including 
both dynamically-driven components, such as trends in 
SAT due to anthropogenic trends in the SAM, and thermo-
dynamically-driven components, such as the direct radia-
tive warming due to greenhouse gases. The results summa-
rized in Fig. 10 suggest that the CMIP5 forced SAT trend 
is dominated by the thermodynamically-driven component, 
which more than offsets any dynamically-driven com-
ponent due to the SAM (the blue bars in Fig.  10b are all 
positive). In the observations, we also have these two dis-
tinct forced components acting on the SAT trends, as well 
as a third component, natural variability, which, we argue, 
accounts for much of the disagreement between the CMIP5 
MMM and the reconstructions.

R2 = 0.05

R2 = 0.11

R2 = 0.08

(a)

(d) (e) (f)

(b) (c)

Fig. 11   Scatter plots of the 1979–2005 MAM (top) and DJF (bot-
tom) SAT trend (K dec

−1) versus the SAM trend (hPa dec−1) for 
total (left), East (middle) and West (right) Antarctica for the his-

torical CMIP5 integrations (blue) and the AMIP5 integrations (red). 
R-squared values that are statistically significant at the 95 % level are 
shown in bold font
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We also contrast the CMIP5 and AMIP5 models. The 
AMIP5 model integrations capture some of the natural 
variability of the 1979–2005 time period by prescribing 
observed SSTs and sea ice. Consequently, as discussed in 
Sect. 3, there is better agreement between the SAT trends 
for the observations and the AMIP5 models, particularly 
in MAM. Upon inspection, we see that the CMIP5 and 
AMIP5 MMM SAM trends in autumn are not significantly 
different, yet the SAT trends are significantly different (see 
Table  3 and Fig.  5e, f). This points to the importance of 
multi-decadal variability, arising from the historical evo-
lution of SSTs and sea ice, in influencing Antarctic SAT 
trends, which may be linked to a more realistic representa-
tion of tropical-Antarctic teleconnections during the 1979–
2005 time period, and the consequent, zonally asymmetric 
features of the SAM, rather than the magnitude of the SAM 
itself (Fogt et al. 2012).

Finally, although the evidence presented here clearly 
indicates that the SAM is not the dominant driver of 
multi-model mean Antarctic SAT trends in the CMIP5 and 
AMIP5 models, we do find that the SAM trend explains 
some of the spread across the simulated SAT trends in the 
models. Figure 11 shows scatter plots of the MAM and DJF 
Antarctic SAT trends for the total continent, East Antarctica 
and West Antarctica. In East Antarctica, the SAM trend is 
negatively correlated with the SAT trend and explains 34 % 
of the spread across the CMIP5 models in MAM and 25 % 
in DJF. In the AMIP5 models, the SAM trends explains 
approximately 53 % of the spread in SAT trends in MAM 
and 50 % in DJF. We find similar results in SON but much 
weaker correlations in June–July–August (JJA).

Bottome line: in the annual mean (not shown), the SAM 
trend explains only 33 % of the variance in the total Antarc-
tic SAT trend across the CMIP5 models and 29 % across 
the AMIP5 models, indicating that the SAM is a contribut-
ing factor but that ∼70% of the variance is determined by 
other processes.

6 � Summary and discussion

Analyzing 40 CMIP5 model integrations, we have shown 
that the CMIP5 multi-model mean (MMM) historical cli-
matology of Antarctic surface air temperatures (SAT) are 
reasonably well simulated, albeit with a slight cold bias rel-
ative to observations and a large model spread. The MMM, 
in particular, is able to capture the large climatological 
East–West difference between the colder surface tempera-
tures over East Antarctica compared to warmer West Ant-
arctica. We have also shown that the CMIP5 and AMIP5 
integrations are able to qualitatively capture the continen-
tal-scale negative interannual relationship between Antarc-
tic SAT and the SAM.

However, in spite of this realistic climatology and inter-
annual variability, we have shown that the MMM Antarctic 
temperature trends of the CMIP5 models differ consider-
ably from those observed over the past several decades. 
The key discrepancy rests in the models showing a uniform 
warming over the entire continent in all seasons, whereas 
the observed trends show much greater warming over the 
West of the Antarctic continent in spring and a widespread 
cooling over the East in autumn, resulting in a distinct spa-
tially asymmetric pattern of SAT trends in the annual mean. 
Because of this lack of spatial asymmetry, the CMIP5 
MMM exhibits a total Antarctic SAT trend, over the satel-
lite era, that is almost an order of magnitude larger than the 
one seen in the observations.

The large qualitative and quantitative discrepancy 
between observed and model-simulated MMM trends can 
be interpreted in two ways: either the models are crucially 
flawed or the observed trends are dominated by natural 
climate fluctuations. The possibility that the models are 
seriously flawed cannot be discounted at this time, but is 
difficult to reconcile with (1) their reasonably accurate sim-
ulation of the climatological asymmetry in SAT between 
East and West Antarctica (Fig. 1), (2) the reduced discrep-
ancy between MMM and OBS SAT trends when observed 
SSTs and sea ice are prescribed in the AMIP5 integrations 
(Fig. 5), and (3) the models’ qualitative ability to simulate 
the interannual SAM-Antarctic SAT relationship (Fig.  9). 
That said, continued research to quantify biases will further 
our understanding of the relative contributions of anthropo-
genic forcing and multi-decadal variability to the simulated 
and observed trends.

The second possibility, that large natural climate fluctua-
tions are overwhelming a relatively smaller forced signal in 
Antarctic SAT is, we here suggest, the more likely explana-
tion for the discrepancy. This explanation finds additional 
support in the width of the distribution functions of multi-
decadal trends, as computed from the CMIP5 preindustrial 
integrations. We have shown that the observed trends, as 
well as the simulated forced trends, lie well within the nat-
ural variability of the models. This is particularly true for 
the shorter 1979–2005 satellite period.

We have also examined the role of the SAM in driv-
ing the trends in Antarctic SAT in both the observations 
and the models. Although the SAM likely contributes 
to the observed SAT trend in MAM, we find that there is 
little evidence that this is a response to external forcings. 
Rather, our analysis of the observed SAM and SAT trends 
in autumn supports the hypothesis that multi-decadal vari-
ability is the dominant factor influencing Antarctic SAT in 
the satellite era. This confirms and extends earlier work on 
historical SAM trends (Fogt et al. 2009).

The key role of natural variability that emerges from 
our analysis is also supported by the findings Ding et  al. 
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(2011); Schneider et al. (2012); Fogt and Wovrosh (2015); 
Clem and Fogt (2015) and Clem and Renwick (2015), who 
have argued that tropical Pacific SSTs play a key role in 
controlling the warming observed over West Antarctica. 
While not emphasized by the authors, a similar result can 
also be seen in the study of Steig et al. (2009), who where 
able to simulate the warming of West Antarctica, including 
the Peninsula, with a single atmospheric model integra-
tion by prescribing the observed SSTs and sea ice concen-
trations as part of the model input. As one can see in their 
Fig. 4, the role of anthropogenic forcings in their model is 
remarkably small in comparison.

Further evidence for the large role played by natural 
variability is adduced by noting that MMM trends analyzed 
here for the CMIP5 models appear to be quite different 
from those produced by the CMIP3 models. Notably, the 
CMIP3 MMM trends show a clear warming of the Penin-
sula in the annual mean (see Fig. 17 of Chapman and Walsh 
2007). Careful examination of that figure, however, reveals 
that the amplitude of the CMIP3 MMM trends are almost 
an order of magnitude smaller than the observed ones. 
Furthermore, the CMIP3 MMM also shows warming sig-
nals over the Ross sea and a large fraction of the Southern 
Ocean (Indian sector) where no trends exist in the observa-
tions. Finally, we also note that only 11 simulations were 
used to construct the CMIP3 MMM, whereas we have used 
40 in this study. Beyond such details, we believe the very 
fact that the CMIP3 and CMIP5 MMM show quite differ-
ent patterns of annual Antarctic SAT trends can be taken 
as additional evidence for the importance of natural climate 
variability in controlling temperature trends over the Ant-
arctic continent.

Lastly, setting aside all modeling evidence, we argue 
that the observations themselves appear to suggest that nat-
ural variability may be a big player in the Antarctic climate 
system (Simpkins et  al. 2013; Thomas et  al. 2013; Fan 
et  al. 2014). For instance, Fan et  al. (2014) have recently 
demonstrated that, over the Southern Ocean (50−70

◦
S) in 

summer, atmospheric, oceanic and sea-ice trends have all 
changed sign in the decades before and after 1978, provid-
ing strong evidence for multi-decadal climate variability in 
this region. And, as we have shown in Sect.  3 above, the 
spatial and seasonal asymmetry in Antarctic SAT trends are 
much weaker over the longer 1960–2005 period than over 
the shorter 1979–2005 period. This is exactly what one 
would expect from unforced, natural climate variations: 
regional trends become smaller as the averaging period is 
made longer, as short-term positive and negative trends tend 
to cancel out. Of course, longer observations and improved 
models are needed to determine the precise causes for the 
observed trends: what the results of this paper indicate is 
that natural variability is likely to be a key player.
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