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#### Abstract

This paper studies the degrees of freedom (DoF) of two-way $2 \times 2 \times 2$ MIMO interference networks, a class of twoway four-unicast networks. We first provide upper and lower bounds on the sum DoF of general two-way $2 \times 2 \times 2$ MIMO interference networks with any number of antennas in each node. We then investigate the special case where all user nodes have $M$ antennas and relay nodes have $N$ antennas, and provide the simplified bounds on the sum DoF. We show that our proposed achievable rate for this special case is higher than the achievable rates recently proposed in [1]. Moreover, for this special case, we obtain the exact DoF $=4 M$ when $N \geq 2 M$, and $\operatorname{DoF}=4 N$ when $M \leq 2 N$.
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## I. Introduction

TWO-WAY relay is an effective approach to improving spectral efficiency in wireless networks [2], [3], where a pair of user nodes exchange information via the intermediate relay node in two phases: the multiple-access phase and broadcast phase. Specifically, in the multiple-access phase, the two user nodes transmit their messages simultaneously to the relay node; while in the broadcast phase the relay node broadcasts the superimposed signal to the two user nodes. Each user node extracts its intended information through self-interference cancellation. Multi-pair two-way relay has also been considered where a common relay node is used to facilitate simultaneous information exchanges of multiple user pairs. To mitigate the inter-pair interference, either some orthogonal multiple-access scheme is employed to assign different user pairs to different orthogonal resources [4], [5], or the MIMO technique such as beamforming [6], [7] or interference alignment [8] is applied. In this paper, our objective is to investigate the fundamental performance limit of a two-way MIMO relay network with two pairs of user nodes and two relays, known as a $2 \times 2 \times 2$ network, in terms of its degrees of freedom.
Even though the one-way $2 \times 2 \times 2$ SISO interference network has two degrees of freedom (DoF), reccently in [9] we

[^0]showed that the DoF of the two-way $2 \times 2 \times 2$ SISO interference network is no larger than $8 / 3$ indicating that the bidirectional links cannot double the DoF for this network. Finitefield two-way $2 \times 2 \times 2$ SISO models are also studied in [10], [11], which is however not applicable to Gaussian models. The two-way $2 \times 2 \times 2$ interference network is a class of two-way four-unicast networks, also known as the two-way layered interference channel.

In this paper, we study the DoF for the two-way $2 \times 2 \times 2$ MIMO interference network. It is shown in [12] that for the one-way $2 \times 2 \times 2$ interference network with $M$ antennas at all terminals, the DoF is $2 M$. And in [13] the DoF of the general one-way $2 \times 2 \times 2$ MIMO interference network is obtained. Also, the DoF of a symmetric one-way $2 \times 2 \times 2$ MIMO interference network with a non-symmetric delayed feedback is investigated in [14]. Moreover, recently in [1], three different achievability strategies are proposed for the two-way $2 \times 2 \times 2$ MIMO interference network where all user nodes have $M$ antennas and relay nodes have $N$ antennas.

The main contribution of this paper is to provide upper and lower bounds on the DoF for the general two-way $2 \times 2 \times 2$ MIMO interference network with arbitrary number of antennas at each node. Specifically, a new achievability scheme is proposed that performs an interference neutralization scheme, which exploits side-information inherent to two-way communications so as to obtain both interference neutralization gain and network coding gain. For the case where all user nodes have $M$ antennas and relay nodes have $N$ antennas, we show that our proposed achievability strategy outperforms all achievability strategies in [1]. For this special case, for some cases that $N$ or $M$ is the bottleneck for the transmission, we found the exact DoF, i.e., if $M \geq 2 N$, $\mathrm{DoF}=4 N$ and if $N>2 M$, DoF $=4 M$.
The remainder of this paper is as follows. In Section II, the two-way $2 \times 2 \times 2$ interference channel model is given. In Sections III and IV, we present upper and lower bounds on the DoF of the two-way $2 \times 2 \times 2$ MIMO interference network, respectively. We specialize these bounds to the case where the user nodes have $M$ nodes and the relay nodes have $N$ nodes in Section V. Finally, Section VI concludes the paper.

## II. Channel Model

As shown in Fig. 1, the two-way $2 \times 2 \times 2$ MIMO interference network consists of four transceiver nodes and two relays $R_{1}, R_{2}$. Transceiver node $i$ is equipped with $M_{i}$ antennas and


Fig. 1. A two-way $2 \times 2 \times 2$ MIMO interference network.
consists of transmitter (source) $S_{i}$ and receiver (destination) $D_{q(i)}$, where $q_{i}=i+2$ for $i=1,2$ and $q_{i}=i-2$ for $i=3,4$. Each transmitter $S_{i}$ has one message that is intended for its designated receiver $D_{i}, i \in\{1, \ldots, 4\}$. The relay $R_{k}$ comprises of $N_{k}$ antennas, $k \in\{1,2\}$. Fig. 2 shows the two hops of this system separately. In the first hop (Fig. 2(a)), the signal received at relay $R_{k}, k \in\{1,2\}$, in time slot $m$ is expressed as

$$
\begin{equation*}
\mathbf{y}_{R_{k}}[m]=\sum_{i=1}^{4} \mathbf{H}_{i, R_{k}} \mathbf{x}_{i}[m]+\mathbf{z}_{R_{k}}[m], \tag{1}
\end{equation*}
$$

where $\mathbf{H}_{i, R_{k}}$ is the $N_{k} \times M_{i}$ complex channel matrix from transmitter $S_{i}$ to relay $R_{k}, \mathbf{x}_{i}[m]$ is the $M_{i} \times 1$ signal vector transmitted from $S_{i}, \mathbf{y}_{R_{k}}[m]$ is the $N_{k} \times 1$ signal vector received at relay $R_{k}$ and $\mathbf{z}_{R_{k}}[m]$ is the $N_{k} \times 1$ circularly symmetric complex Gaussian noise vector with i.i.d. zero mean and unit variance entries, $i \in\{1,2,3,4\}, k \in\{1,2\}$. In the second hop (Fig. 2(b)), the signal received at receiver $D_{i}$ in time slot $m$ is given by

$$
\begin{equation*}
\mathbf{y}_{i}[m]=\mathbf{H}_{R_{1}, i} \mathbf{x}_{R_{1}}[m]+\mathbf{H}_{R_{2}, i} \mathbf{x}_{R_{2}}[m]+\mathbf{z}_{i}[m] \tag{2}
\end{equation*}
$$

for $i \in\{1, \ldots, 4\}$, where $\mathbf{H}_{R_{k}, i}$ is the $M_{q(i)} \times N_{k}$ complex channel matrix from relay $R_{k}$ to receiver $D_{i}, \mathbf{x}_{R_{k}}[m]$ is the $N_{k} \times 1$ signal vector transmitted from $R_{k}, \mathbf{y}_{i}[m]$ is the $M_{q(i)} \times$ 1 signal received at receiver $D_{i}$ and $\mathbf{z}_{i}[m]$ is the $M_{q(i)} \times 1$ circularly symmetric complex Gaussian noise vector with i.i.d. zero mean and unit variance entries, $i \in\{1,2,3,4\}, k \in\{1,2\}$. We assume that the channel coefficient values are drawn i.i.d. from a continuous distribution and their magnitudes are bounded from below and above by $H_{\text {min }}$ and $H_{\text {max }}$ respectively as in [15]. Furthermore, the relays are assumed to be causal, which means that the signals transmitted from the relays depend only on the signals received in the past and not on the current received signals and can be described as

$$
\begin{equation*}
\mathbf{x}_{R_{k}}[m]=f\left(\mathbf{Y}_{R_{k}}^{m-1}, \mathbf{X}_{R_{k}}^{m-1}\right) \tag{3}
\end{equation*}
$$

where $\mathbf{X}_{R_{k}}^{m-1} \triangleq\left(\mathbf{x}_{R_{k}}[1], \ldots, \mathbf{x}_{R_{k}}[m-1]\right), \mathbf{Y}_{R_{k}}^{m-1} \triangleq\left(\mathbf{y}_{R_{k}}[1]\right.$, $\left.\ldots, \mathbf{y}_{R_{k}}[m-1]\right)$. We assume that each source $S_{i}$ knows only channels $\mathbf{H}_{i, R_{k}}, k \in\{1,2\}$; each relay knows all the channels; and each destination $D_{i}$ knows only channels $\mathbf{H}_{R_{k}, i}, k \in\{1,2\}$.

(a) The channels from transmitters to the relays.

(b) The channels from relays to the receivers.

Fig. 2. The channels from and to relays in a two-way $2 \times 2 \times 2 \mathrm{MIMO}$ interference network.

The source $S_{i}$ has a message $W_{i}$ that is intended for destination $D_{i}$. $\left|W_{i}\right|$ denotes the size of the message $W_{i}$. The rates $\mathcal{R}_{i}=\frac{\log \left|W_{i}\right|}{n}, i \in\{1,2,3,4\}$ are achievable during $n$ channel uses when $n$ is large enough, if the probability of error can be arbitrarily small for all four messages simultaneously. The capacity region $\mathcal{C}=\left\{\left(\mathcal{R}_{1}, \mathcal{R}_{2}, \mathcal{R}_{3}, \mathcal{R}_{4}\right)\right\}$ represents the set of all achievable quadruples. The sum-capacity is the maximum sum-rate that is achievable, i.e., $\mathcal{C}_{\Sigma}(P)=\sum_{i=1}^{4} \mathcal{R}_{i}^{c}$ where $\left(\mathcal{R}_{1}^{c}, \mathcal{R}_{2}^{c}, \mathcal{R}_{3}^{c}, \mathcal{R}_{4}^{c}\right)=\arg \max _{\left(\mathcal{R}_{1}, \mathcal{R}_{2}, \mathcal{R}_{3}, \mathcal{R}_{4}\right) \in \mathcal{C}} \sum_{i=1}^{4} \mathcal{R}_{i}$ and $P$ is the transmit power at each node (source or relay). The degrees of freedom (DoF) is defined as

$$
\begin{equation*}
D o F \triangleq \lim _{P \rightarrow \infty} \frac{\mathcal{C}_{\Sigma}(P)}{\log P}=\sum_{i=1}^{4} \lim _{P \rightarrow \infty} \frac{\mathcal{R}_{i}^{c}}{\log P}=\sum_{i=1}^{4} d_{i} \tag{4}
\end{equation*}
$$

where $d_{i} \triangleq \lim _{P \rightarrow \infty} \frac{\mathcal{R}_{i}^{c}}{\log P}$ is the DoF of source $S_{i}$, for $i \in$ $\{1,2,3,4\}$.

## III. DoF Upper Bounds

In [9], an upper bound on the DoF of two-way $2 \times 2 \times 2$ SISO interference networks is given. Next we generalize that bound to the MIMO case with any number of antennas in each node.

Theorem 1: For the general two-way $2 \times 2 \times 2 \mathrm{MIMO}$ interference network, $\operatorname{DoF} \leq \frac{2}{3} \max \left\{M_{1}+M_{3}, N_{1}+N_{2}\right\}+$ $\frac{2}{3} \max \left\{M_{2}+M_{4}, N_{1}+N_{2}\right\}$.

Proof: For the upper bound, we assume that the relays have access to each other's message as side information. Consider $n$ time slots of the channel use and assume that $n R_{i}$ represents the maximum rate achievable for transmitter $i$ in the total $n$ time slots. Define $\mathbf{Y}_{i}^{n} \triangleq\left(\mathbf{y}_{i}[1], \ldots, \mathbf{y}_{i}[n]\right)$ and $\mathbf{X}_{i}^{n} \triangleq$ $\left(\mathbf{x}_{i}[1], \ldots, \mathbf{x}_{i}[n]\right)$. We also define $\mathbf{H}_{j, R} \triangleq\left[\begin{array}{ll}\mathbf{H}_{j, R_{1}} & \left.\mathbf{H}_{j, R_{2}}\right] \text {, }\end{array}\right.$ $\mathbf{Y}_{R}^{n} \triangleq\left[\begin{array}{ll}\mathbf{Y}_{R_{1}}^{n} & \mathbf{Y}_{R_{2}}^{n}\end{array}\right]$, and $\quad \mathbf{Z}_{R}^{n} \triangleq\left[\begin{array}{ll}\mathbf{Z}_{R_{1}}^{n} & \mathbf{Z}_{R_{2}}^{n}\end{array}\right]$, where $\quad \mathbf{Y}_{R_{k}}^{n} \triangleq$ $\left(\mathbf{y}_{R_{k}}[1], \ldots, \mathbf{y}_{R_{k}}[n]\right)$ and $\mathbf{Z}_{R_{k}}^{n} \triangleq\left(\mathbf{z}_{R_{k}}[1], \ldots, \mathbf{z}_{R_{k}}[n]\right)$. Then, we have:

$$
\begin{aligned}
& n R_{3} \\
& \stackrel{(a)}{\leq} I\left(W_{3} ; \mathbf{Y}_{3}^{n}\right)+n \epsilon_{n} \\
& \stackrel{(b)}{\leq} I\left(W_{3} ; \mathbf{Y}_{3}^{n} \mid W_{1}\right)+n \epsilon_{n} \\
& \stackrel{(c)}{\leq} I\left(W_{3} ; \mathbf{Y}_{R}^{n} \mid W_{1}\right)+n \epsilon_{n} \\
& =h\left(\mathbf{Y}_{R}^{n} \mid W_{1}\right)-h\left(\mathbf{Y}_{R}^{n} \mid W_{1}, W_{3}\right)+n \epsilon_{n} \\
& =h\left(\mathbf{Y}_{R}^{n} \mid W_{1}\right)-I\left(\mathbf{Y}_{R}^{n} ; W_{2}, W_{4} \mid W_{1}, W_{3}\right) \\
& -h\left(\mathbf{Y}_{R}^{n} \mid W_{1}, W_{3}, W_{2}, W_{4}\right)+n \epsilon_{n} \\
& \stackrel{(d)}{=} h\left(\mathbf{Y}_{R}^{n} \mid W_{1}\right)-I\left(\mathbf{Y}_{R}^{n} ; W_{2}, W_{4} \mid W_{1}, W_{3}\right)-h\left(\mathbf{Z}_{R}^{n}\right) \\
& +n \epsilon_{n} \\
& =h\left(\mathbf{Y}_{R}^{n} \mid W_{1}\right)-H\left(W_{2}, W_{4} \mid W_{1}, W_{3}\right) \\
& +H\left(W_{2}, W_{4} \mid W_{1}, W_{3}, \mathbf{Y}_{R}^{n}\right)-2 n\left(N_{1}+N_{2}\right) \log (2 \pi e) \\
& +n \epsilon_{n} \\
& \stackrel{(e)}{\leq} h\left(\mathbf{Y}_{R}^{n} \mid W_{1}\right)-H\left(W_{2}, W_{4}\right) \\
& +H\left(W_{2}, W_{4} \mid \mathbf{Y}_{R}^{n}-\mathbf{H}_{1, R} \mathbf{X}_{1}^{n}-\mathbf{H}_{3, R} \mathbf{X}_{3}^{n}\right) \\
& -2 n\left(N_{1}+N_{2}\right) \log (2 \pi e)+n \epsilon_{n} \\
& =h\left(\mathbf{Y}_{R}^{n} \mid W_{1}\right)-H\left(W_{2}, W_{4}\right) \\
& +H\left(W_{2}, W_{4} \mid \mathbf{H}_{2, R} \mathbf{X}_{2}^{n}+\mathbf{H}_{4, R} \mathbf{X}_{4}^{n}+\mathbf{Z}_{R}^{n}\right) \\
& -2 n\left(N_{1}+N_{2}\right) \log (2 \pi e)+n \epsilon_{n} \\
& \stackrel{(f)}{\leq} h\left(\mathbf{Y}_{R}^{n} \mid W_{1}\right)-H\left(W_{2}, W_{4}\right)-2 n\left(N_{1}+N_{2}\right) \log (2 \pi e) \\
& +\left(M_{2}+M_{4}-N_{1}-N_{2}\right)^{+}\left(\log \left(2 \pi e\left(2 H_{\max }^{2} P\right)\right)^{n}\right) \\
& +n \epsilon_{n}^{\prime}+n \epsilon_{n} \\
& \stackrel{(g)}{\leq} h\left(\mathbf{Y}_{R}^{n}\right)-H\left(W_{2}, W_{4}\right)-2 n\left(N_{1}+N_{2}\right) \log (2 \pi e) \\
& +\left(M_{2}+M_{4}-N_{1}-N_{2}\right)^{+}\left(\log \left(2 \pi e\left(2 H_{\max }^{2} P\right)\right)^{n}\right) \\
& +n \epsilon_{n}^{\prime \prime}
\end{aligned}
$$

$$
\begin{align*}
\stackrel{(h)}{\leq} & h\left(\mathbf{Y}_{R_{1}}^{n}\right)+h\left(\mathbf{Y}_{R_{2}}^{n}\right)-H\left(W_{2}, W_{4}\right) \\
& -2 n\left(N_{1}+N_{2}\right) \log (2 \pi e) \\
& +\left(M_{2}+M_{4}-N_{1}-N_{2}\right)^{+}\left(\log \left(2 \pi e\left(2 H_{\max }^{2} P\right)\right)^{n}\right) \\
& +n \epsilon_{n}^{\prime \prime} \\
\stackrel{(i)}{\leq} & \left(N_{1}+N_{2}\right)\left(\log \left(2 \pi e\left(4 H_{\max }^{2} P+1\right)\right)^{n}\right) \\
& -H\left(W_{2}, W_{4}\right)-2 n\left(N_{1}+N_{2}\right) \log (2 \pi e) \\
& +\left(M_{2}+M_{4}-N_{1}-N_{2}\right)^{+}\left(\log \left(2 \pi e\left(2 H_{\max }^{2} P\right)\right)^{n}\right) \\
& +n \epsilon_{n}^{\prime \prime},
\end{align*}
$$

where $(a)$ follows since the transmission rate is less than or equal to the mutual information between the message and the received signal, and $\epsilon_{n}$ can be arbitrarily small by increasing $n$; $(b)$ follows since $I\left(W_{3} ; \mathbf{Y}_{3}^{n} \mid W_{1}\right)-I\left(W_{3} ; \mathbf{Y}_{3}^{n}\right)=I\left(W_{3} ; \mathbf{Y}_{3}^{n} ; W_{1}\right) \geq$ $-\min \left\{I\left(W_{3} ; \mathbf{Y}_{3}^{n}\right), I\left(W_{1} ; \mathbf{Y}_{3}^{n}\right), I\left(W_{3} ; W_{1}\right)\right\}=0 \quad$ as $I\left(W_{3} ;\right.$ $\left.\left.W_{1}\right)=0\right) ;(c)$ holds since $W_{3} \rightarrow \mathbf{Y}_{R}^{n} \rightarrow \mathbf{Y}_{3}^{n} ;(d)$ follows since by subtracting the contributions of $\mathbf{X}_{i}^{n}, i=1, \ldots, 4$ from $\mathbf{Y}_{R}^{n}$, we will only have Gaussian noise at the relays; (e) follows from Lemma 1 below; $(f)$ follows from Lemma 2 below; $(g)$ holds because conditioning decreases the entropy; $(h)$ holds since $h(X, Y) \leq h(X)+h(Y)$; and $(i)$ holds since $\mathbf{y}_{R_{i}}$ is in the form of (1), with $\left|H_{i, R_{k}}[m]\right| \leq H_{\max }$, and $X_{i} \sim \mathcal{C N}(0, P)$.

Lemma 1: The following inequality holds:

$$
\begin{align*}
& H\left(W_{2}, W_{4} \mid W_{1}, W_{3}, \mathbf{Y}_{R}^{n}\right) \\
& \leq H\left(W_{2}, W_{4} \mid \mathbf{Y}_{R}^{n}-\mathbf{H}_{1, R} \mathbf{X}_{1}^{n}-\mathbf{H}_{3, R} \mathbf{X}_{3}^{n}\right) \tag{6}
\end{align*}
$$

Proof: For any $X$ and $Y$, the following relations hold:

$$
\begin{equation*}
H(X \mid Y)=H(X \mid Y, f(Y)) \leq H(X \mid f(Y)) \tag{7}
\end{equation*}
$$

where the equality follows from the fact that $f(Y)$ is only a function of $Y$ and the inequality follows from the fact that conditioning reduces entropy. Therefore, since $\mathbf{X}_{1}^{n}$ and $\mathbf{X}_{3}^{n}$ are functions of $W_{1}, W_{3}$, and $\mathbf{Y}_{R}^{n}$, it can be seen that (6) follows from (7).

Lemma 2: The following inequality holds:

$$
\begin{align*}
& H\left(W_{2}, W_{4} \mid \mathbf{H}_{2, R} \mathbf{X}_{2}^{n}+\mathbf{H}_{4, R} \mathbf{X}_{4}^{n}+\mathbf{Z}_{R}^{n}\right) \\
& \leq\left(M_{2}+M_{4}-N_{1}-N_{2}\right)^{+}\left(\log \left(2 \pi e\left(2 H_{\max }^{2} P\right)\right)^{n}\right)+n \epsilon_{n}^{\prime} \tag{8}
\end{align*}
$$

Proof: The signal $\quad \mathbf{H}_{2, R} \mathbf{X}_{2}^{n}+\mathbf{H}_{4, R} \mathbf{X}_{4}^{n}+\mathbf{Z}_{R}^{n} \quad$ includes $N_{1}+N_{2}$ equations, but $\left[\mathbf{X}_{2}^{n} \mathbf{X}_{4}^{n}\right]$ includes streams from $M_{2}+$ $M_{4}$ antennas. If we consider another $\left(M_{2}+M_{4}-N_{1}-N_{2}\right)^{+}$ sets of equations as $\mathbf{H}_{2, R}^{\prime} \mathbf{X}_{2}^{n}+\mathbf{H}_{4, R}^{\prime} \mathbf{X}_{4}^{n}$ such that all of the entries of $\mathbf{H}_{i, R}^{\prime}$ are chosen independently from the same continuous distribution as $\mathbf{H}_{i, R}$, then having $M_{2}+M_{4}$ streams of signals $\mathbf{H}_{2, R} \mathbf{X}_{2}^{n}+\mathbf{H}_{4, R} \mathbf{X}_{4}^{n}$ together with $\mathbf{H}_{2, R}^{\prime} \mathbf{X}_{2}^{n}+\mathbf{H}_{4, R}^{\prime} \mathbf{X}_{4}^{n}$ allows us to decode the transmitted $M_{2}+M_{4}$ streams, i.e.,
[ $\mathbf{X}_{2}^{n} \mathbf{X}_{4}^{n}$ ], with probability one. Therefore we can write:

$$
\begin{aligned}
& H\left(W_{2}, W_{4} \mid \mathbf{H}_{2, R} \mathbf{X}_{2}^{n}+\mathbf{H}_{4, R} \mathbf{X}_{4}^{n}+\mathbf{Z}_{R}^{n}\right) \\
& =I\left(\mathbf{H}_{2, R}^{\prime} \mathbf{X}_{2}^{n}+\mathbf{H}_{4, R}^{\prime} \mathbf{X}_{4}^{n} ; W_{2}, W_{4} \mid \mathbf{H}_{2, R} \mathbf{X}_{2}^{n}+\mathbf{H}_{4, R} \mathbf{X}_{4}^{n}+\mathbf{Z}_{R}^{n}\right) \\
& \quad+H\left(W_{2}, W_{4} \mid \mathbf{H}_{2, R} \mathbf{X}_{2}^{n}+\mathbf{H}_{4, R} \mathbf{X}_{4}^{n}+\mathbf{z}_{R}^{n}, \mathbf{H}_{2, R}^{\prime} \mathbf{X}_{2}^{n}+\mathbf{H}_{4, R}^{\prime} \mathbf{X}_{4}^{n}\right) \\
& \stackrel{(a)}{\leq} I\left(\mathbf{H}_{2, R}^{\prime} \mathbf{X}_{2}^{n}+\mathbf{H}_{4, R}^{\prime} \mathbf{X}_{4}^{n} ; W_{2}, W_{4} \mid \mathbf{H}_{2, R} \mathbf{X}_{2}^{n}+\mathbf{H}_{4, R} \mathbf{X}_{4}^{n}+\mathbf{Z}_{R}^{n}\right) \\
& \quad+n \epsilon_{n}^{\prime}
\end{aligned}
$$

$$
\stackrel{(b)}{\leq} h\left(\mathbf{H}_{2, R}^{\prime} \mathbf{X}_{2}^{n}+\mathbf{H}_{4, R}^{\prime} \mathbf{X}_{4}^{n}\right)+n \epsilon_{n}^{\prime}
$$

$$
\stackrel{(c)}{\leq}\left(M_{2}+M_{4}-N_{1}-N_{2}\right)^{+}\left(\log \left(2 \pi e\left(2 H_{\max }^{2} P\right)\right)^{n}\right)
$$

$$
\begin{equation*}
+n \epsilon_{n}^{\prime} \tag{9}
\end{equation*}
$$

where (a) follows from Fano's inequality and the fact that probability of error in decoding $W_{2}$ and $W_{4}$ given $\mathbf{X}_{2}^{n}$ and $\mathbf{X}_{4}^{n}$ with a limited noise goes to zero based on the the discussion at the beginning of the proof for high SNR; (b) follows from the fact that the mutual information between two signals is less than or equal to the entropy of each individual signal; and $(c)$ holds since each of the $M_{2}+M_{4}-N_{1}-N_{2}$ streams in $\mathbf{H}_{2, R}^{\prime} \mathbf{X}_{2}^{n}+\mathbf{H}_{4, R}^{\prime} \mathbf{X}_{4}^{n}$ is with channel entries upper bounded by $H_{\max }$, and the transmitted signals from each antenna has distribution $\mathcal{C N}(0, P)$.

Dividing both sides of (5) by $n \log P$, and using $n\left(R_{2}+R_{4}-\epsilon_{n}^{\prime \prime \prime}\right) \leq I\left(W_{2} ; \mathbf{Y}_{2}\right)+I\left(W_{4} ; \mathbf{Y}_{4}\right)=H\left(W_{2}\right)-$ $H\left(W_{2} \mid \mathbf{Y}_{2}\right)+H\left(W_{4}\right)-H\left(W_{4} \mid \mathbf{Y}_{4}\right) \leq H\left(W_{2}\right)+H\left(W_{4}\right)=$ $H\left(W_{2}, W_{4}\right)$, results in:

$$
\begin{align*}
& \frac{R_{3}}{\log P} \\
& \leq \frac{\left(N_{1}+N_{2}\right) \log \left(2 \pi e\left(4 H_{\max }^{2} P+1\right)\right)^{n}}{n \log P} \\
& \quad-\frac{\left(R_{2}+R_{4}-\epsilon_{n}^{\prime \prime \prime}\right)}{\log P}-\frac{2 n\left(N_{1}+N_{2}\right) \log (2 \pi e)}{n \log P} \\
& \quad+\frac{\left(M_{2}+M_{4}-N_{1}-N_{2}\right)^{+} \log \left(2 \pi e\left(2 H_{\max }^{2} P+1\right)\right)^{n}}{n \log P} \\
& \quad+\frac{\epsilon_{n}^{\prime \prime}}{\log P}, \tag{10}
\end{align*}
$$

and with $n \rightarrow \infty$ and $P \rightarrow \infty$, we obtain the following bound:

$$
\begin{align*}
d_{2}+d_{3}+d_{4} & \leq\left(N_{1}+N_{2}\right)+\left(M_{2}+M_{4}-N_{1}-N_{2}\right)^{+} \\
& =\max \left\{M_{2}+M_{4}, N_{1}+N_{2}\right\} . \tag{11}
\end{align*}
$$

Similarly, we also have

$$
\begin{align*}
d_{1}+d_{2}+d_{3} & \leq \max \left\{M_{1}+M_{3}, N_{1}+N_{2}\right\}  \tag{12}\\
d_{1}+d_{2}+d_{4} & \leq \max \left\{M_{2}+M_{4}, N_{1}+N_{2}\right\}  \tag{13}\\
d_{1}+d_{3}+d_{4} & \leq \max \left\{M_{1}+M_{3}, N_{1}+N_{2}\right\} \tag{14}
\end{align*}
$$

Summing up (11)-(14) we get $3\left(d_{1}+d_{2}+d_{3}+d_{4}\right) \leq$ $2 \max \left\{M_{1}+M_{3}, N_{1}+N_{2}\right\}+2 \max \left\{M_{2}+M_{4}, N_{1}+N_{2}\right\}$ which completes the proof of Theorem 1.

Remark 1: When $M_{i}=1, i=1,2,3,4, N_{k}=1, k=1,2$, we obtain $D o F=8 / 3$ which is the upper bound given in [9].

The following two theorems are simple cut-set bounds:
Theorem 2: For the general two-way MIMO $2 \times 2 \times 2$ relay network, $D o F \leq 2\left(N_{1}+N_{2}\right)$.

Proof: The proof follows from the fact that the DoF in each direction is upper bounded by the number of relays $N_{1}+N_{2}$.

Theorem 3: For the general two-way MIMO $2 \times 2 \times 2$ relay network, $D o F \leq M_{1}+M_{2}+M_{3}+M_{4}$.

Proof: The proof follows from the fact that the DoF is bounded by the total number of transmit antennas.

## IV. DoF Lower Bounds

We first give the following two lower bounds on the DoF of two-way $2 \times 2 \times 2$ MIMO interference networks.

Theorem 4: For the general two-way $2 \times 2 \times 2$ MIMO interference network we have $\operatorname{DoF} \geq 2 \min \left\{N_{1}+N_{2}\right.$, max $\{\min$ $\left.\left.\left\{M_{1}, M_{3}\right\}, \min \left\{M_{2}, M_{4}\right\}\right\}\right\}$.

Proof: If nodes $S_{2}$ and $S_{4}$ in Fig. 1 are silent, then the channel can be seen as a two-way $1 \times 1 \times 1$ MIMO interference network formed by $S_{1}$, a super relay node consisting of $R_{1}$ and $R_{2}$ together, and $S_{3}$. This channel can achieve the DoF of $\min \left\{N_{1}+N_{2}, M_{1}, M_{3}\right\}$ in each direction by simply forwarding the sum of the received signals at the super relay node, which is the sum of the two messages from $S_{1}$ and $S_{3}$ (with a total DoF of $2 \min \left\{N_{1}+N_{2}, M_{1}, M_{3}\right\}$ ). By using $S_{2}$ and $S_{4}$ instead of $S_{1}$ and $S_{3}$, the $\operatorname{DoF}$ of $2 \min \left\{N_{1}+N_{2}, M_{2}, M_{4}\right\}$ is achievable. Therefore, the maximum of these two bounds, i.e., $2 \min \left\{N_{1}+N_{2}, \max \left\{\min \left\{M_{1}, M_{3}\right\}, \min \left\{M_{2}, M_{4}\right\}\right\}\right\}$ is achievable, as well.

Theorem 5: For the general two-way $2 \times 2 \times 2 \mathrm{MIMO}$ interference network, we have $\operatorname{DoF} \geq \min \left\{\max \left\{N_{1}, N_{2}\right\}\right.$, $\left.2 \min \left\{M_{1}, M_{3}\right\}+2 \min \left\{M_{2}, M_{4}\right\}\right\}$.

Proof: Without loss of generality, assume $N_{1} \leq N_{2}$. We divide the proof into two parts:

1) If $N_{2} \geq 2 \min \left\{M_{1}, M_{3}\right\}+2 \min \left\{M_{2}, M_{4}\right\}$, i.e., the total number of transmit antennas is no more than $N_{2}$, assume nodes $S_{1}$ and $S_{3}$ transmit only from their top $\min \left\{M_{1}, M_{3}\right\}$ antennas and nodes $S_{2}$ and $S_{4}$ transmit only from their top $\min \left\{M_{2}, M_{4}\right\}$ antennas. The relay $R_{2}$ is able to decode all messages by solving a set of linear equations since the number of received signals is no less than the number of messages. Then, $R_{2}$ broadcasts the decoded messages to the destinations, and achieves the DoF of $2 \min \left\{M_{1}, M_{3}\right\}+2 \min \left\{M_{2}, M_{4}\right\}$, as it is no more than $\min \left\{N_{2}, \sum_{i=1}^{4} M_{i}\right\}$ suggested by Lemma 3 below.
2) If $N_{2}<2 \min \left\{M_{1}, M_{3}\right\}+2 \min \left\{M_{2}, M_{4}\right\}$, then only a total of $N_{2}$ antennas in sources transmit and using the same argument as above, it can be seen that the signals will be decoded in relay $R_{2}$ and then in their corresponding destinations, as the DoF of $N_{2}$ is suggested by Lemma 3 below (since $N_{2}<2 \min \left\{M_{1}, M_{3}\right\}+2 \min \left\{M_{2}, M_{4}\right\}$, we get $\min \left\{N_{2}, \sum_{i=1}^{4} M_{i}\right\}=N_{2}$ ).

Lemma 3: [16] The DoF of a broadcast channel with $N$ antennas at the transmitter and $M_{i}$ antennas at receiver $i$, $i=1, \ldots, K$, is $\min \left\{N, \sum_{i=1}^{K} M_{i}\right\}$.

The following theorem provides a lower bound on the DoF of the $2 \times 2 \times 2$ MIMO interference network based on the DoF for each source-destination pair.

Theorem 6: If $d_{1}, d_{2}, d_{3}, d_{4}$ are non-negative integers that satisfy the following conditions:

- $d_{1}, d_{3} \leq \min \left\{M_{1}, M_{3}, N_{1}+N_{2}\right\}$,
- $d_{2}, d_{4} \leq \min \left\{M_{2}, M_{4}, N_{1}+N_{2}\right\}$,
- $d_{1}+d_{2}, d_{3}+d_{4} \leq N_{1}+N_{2}$,
- $2\left(d_{1} d_{4}+d_{1} d_{2}+d_{3} d_{4}+d_{2} d_{3}\right) \leq N_{1}^{2}+N_{2}^{2}-1$,
then the DoF of $\sum_{i=1}^{4} d_{i}$ is achievable.
Proof: We show that if all the conditions in the theorem statement hold, each source-destination pair $\left(S_{i}, D_{i}\right), i \in\{1, \ldots, 4\}$ can achieve the DoF of $d_{i}$. The first two conditions in the theorem statement ensure that the DoF for each link is no more than the number of transmit antennas, the number of receive antennas, and also the number of antennas in the relay between them. The third condition ensures that the DoF in each direction is no more than the number of relay antennas. In the following, we show that by adding the fourth condition, the DoF of $\left(d_{1}, d_{2}, d_{3}, d_{4}\right)$ is achievable.

The received signals at relays are given in (1). Then, each relay $R_{i}, i \in\{1,2\}$, performs amplify-and-forward by transmitting $\mathbf{V}_{i} \mathbf{y}_{R_{i}}[m]$ using an $N_{i} \times N_{i}$ precoding matrix $\mathbf{V}_{i}$, and the received signals at the destinations are given by:

$$
\begin{equation*}
\mathbf{y}_{i}[m]=\mathbf{H}_{R_{1}, i} \mathbf{V}_{1} \mathbf{y}_{R_{1}}[m]+\mathbf{H}_{R_{2}, i} \mathbf{V}_{2} \mathbf{y}_{R_{2}}[m]+\mathbf{z}_{i}[m] \tag{15}
\end{equation*}
$$

for $i \in\{1, \ldots, 4\}$. Substituting (1) into (15) results in:

$$
\begin{align*}
\mathbf{y}_{i}[m]= & \mathbf{H}_{R_{1}, i} \mathbf{V}_{1}\left(\sum_{j=1}^{4} \mathbf{H}_{j, R_{1}} \mathbf{x}_{j}[m]+\mathbf{z}_{R_{1}}[m]\right) \\
& +\mathbf{H}_{R_{2}, i} \mathbf{V}_{2}\left(\sum_{j=1}^{4} \mathbf{H}_{j, R_{2}} \mathbf{x}_{j}[m]+\mathbf{z}_{R_{2}}[m]\right)+\mathbf{z}_{i}[m], \tag{16}
\end{align*}
$$

for $i \in\{1, \ldots, 4\}$. We assume that each transmitter $S_{i}$ transmits signals from the top $d_{i}$ antennas and nothing from the rest of the antennas. We will show the existence of $\mathbf{V}_{1}$ and $\mathbf{V}_{2}$ such that each receiver $D_{i}$ can decode the $d_{i}$ information streams from its corresponding transmitter $S_{i}$, and then the proof of achievability will be complete.

Now, we analyze the interfering signals that should be nulled. For destination $D_{1}$, the signal $\mathbf{x}_{1}[m]$ is the intended signal and the receiver knows $\mathbf{x}_{3}[m]$ as it is transmitter $S_{3}$ as well. Therefore, the interference from the signals $\mathbf{x}_{2}[m]$ and $\mathbf{x}_{4}[m]$ should be nulled at destination $D_{1}$.

1) The interfering signal from $\mathrm{x}_{4}[m]$ to $D_{1}$ :

$$
\begin{align*}
\mathbf{q}_{4 \rightarrow 1}[m]= & \underbrace{\left(\mathbf{H}_{R_{1}, 1} \mathbf{V}_{1} \mathbf{H}_{4, R_{1}}+\mathbf{H}_{R_{2,1}} \mathbf{V}_{2} \mathbf{H}_{4, R_{2}}\right)}_{\triangleq \mathbf{G}_{4 \rightarrow 1}} \\
& \times\left[x_{4}^{(1)}[m], \ldots, x_{4}^{\left(d_{4}\right)}[m], 0, \ldots, 0\right]^{T} \tag{17}
\end{align*}
$$

where $x_{i}^{(j)}[m]$ represents the $j^{\text {th }}$ entry of vector $\mathbf{x}_{i}[m]$.
2) The interfering signal from $\mathrm{x}_{2}[m]$ to $D_{1}$ :

$$
\begin{align*}
\mathbf{q}_{2 \rightarrow 1}[m]= & \underbrace{\left(\mathbf{H}_{R_{1}, 1} \mathbf{V}_{1} \mathbf{H}_{2, R_{1}}+\mathbf{H}_{R_{2}, 1} \mathbf{V}_{2} \mathbf{H}_{2, R_{2}}\right)}_{\triangleq \mathbf{G}_{2 \rightarrow 1}} \\
& \times\left[x_{2}^{(1)}[m], \ldots, x_{2}^{\left(d_{2}\right)}[m], 0, \ldots, 0\right]^{T} \tag{18}
\end{align*}
$$

We will choose $\mathbf{V}_{1}$ and $\mathbf{V}_{2}$ such that the top $d_{1}$ antennas at $D_{1}$ contain the $d_{1}$ intended data streams, by enforcing that first $d_{1}$ elements of both $\mathbf{q}_{4 \rightarrow 1}[m]$ and $\mathbf{q}_{2 \rightarrow 1}[m]$ does not contain elements of $\mathbf{x}_{4}[m]$ and $\mathbf{x}_{2}[m]$, respectively. That is, we force the corresponding submatrices in (17) and (18) to be zero, i.e.,

$$
\begin{align*}
& \mathbf{G}_{4 \rightarrow 1}\left[1: d_{1}, 1: d_{4}\right]=\mathbf{0} \\
& \mathbf{G}_{2 \rightarrow 1}\left[1: d_{1}, 1: d_{2}\right]=\mathbf{0} \tag{19}
\end{align*}
$$

(19) consists of $d_{1}\left(d_{2}+d_{4}\right)$ linear equations of elements of $\mathbf{V}_{1}$ and $\mathbf{V}_{2}$.

Also, the interference from the signals $\mathbf{x}_{1}[m]$ and $\mathbf{x}_{3}[m]$ should be nulled at destination $D_{2}$, which are defined as

$$
\begin{align*}
\mathbf{q}_{1 \rightarrow 2}[m]= & \underbrace{\left(\mathbf{H}_{R_{1}, 2} \mathbf{V}_{1} \mathbf{H}_{1, R_{1}}+\mathbf{H}_{R_{2}, 2} \mathbf{V}_{2} \mathbf{H}_{1, R_{2}}\right)}_{\triangleq \mathbf{G}_{1 \rightarrow 2}} \\
& \times\left[x_{1}^{(1)}[m], \ldots, x_{1}^{\left(d_{1}\right)}[m], 0, \ldots, 0\right]^{T}  \tag{20}\\
\mathbf{q}_{3 \rightarrow 2}[m]= & \underbrace{\left(\mathbf{H}_{R_{1}, 2} \mathbf{V}_{1} \mathbf{H}_{3, R_{1}}+\mathbf{H}_{R_{2}, 2} \mathbf{V}_{2} \mathbf{H}_{3, R_{2}}\right)}_{\triangleq \mathbf{G}_{3 \rightarrow 2}} \\
& \times\left[x_{3}^{(1)}[m], \ldots, x_{3}^{\left(d_{3}\right)}[m], 0, \ldots, 0\right]^{T} \tag{21}
\end{align*}
$$

Therefore, the followings should hold:

$$
\begin{align*}
& \mathbf{G}_{1 \rightarrow 2}\left[1: d_{2}, 1: d_{1}\right]=\mathbf{0} \\
& \mathbf{G}_{3 \rightarrow 2}\left[1: d_{2}, 1: d_{3}\right]=\mathbf{0} \tag{22}
\end{align*}
$$

(22) consists of $d_{2}\left(d_{1}+d_{3}\right)$ linear equations of elements of $\mathbf{V}_{1}$ and $\mathbf{V}_{2}$.

Similarly, $\mathbf{x}_{2}[m]$ and $\mathbf{x}_{4}[m]$ should be nulled at destination $D_{3}$, which are defined as

$$
\begin{align*}
\mathbf{q}_{2 \rightarrow 3}[m]= & \underbrace{\left(\mathbf{H}_{R_{1}, 3} \mathbf{V}_{1} \mathbf{H}_{2, R_{1}}+\mathbf{H}_{R_{2}, 3} \mathbf{V}_{2} \mathbf{H}_{2, R_{2}}\right)}_{\triangleq \mathbf{G}_{2 \rightarrow 3}} \\
& \times\left[x_{2}^{(1)}[m], \ldots, x_{2}^{\left(d_{2}\right)}[m], 0, \ldots, 0\right]^{T}  \tag{23}\\
\mathbf{q}_{4 \rightarrow 3}[m]= & \underbrace{\left(\mathbf{H}_{R_{1}, 3} \mathbf{V}_{1} \mathbf{H}_{4, R_{1}}+\mathbf{H}_{R_{2}, 3} \mathbf{V}_{2} \mathbf{H}_{4, R_{2}}\right)}_{\triangleq \mathbf{G}_{4 \rightarrow 3}} \\
& \times\left[x_{4}^{(1)}[m], \ldots, x_{4}^{\left(d_{4}\right)}[m], 0, \ldots, 0\right]^{T} \tag{24}
\end{align*}
$$

Therefore, the followings should hold:

$$
\begin{align*}
& \mathbf{G}_{2 \rightarrow 3}\left[1: d_{3}, 1: d_{2}\right]=\mathbf{0} \\
& \mathbf{G}_{4 \rightarrow 3}\left[1: d_{3}, 1: d_{4}\right]=\mathbf{0} \tag{25}
\end{align*}
$$

(25) consists of $d_{3}\left(d_{2}+d_{4}\right)$ linear equations of elements of $\mathbf{V}_{1}$ and $\mathbf{V}_{2}$.

Finally, $\mathbf{x}_{1}[m]$ and $\mathbf{x}_{3}[m]$ should be nulled at destination $D_{4}$, which are defined as

$$
\begin{align*}
\mathbf{q}_{1 \rightarrow 4}[m]= & \underbrace{\left(\mathbf{H}_{R_{1}, 4} \mathbf{V}_{1} \mathbf{H}_{1, R_{1}}+\mathbf{H}_{R_{2}, 4} \mathbf{V}_{2} \mathbf{H}_{1, R_{2}}\right)}_{\triangleq \mathbf{G}_{1 \rightarrow 4}} \\
& \times\left[x_{1}^{(1)}[m], \ldots, x_{1}^{\left(d_{1}\right)}[m], 0, \ldots, 0\right]^{T}  \tag{26}\\
\mathbf{q}_{3 \rightarrow 4}[m]= & \underbrace{\left(\mathbf{H}_{R_{1}, 4} \mathbf{V}_{1} \mathbf{H}_{3, R_{1}}+\mathbf{H}_{R_{2}, 4} \mathbf{V}_{2} \mathbf{H}_{3, R_{2}}\right)}_{\triangleq \mathbf{G}_{3 \rightarrow 4}} \\
& \times\left[x_{3}^{(1)}[m], \ldots, x_{3}^{\left(d_{3}\right)}[m], 0, \ldots, 0\right]^{T} \tag{27}
\end{align*}
$$

Therefore, the followings should hold:

$$
\begin{align*}
& \mathbf{G}_{1 \rightarrow 4}\left[1: d_{4}, 1: d_{1}\right]=\mathbf{0} \\
& \mathbf{G}_{3 \rightarrow 4}\left[1: d_{4}, 1: d_{3}\right]=\mathbf{0} \tag{28}
\end{align*}
$$

(28) consists of $d_{4}\left(d_{1}+d_{3}\right)$ linear equations of elements of $\mathbf{V}_{1}$ and $\mathbf{V}_{2}$.
Combining (19), (22), (25) and (28) we have in total $2\left(d_{1}+\right.$ $\left.d_{3}\right)\left(d_{2}+d_{4}\right)$ linear equations of the form $\mathbf{G v}=\mathbf{0}$ of the $N_{1}^{2}+$ $N_{2}^{2}$ elements of $\mathbf{V}_{1}$ and $\mathbf{V}_{2}$. When the fourth condition in the theorem holds, then with probability 1 there exists a non-zero solution of $\mathbf{V}_{1}$ and $\mathbf{V}_{2}$.

## V. Special Case

We now apply the upper and lower bounds in the previous sections to a special case of $2 \times 2 \times 2$ MIMO interference networks where $M_{i}=M, i \in\{1, \ldots, 4\}$, and $N_{k}=N, k \in\{1,2\}$. The following theorem provides the bounds on the DoF for the such networks.

Theorem 7: For the $2 \times 2 \times 2$ MIMO interference network where each relay node has $N$ antennas and each user has $M$ nodes, we have $2 \min \{2 N, M\}+\min \left\{\left\lfloor\frac{N^{2}-1}{2 \min \{2 N, M\}}\right\rfloor\right.$, $4 N-2 \min \{2 N, M\}, 2 M\} \leq \operatorname{DoF} \leq \min \left\{\frac{8}{3} \max \{N, M\}\right.$, $4 M, 4 N\}$.

Proof: The upper bound of $\frac{8}{3} \max \{N, M\}$ follows from Theorem 1, the upper bound of $4 N$ follows from Theorem 2, and the upper bound of $4 M$ follows from Theorem 3 .

The lower bound is obtained by finding the highest one among the lower bounds given by Theorem 6.

In particular, we want to maximize $\sum_{i=1}^{4} d_{i}$ with $d_{i}$ being non-negative integers subject to

$$
\begin{align*}
d_{i} & \leq M, \quad i \in\{1, \ldots, 4\},  \tag{29}\\
d_{1}+d_{2} & \leq 2 N,  \tag{30}\\
d_{3}+d_{4} & \leq 2 N,  \tag{31}\\
\left(d_{1}+d_{3}\right)\left(d_{2}+d_{4}\right) & \leq\left(N^{2}-1\right) \tag{32}
\end{align*}
$$

Solving (29)-(31) for obtaining the largest achievable bound $\sum_{i=1}^{4} d_{i}$ with preference on maximizing $d_{1}+d_{3}$ can be performed using Lemma 4 below. It results $d_{1}^{\prime}=$ $\min \{2 N, M\}, d_{3}^{\prime}=\min \{2 N, M\}, d_{2}^{\prime}=\min \left\{2 N-d_{1}^{\prime}, M\right\}$, and $d_{4}^{\prime}=\min \left\{2 N-d_{3}^{\prime}, M\right\}$. It is easy to see that these values lead to the largest $\sum_{i=1}^{4} d_{i}$ based on (29)-(31), without
considering (32). To solve for $\left(d_{1}, d_{2}, d_{3}, d_{4}\right)$, given that $d_{1}^{\prime}=$ $d_{3}^{\prime} \geq d_{2}^{\prime}, d_{4}^{\prime}$, we choose $d_{1}=d_{1}^{\prime}=\min \{2 N, M\}, d_{3}=d_{3}^{\prime}=$ $\min \{2 N, M\}$ and solve

$$
\begin{aligned}
d_{2} & \leq \min \{2 N-\min \{2 N, M\}, M\}, \\
d_{4} & \leq \min \{2 N-\min \{2 N, M\}, M\} \\
d_{2}+d_{4} & \leq\left\lfloor\frac{\left(N^{2}-1\right)}{2 \min \{2 N, M\}}\right\rfloor \leq \frac{\left(N^{2}-1\right)}{\left(d_{1}+d_{3}\right)},
\end{aligned}
$$

using Lemma 4 with $a=\min \{2 N-\min \{2 N, M\}, M\}, b=$ $\left\lfloor\frac{\left(N^{2}-1\right)}{2 \min \{2 N, M\}}\right\rfloor \leq \frac{\left(N^{2}-1\right)}{2 \min \{2 N, M\}}, x=d_{2}, y=d_{4}$ to maximize $d_{2}+d_{4}$. Therefore, we obtain

$$
\begin{align*}
& d_{2}=\min \left\{\left\lfloor\frac{\left(N^{2}-1\right)}{2 \min \{2 N, M\}}\right\rfloor, 2 N-\min \{2 N, M\}, M\right\}, \\
& d_{4}=\min \left\{\left\lfloor\frac{\left(N^{2}-1\right)}{2 \min \{2 N, M\}}\right\rfloor-d_{2}, 2 N-\min \{2 N, M\}, M\right\} . \tag{33}
\end{align*}
$$

Moreover, we also have

$$
\begin{equation*}
d_{1}=d_{3}=\min \{2 N, M\} \tag{34}
\end{equation*}
$$

Finally, Lemma 5 below completes the proof of Theorem 7.
Lemma 4: Assume that for constants $a$ and $b$, the inequalities $x, y \leq a$ and $x+y \leq b$ hold. Then, we have $\max \{x+y\}=$ $\min \{2 a, b\}$ and the pair $x_{0}=\min \{a, b\}, y_{0}=\min \left\{a, b-x_{0}\right\}$ satisfies this.

Proof: It is easy to see that $\max \{x+y\}$ cannot be more than $\min \{2 a, b\}$ due to the constraints. Therefore, if we can obtain this value, it is optimal.

On the other hand, $x_{0}, y_{0} \leq a$ hold. So it is enough to show that $x_{0}+y_{0}=\min \{2 a, b\}$. We have $x_{0}+y_{0}=\min \{a, b\}+$ $\min \{a, b-\min \{a, b\}\}=\min \{2 a, a+b, a+b-\min \{a, b\}$, $2 b-\min \{a, b\}\}=\min \{2 a, a+b, \max \{a, b\}, 2 b-\min \{a, b\}\}$. Let divide the proof into 3 cases as below.

- $2 a \geq b \geq a$ : In this case, $x_{0}+y_{0}=\min \{2 a, b, 2 b-a\}=$ $\min \{2 a, b\}$.
- $a \geq b$ : In this case, $x_{0}+y_{0}=b=\min \{2 a, b\}$.
- $b \geq 2 a$ : In this case, $x_{0}+y_{0}=2 a=\min \{2 a, b\}$.

Lemma 5: $\left(d_{1}, d_{2}, d_{3}, d_{4}\right)$ in (33)-(34) maximizes $\sum_{i=1}^{4} d_{i}$ with $d_{i}$ being non-negative integers subject to (29)-(32).

Proof: The proof is given in Appendix A.
The achievable DoF given in [1, Theorem 1] is $\max \{\min$ $\left.\{4 N, 2 M\}, \min \left\{2 N, 2\left\lfloor\frac{4}{3} M\right\rfloor\right\}, \min \{2 N-1,4 M\}\right\}$. The following corollary shows that our lower bound in Theorem 7 is higher than the one given in [1]:

Corollary 1: The lower bound in Theorem 7 is better than the one proposed in [1, Theorem 1].

Proof: The proof is given in Appendix B.
Theorem 7 also results in the following corollary.
Corollary 2: For the two-way $2 \times 2 \times 2$ MIMO interference network where each relay node has $N$ antennas and each user node has $M$ antennas, if $M \geq 2 N$ holds, then $D o F=4 N$. And if $N>2 M$, then $D o F=4 M$.

(a) $N=3$.

(b) $N=4$.

Fig. 3. Comparison of the bounds given in Theorem 7 and the lower bound in [1].

Proof: If $M \geq 2 N$, the lower bound in Theorem 7 can be written as

$$
\begin{align*}
& 2 \min \{2 N, M\}+\min \left\{\left\{\left\lfloor\frac{N^{2}-1}{2 \min \{2 N, M\}}\right\rfloor\right\}, 4 N\right. \\
& \\
& -2 \min \{2 N, M\}, 2 M\} \\
& =4 N+\min \left\{\left\{\left\lfloor\frac{N^{2}-1}{2 \min \{2 N, M\}}\right\rfloor\right\}, 4 N\right. \\
&  \tag{35}\\
& -2 \min \{2 N, M\}, 2 M\} \\
& \left.=4 N+\min \left\{\left\{\left\lvert\, \frac{N^{2}-1}{4 N}\right.\right\rfloor\right\}, 4 N-4 N, 2 M\right\}=4 N
\end{align*}
$$


(a) $M=3$.

(b) $M=4$.

Fig. 4. Comparison of the bounds given in Theorem 7 and the lower bound in [1].

And the upper bound can be written as

$$
\begin{align*}
& \min \left\{\frac{8}{3} \max \{N, M\}, 4 M, 4 N\right\} \\
& =\min \left\{\frac{8}{3} M, 4 M, 4 N\right\}=4 N \tag{36}
\end{align*}
$$

Similarly, if $N>2 M$, both the lower and upper bounds become $4 M$.

The above corollary states that when $M \geq 2 N$, then the bottleneck on the DoF is the number of relay antennas and since there are a total of $2 N$ antennas in relays, in each direction the DoF is $2 N$ (with a total of $4 N$ in two directions). Similarly, when $N>2 M$, then the bottleneck on the DoF is the number of transmitter antennas and since there are a total of $4 M$ antennas in transmitters, the DoF is $4 M$.

(a) The lower bound on DoF.

(b) The upper bound on DoF.

(c) The one-way DoF.

Fig. 5. The upper and lower bounds on DoF given in Theorem 7, in comparison with the one-way DoF.

Now, we will briefly compare our results with the one-way model. It is shown in [13] that the DoF of the one-way $2 \times 2 \times$ 2 MIMO interference network where each relay node has $N$ antennas and each user node has $M$ antennas is $2 \min \{M, N\}$.

Comparing this result with Theorem 7 we see that the twoway communication capability in general can increase the DoF, with the actual gain depending on the values of $M$ and $N$. In


Fig. 6. A comparison of the DoF bounds and the achievable DoF with caching for two-way $2 \times 2 \times 2$ networks with single-antenna user nodes and multipleantenna relays.
particular for the cases of $M \geq 2 N$ and $N>2 M$, Corollary 2 indicates that two-way transmission doubles the DoF.

The bounds given in Theorem 7 are illustrated in Figs. 3 and 4 for different values of $M, N$. In Fig. 3(a) the tight results for $M=1$ and $M \geq 6$ follow from Corollary 2. Similarly the tight results in Figs. 3(b)-4(b) also follow from Corollary 2. We observe that for all values of $M$ and $N$ in Figs. 3 and 4 there is an improvement in the lower bound of DoF in comparison with the one-way DoF. Moreover, our lower bound is better than that given in [1]. In Fig. 5, we plot the upper and lower bounds given in Theorem 7 as well as the one-way DoF as a function of $M$ and $N$.

Finally, we consider the case of multi-antenna relays and single-antenna source/destination nodes, i.e., $M_{i}=1, i=$ $1, \ldots, 4$. It is shown in [9] that if each relay is equipped with cache, then $\operatorname{DoF}_{c} \geq \frac{4\left(N_{1}+N_{2}\right)}{N_{1}+N_{2}+1}$ which is plotted in Fig. 6. On the other hand, by applying the upper and lower bounds given by Theorems $1-6$ to the special case of $M_{i}=1, i=1,2,3,4$, we obtain $2 \leq \operatorname{DoF} \leq \max \left\{\frac{4}{3}\left(N_{1}+N_{2}\right), 4\right\}$ which is also plotted in Fig. 6. It is seen that with caching the DoF approaches the upper bound of 4 as $N_{1}+N_{2} \rightarrow \infty$, indicating that caching could potentially increase the DoF.

## VI. Conclusions

We have considered the two-way $2 \times 2 \times 2$ MIMO interference network, a class of two-way four-unicast MIMO interference networks. We have obtained upper and lower bounds on the sum DoF of the two-way $2 \times 2 \times 2$ MIMO interference network with any number of antennas in each node. We have also considered the special case where there are $M$ antennas at each user node and $N$ antennas at each relay node and obtained a better achievable DoF than that in the literature.

This work is also a first step towards the study of general twoway relay-assisted networks. Another future work direction is studying the impact of practical considerations such as channel estimation error.

## Appendix A <br> Proof of Lemma 5

We divide the proof into five cases:

1) $N<M<2 N$ and $\left\lfloor\frac{\left(N^{2}-1\right)}{2 M}\right\rfloor>4 N-2 M$.
2) $N<M<2 N$ and $\left\lfloor\frac{\left(N^{2}-1\right)}{2 M}\right\rfloor \leq 4 N-2 M$.
3) $M \leq N$ and $\left\lfloor\frac{\left(N^{2}-1\right)}{2 M}\right\rfloor \geq 2 M$.
4) $M \leq N$ and $\left\lfloor\frac{\left(N^{2}-1\right)}{2 M}\right\rfloor<2 M$.
5) $M \geq 2 N$.

The achieved DoF set $\left(d_{1}, d_{2}, d_{3}, d_{4}\right)$ obtained in Theorem 7 is such that $d_{2}+d_{4}=\min \left\{\left\lfloor\frac{\left(N^{2}-1\right)}{2 \min \{2 N, M\}}\right\rfloor, 4 N-2 \min \{2 N\right.$, $M\}, 2 M\}$ and $d_{1}+d_{3}=2 \min \{2 N, M\}$.

For cases 1,3 and 5 it is easy to show that $\sum_{i=1}^{4} d_{i}$ cannot be increased:

- $N<M<2 N$ and $\left\lfloor\frac{\left(N^{2}-1\right)}{2 M}\right\rfloor>4 N-2 M$ : We get $d_{1}+d_{3}$ $=2 \min \{2 N, M\}=2 M$ and $d_{2}+d_{4}=\min \left\{\left\lfloor\frac{\left(N^{2}-1\right)}{2 \min \{2 N, M\}}\right\rfloor\right.$, $4 N-2 \min \{2 N, M\}, 2 M\}=\min \left\{\left\lfloor\frac{\left(N^{2}-1\right)}{2 M}\right\rfloor, 4 N-2 M\right\}$ $=\min \left\{\left\lfloor\frac{\left(N^{2}-1\right)}{2 M}\right\rfloor, 4 N-2 M\right\}=4 N-2 M$. Hence $\sum_{i=1}^{4}$ $d_{i}=4 N$ which is optimal given (30)-(31).
- $M \leq N$ and $\left\lfloor\frac{\left(N^{2}-1\right)}{2 M}\right\rfloor \geq 2 M$ : We get $d_{1}+d_{3}=2 \mathrm{~min}$ $\overline{\{2 N, M\}=2 M \text { and } d_{2}+d_{4}}=\min \left\{\left\lfloor\frac{\left(N^{2}-1\right)}{2 \min \{2 N, M\}}\right\rfloor, 4 N\right.$ $-2 \min \{2 N, M\}, 2 M\}=\min \left\{\left\lfloor\frac{\left(N^{2}-1\right)}{2 M}\right\rfloor, 2 M\right\}=2 M$. Hence $\sum_{i=1}^{4} d_{i}=4 M$ which is optimal given (29).
- $M \geq 2 N$ : We get $d_{1}=d_{3}=2 N$ and $d_{2}=d_{4}=0$. Hence gets $\sum_{i=1}^{4} d_{i}=4 N$ which is optimal given (30)-(31).
For cases 2 and 4, we show the optimality by contradiction. Assume that the $\operatorname{DoF}$ set $\left(d_{1}^{\prime}, d_{2}^{\prime}, d_{3}^{\prime}, d_{4}^{\prime}\right)=\left(d_{1}-p, d_{2}+\right.$ $\left.n, d_{3}-q, d_{4}+m\right)$ with integers $m, n, p, q$ is achievable such that $m+n>p+q$ and thus $\sum d_{i}^{\prime}>\sum d_{i}$. Define $a \triangleq m+$ $n$ and $b \triangleq p+q$ (and therefore $a>b$ ). Note that $p, q \geq 0$ (and therefore $b \geq 0$ ) since $d_{1}^{\prime}$ and $d_{3}^{\prime}$ cannot be more than $\min \{2 N, M\}$ (see (29)-(31)). We show that this does not satisfy the bound (32). Let first simplify $\left(d_{1}^{\prime}+d_{3}^{\prime}\right)\left(d_{2}^{\prime}+d_{4}^{\prime}\right)$ for these two cases as below:
- $N<M<2 N$ and $\left\lfloor\frac{\left(N^{2}-1\right)}{2 M}\right\rfloor \leq 4 N-2 M$ :

$$
\begin{align*}
&\left(d_{2}^{\prime}+d_{4}^{\prime}\right)\left(d_{1}^{\prime}+d_{3}^{\prime}\right) \\
&=\left(\operatorname { m i n } \left\{\left\lfloor\frac{\left(N^{2}-1\right)}{2 \min \{2 N, M\}}\right\rfloor, 4 N-2 \min \{2 N, M\},\right.\right. \\
&=\left(\min \left\{\left\lfloor\frac{\left(N^{2}-1\right)}{2 M}\right\rfloor, 4 N-2 M, 2 M\right\}+a\right) \\
& \times(2 M-b) \\
&=\left(\min \left\{\left\lfloor\frac{\left(N^{2}-1\right)}{2 M}\right\rfloor, 4 N-2 M\right\}+a\right) \\
& \times(2 M-b) \\
&=\left(\left\lfloor\frac{\left(N^{2}-1\right)}{2 M}\right\rfloor+a\right)(2 M-b) .
\end{align*}
$$

- $M \leq N$ and $\left\lfloor\frac{\left(N^{2}-1\right)}{2 M}\right\rfloor<2 M:$

$$
\begin{align*}
& \left(d_{2}^{\prime}+d_{4}^{\prime}\right)\left(d_{1}^{\prime}+d_{3}^{\prime}\right) \\
& =\left(\operatorname { m i n } \left\{\left\lfloor\frac{\left(N^{2}-1\right)}{2 \min \{2 N, M\}}\right\rfloor, 4 N-2 \min \{2 N, M\}\right.\right. \\
& \quad 2 M\}+a)(2 \min \{2 N, M\}-b) \\
& =\left(\min \left\{\left\lfloor\frac{\left(N^{2}-1\right)}{2 M}\right\rfloor, 2 M\right\}+a\right)(2 M-b) \\
& =\left(\left\lfloor\frac{\left(N^{2}-1\right)}{2 M}\right\rfloor+a\right)(2 M-b) \tag{38}
\end{align*}
$$

Therefore, for these two cases we have $\left(d_{2}^{\prime}+d_{4}^{\prime}\right)=$ $\left(\left\lfloor\frac{\left(N^{2}-1\right)}{2 M}\right\rfloor+a\right)$. Given (29)-(31), we get $\left(d_{2}^{\prime}+d_{4}^{\prime}\right) \leq$ $2 \min \{2 N, M\}=2 M$ which results $\left(\left\lfloor\frac{\left(N^{2}-1\right)}{2 M}\right\rfloor+a\right) \leq 2 M$. Then, for these two cases we get:

$$
\begin{align*}
& \left(d_{2}^{\prime}+d_{4}^{\prime}\right)\left(d_{1}^{\prime}+d_{3}^{\prime}\right) \\
& =\left(\left\lfloor\frac{\left(N^{2}-1\right)}{2 M}\right\rfloor+a\right)(2 M-b) \\
& =\left(2 M\left\lfloor\frac{\left(N^{2}-1\right)}{2 M}\right\rfloor+2 a M-b\left\lfloor\frac{\left(N^{2}-1\right)}{2 M}\right\rfloor-a b\right) \\
& \stackrel{(a)}{\geq}\left(2 M\left\lfloor\frac{\left(N^{2}-1\right)}{2 M}\right\rfloor+2 a M-b(2 M-a)-a b\right) \\
& =2 M(\left\lfloor\frac{\left(N^{2}-1\right)}{2 M}\right\rfloor+\underbrace{(a-b)}_{\geq 1}) \\
& >\left(N^{2}-1\right), \tag{39}
\end{align*}
$$

where $(a)$ follows from $\left(\left\lfloor\frac{\left(N^{2}-1\right)}{2 M}\right\rfloor+a\right) \leq 2 M$ as mentioned above.

## APPENDIX B

## Proof of Corollary 1

We only need to show that all three terms in the lower bound in [1, Theorem 1] have a solution $\left(d_{1}, d_{2}, d_{3}, d_{4}\right)$ that satisfy (29)-(32).

- The first term, $\min \{4 N, 2 M\}$, is achievable with $d_{1}=$ $d_{3}=\min \{2 N, M\}$ and $d_{2}=d_{4}=0$ which satisfies (29)(32).
- The second term, $\min \left\{2 N, 2\left\lfloor\frac{4}{3} M\right\rfloor\right\}$, is achievable as follows.
- If $N \leq\left\lfloor\frac{4}{3} M\right\rfloor$ choose $d_{1}=\min \{M, N\}-1, d_{2}=$ $\min \{M, N\}, d_{3}=N-\min \{M, N\}$, and $d_{4}=N+$ $1-\min \{M, N\}$.
* (29) holds since $N+1-\min \{M, N\} \leq M$ is true as:
. If $\min \{M, N\}=M$ : It is enough to show $N \leq$ $\overline{2 M-1}$ which holds as $\left\lfloor\frac{4}{3} M\right\rfloor \leq 2 M-1$.
. If $\min \{M, N\}=N$ : It is easy to verify in this case as $1 \leq M$.
* It is easy to see that (30)-(31) hold.
* (32) holds since $\left(d_{1}+d_{3}\right)\left(d_{2}+d_{4}\right)=N^{2}-1$. - If $N>\left\lfloor\frac{4}{3} M\right\rfloor$, we choose $d_{1}=\min \{M, 2 N\}, d_{2}=$ $\left\lfloor\frac{4}{3} M\right\rfloor-\min \{M, 2 N\}, \quad d_{3}=\left\lfloor\frac{4}{3} M\right\rfloor-\min \{M, 2 N\}$, and $d_{4}=\min \{M, 2 N\}$.
* (29) holds since $\left\lfloor\frac{4}{3} M\right\rfloor-\min \{M, 2 N\} \leq M$ is true, as $\frac{1}{2}\left\lfloor\frac{M}{3}\right\rfloor \leq\left\lfloor\frac{4 M}{3}\right\rfloor \leq N \Rightarrow\left\lfloor\frac{M}{3}\right\rfloor \leq 2 N \Rightarrow$ $\left\lfloor\frac{M}{3}\right\rfloor \leq \min \{2 N, M\} \Rightarrow\left\lfloor\frac{4 M}{3}\right\rfloor \leq M+\min \{2 N, M\}$.
* (30)-(31) hold since $\left\lfloor\frac{4}{3} M\right\rfloor<2 N$.
* (32) holds as $\left\lfloor\frac{4}{3} M\right\rfloor<N$ results $\left\lfloor\frac{4}{3} M\right\rfloor^{2} \leq N^{2}$ -1 .
- The third term, $\min \{2 N-1,4 M\}$, is achievable as follows.
- If $2 N-1<4 M$, we choose $d_{1}=\min \{M, N\}, d_{2}=$ $\min \{M, N\}-1, d_{3}=N-\min \{M, N\}$, and $d_{4}=$ $N-\min \{M, N\}$.
* (29) holds since $N-\min \{M, N\} \leq M$ is true, which is due to the following:
If $\min \{M, N\}=M$ : It is enough to show $N-$ $\overline{M \leq M \text {. We have } 2 N}-1<4 M$, and since $M$ and $N$ are integers we have $2 N \leq 4 M$.
. If $\min \{M, N\}=N$ : It holds since $0 \leq M$.
* (30)-(31) hold since $2 \min \{M, N\}-1 \leq 2 N$ and $2 N-2 \min \{M, N\} \leq 2 N$.
* (32) holds since $N(N-1)<N^{2}-1$.
- If $2 N-1>4 M$, we choose $d_{1}=d_{2}=d_{3}=d_{4}=M$.
* It is trivial that (29) holds.
* (30)-(31) hold since $M<\frac{2 N-1}{4}<N$.
* (32) holds since $M<\frac{2 N-1}{4}$ results $4 M^{2}<$ $\left(\frac{2 N-1}{2}\right)^{2}=N^{2}-N+\frac{1}{4}$. Since $M$ and $N$ are integers, then $4 M^{2} \leq N^{2}-N<N^{2}-1$.


## References

[1] K. Lee, N. Lee, and I. Lee, "Achievable degrees of freedom on MIMO two-way relay interference channels," IEEE Trans. Wireless Commun., vol. 12, no. 4, pp. 1472-1480, Apr. 2013.
[2] R. Zhang, Y. C. Liang, C. C. Chai, and S. Cui, "Optimal beamforming for two-way multi-antenna relay channel with analogue network coding," IEEE J. Sel. Areas Commun., vol. 27, no. 5, pp. 699-712, Jun. 2009.
[3] R. Louie, Y. Li, and B. Vucetic, "Practical physical layer network coding for two-way relay channels: Performance analysis and comparison," IEEE Trans. Wireless Commun., vol. 9, no. 2, pp. 764-777, Feb. 2010.
[4] M. Chen and A. Yener, "Multiuser two-way relaying: Detection and interference management strategies," IEEE Trans. Wireless Commun., vol. 8, no. 8, pp. 4296-4305, Aug. 2009.
[5] M. Chen and A. Yener, "Power allocation for F/TDMA multiuser two-way relay networks," IEEE Trans. Wireless Commun., vol. 9, no. 2, pp. 546551, Feb. 2010.
[6] J. Joung and A. Sayed, "Multiuser two-way amplify-and-forward relay processing and power control methods for beamforming systems," IEEE Trans. Signal Process., vol. 58, no. 3, pp. 1833-1846, Mar. 2010.
[7] R. Wang, M. Tao, and Y. Huang, "Linear precoding designs for amplify-and-forward multiuser two-way relay systems," IEEE Trans. Wireless Commun., vol. 11, no. 12, pp. 4457-4469, Dec. 2012.
[8] R. Ganesan, H. Al-Shatri, A. Kuehne, T. Weber, and A. Klein, "Pairaware interference alignment in multi-user two-way relay networks," IEEE Trans. Wireless Commun., vol. 12, no. 8, pp. 3662-3671, Aug. 2013.
[9] M. Ashraphijuo, V. Aggarwal, and X. Wang, "On the DoF of two-way $2 \times 2 \times 2$ relay networks with or without relay caching," IET Commun., vol. 11, no. 13, pp. 2089-2094, Oct. 2017.
[10] H. Maier and R. Mathar, "Cyclic interference neutralization on the $2 \times$ $2 \times 2$ full-duplex two-way relay-interference channel," in Proc. IEEE Inf. Theory Workshop, Seville, Spain, Sep. 2013, pp. 1-5.
[11] S.-N. Hong and G. Caire, "Two-unicast two-hop interference network: Finite-field model," in Proc. IEEE Inf. Theory Workshop, Seville, Spain, Sep. 2013, pp. 1-5.
[12] T. Gou, S. A. Jafar, C. Wang, S.-W. Jeon, and S.-Y. Chung, "Aligned interference neutralization and the degrees of freedom of the $2 \times 2 \times 2$ interference channel," IEEE Trans. Inf. Theory, vol. 58, no. 7, pp. 43814395, Jul. 2012.
[13] C. S. Vaze and M. K. Varanasi, "The degrees of freedom region of the $2 \times 2 \times 2$ MIMO interference network," IEEE Trans. Inf. Theory, vol. 60, no. 12, pp. 7751-7759, Dec. 2014.
[14] C. S. Vaze and M. K. Varanasi, "The degrees of freedom of two-unicast layered MIMO interference networks with feedback," IEEE Trans. Inf. Theory, vol. 61, no. 6, pp. 3316-3325, Jun. 2015.
[15] V. R. Cadambe and S. A. Jafar, "Interference alignment and degrees of freedom of the $K$-user interference channel," IEEE Trans. Inf. Theory, vol. 54, no. 8, pp. 3425-3441, Aug. 2008.
[16] S. A. Jafar and A. J. Goldsmith, "Isotropic fading vector broadcast channels: The scalar upper bound and loss in degrees of freedom," IEEE Trans. Inf. Theory, vol. 51, no. 3, pp. 848-857, Mar. 2005.


Mehdi Ashraphijuo received the B.Sc. and M.Sc. degrees in electrical engineering from the Sharif University of Technology, Tehran, Iran, in 2010 and 2012, respectively, and the $\mathrm{Ph} . \mathrm{D}$. degree in electrical engineering from Columbia University, New York, NY, USA, in 2016. His research interests include network information theory, statistical signal processing with applications in wireless communication, and financial markets. He was the recipient of multiple awards including the Qualcomm Innovation Fellowship in 2014 and the Jury Award from Columbia University in 2016.


Morteza Ashraphijuo received the B.Sc. degree in electrical engineering from the Sharif University of Technology, Tehran, Iran, in 2015, and the M.Sc. degree in industrial engineering and operations research from the University of California, Berkeley, CA, USA, in 2016. He is currently working toward the Ph.D. degree in electrical engineering at Columbia University, New York, NY, USA. His research interests include machine learning, optimization theory, and statistical learning. He was the recipient of multiple awards including a silver medal in the International Mathematical Olympiad in 2010 and the Katta G. Murty Best Paper Prize from the University of California, Berkeley, in 2016.


Xiaodong Wang (S'98-M'98-SM'04-F'08) received the Ph.D. degree in electrical engineering from Princeton University, Princeton, NJ, USA. He is currently a Professor of electrical engineering with Columbia University, New York, NY, USA. His research interests include computing, signal processing, and communications, and has authored and coauthored extensively in these areas. He has authored or coauthored a book entitled Wireless Communication Systems: Advanced Techniques for Signal Reception (Prentice Hall, 2003). His current research interests include wireless communications, statistical signal processing, and genomic signal processing. He was an Associate Editor for the IEEE Transactions on Communications, the IEEE Transactions on Wireless Communications, the IEEE Transactions on Signal Processing, and the IEEE Transactions on Information Theory. He was the recipient of the 1999 NSF CAREER Award, the 2001 IEEE Communications Society and Information Theory Society Joint Paper Award, and the 2011 IEEE Communication Society Award for Outstanding Paper on New Communication Topics. He is listed as an ISI Highly Cited Author.


[^0]:    Manuscript received February 24, 2018; revised July 24, 2018; accepted August 14, 2018. Date of publication August 17, 2018; date of current version November 12, 2018. This work was supported by the US National Science Foundation under Grant CCF-1526215. The review of this paper was coordinated by Dr. Y. Xin. (Corresponding author: Xiaodong Wang.)
    The authors are with the Department of Electrical Engineering, Columbia University, New York, NY 10027 USA (e-mail: mehdi@ee.columbia.edu; ashraphijuo@ee.columbia.edu; wangx@ee.columbia.edu).

    Color versions of one or more of the figures in this paper are available online at http://ieeexplore.ieee.org.
    Digital Object Identifier 10.1109/TVT.2018.2865947

