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#### Abstract

In this paper, we characterize the deterministic conditions on the locations of the sampled entries, which are equivalent (necessary and sufficient) to finite completability of a tensor given some components of its Tucker rank. In order to derive this characterization, we propose an algebraic geometric analysis on the Tucker manifold, which allows us to incorporate multiple rank components in the proposed analysis in contrast with the conventional geometric approaches on the Grassmannian manifold. Then, using the developed tools for this analysis, we also derive a sufficient condition on the sampling pattern that ensures there exists only one completion for the sampled tensor (unique completability).


## I. Introduction

Most data around us are better represented with multiple dimensions to capture the correlations across different attributes and in many applications, part of the data may be missing. This paper investigates the fundamental conditions on the locations of the non-missing entries such that the multi-dimensional data can be recovered in finite and/or unique choices. In particular, we investigate deterministic conditions on the sampling pattern for finite or unique solution to a low-rank tensor completion problem given the sampled tensor and some of its Tucker rank components.

There are numerous applications of low-rank data completion in various areas including image or signal processing [1, 2], data mining [3], network coding [4], compressed sensing [5-7], reconstructing the visual data [8], and RF fingerprinting [9].
The majority of the literature on matrix and tensor completion are concerned with developing various optimization-based algorithms under some assumptions such as incoherence, etc., to construct a completion. In particular, low-rank matrix completion has been widely studied and many algorithms based on convex relaxation of rank [10-14] and alternating minimization [15], etc., have been proposed. For the tensor completion problem various solutions have been proposed that are based on convex relaxation of rank constraints [7, 16, 17], alternating minimization [8, 18].

Also, deterministic conditions on the sampling patterns have been studied for subspace clustering in [19-22]. In [23] by D. Pimentel-Alarcón et. al., a deterministic sampling pattern is proposed that is necessary and sufficient for finite completability of the sampled matrix of the given rank. The same problem has been solved in [24] for a multi-view data, and also the tensor version of this problem given the canonical polyadic,

Tucker and tensor-train ranks have been treated in [25], [26] and [27], respectively. Such an algorithm-independent condition can lead to a much lower sampling rate than that is required by the optimization-based completion algorithms. Moreover, in [28], deterministic conditions for multi-view data have been proposed. In this paper, we propose a geometric analysis on Tucker manifold to obtain deterministic conditions that lead to finite or unique completability for low Tucker rank tensors when multiple rank components are given.
This paper focuses on the low Tucker rank tensor completion problem, given a portion of the rank vector of the tensor. Specifically, we investigate the following two problems:

- Problem (i): Characterizing the necessary and sufficient conditions on the sampling pattern to have finitely many tensor completions for the given rank.
- Problem (ii): Characterizing conditions on the sampling pattern to ensure that there is exactly one completion for the given rank.


## II. Preliminaries and Notations

In this paper, it is assumed that a $d^{\text {th }}$-order tensor $\mathcal{U} \in$ $\mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ is sampled. For the sake of simplicity in notation, define $N \triangleq\left(\Pi_{j=1}^{d} n_{j}\right)$ and $N_{-i} \triangleq \frac{N}{n_{i}}$. Also, for any real number $x$, define $x^{+} \triangleq \max \{0, x\}$. Let $\mathbf{U}_{(i)} \in \mathbb{R}^{n_{i} \times N_{-i}}$ be the $i$-th matricization of the tensor $\mathcal{U}$ such that $\mathcal{U}(\vec{x})=\mathbf{U}_{(i)}\left(x_{i}, \mathcal{M}_{(i)}\left(x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{d}\right)\right)$, where $\mathcal{M}_{(i)}$ is an arbitrary bijective mapping $\mathcal{M}_{(i)}$ : $\left(x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{d}\right) \rightarrow\left\{1,2, \ldots, N_{-i}\right\}$ and $\mathcal{U}(\vec{x})$ represents an entry of the tensor $\mathcal{U}$ with coordinate $\vec{x}=$ $\left(x_{1}, \ldots, x_{d}\right)$.

Given $\mathcal{U} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ and $\mathbf{X} \in \mathbb{R}^{n_{i} \times n_{i}^{\prime}}, \mathcal{U}^{\prime} \triangleq \mathcal{U} \times{ }_{i} \mathbf{X} \in$ $\mathbb{R}^{n_{1} \times \cdots \times n_{i-1} \times n_{i}^{\prime} \times n_{i+1} \times \cdots \times n_{d}}$ is defined as

$$
\begin{align*}
& \mathcal{U}^{\prime}\left(x_{1}, \cdots, x_{i-1}, k_{i}, x_{i+1}, \cdots, x_{d}\right) \\
\triangleq & \sum_{x_{i}=1}^{n_{i}} \mathcal{U}\left(x_{1}, \cdots, x_{i-1}, x_{i}, x_{i+1}, \cdots, x_{d}\right) \mathbf{X}\left(x_{i}, k_{i}\right) \tag{1}
\end{align*}
$$

Throughout this paper, we use Tucker rank as the rank of a tensor, which is defined as $\operatorname{rank}(\mathcal{U})=\left(r_{1}, \ldots, r_{d}\right)$ where $r_{i}=\operatorname{rank}\left(\mathbf{U}_{(i)}\right)$. The Tucker decomposition of a tensor $\mathcal{U}$ is given by

$$
\begin{equation*}
\mathcal{U}=\mathcal{C} \times_{i=1}^{d} \mathbf{T}_{i}, \tag{2}
\end{equation*}
$$

where $\mathcal{C} \in \mathbb{R}^{r_{1} \times \cdots \times r_{d}}$ is the core tensor and $\mathbf{T}_{i} \in \mathbb{R}^{r_{i} \times n_{i}}$ are $d$ orthogonal matrices. Then, (2) can be written as
$\mathcal{U}(\vec{x})=\sum_{k_{1}=1}^{r_{1}} \ldots \sum_{k_{d}=1}^{r_{d}} \mathcal{C}\left(k_{1}, \ldots, k_{d}\right) \mathbf{T}_{1}\left(k_{1}, x_{1}\right) \ldots \mathbf{T}_{d}\left(k_{d}, x_{d}\right)$.
The space of fixed Tucker-rank tensors is a manifold and the dimension of this manifold is shown in [29] to be $\sum_{i=1}^{d}\left(n_{i} \times r_{i}-r_{i}^{2}\right)+\Pi_{i=1}^{d} r_{i}$. Denote $\Omega$ as the binary sampling pattern tensor that is of the same size as $\mathcal{U}$ and $\Omega(\vec{x})=1$ if $\mathcal{U}(\vec{x})$ is observed and $\Omega(\vec{x})=0$ otherwise. For each subtensor $\mathcal{U}^{\prime}$ of the tensor $\mathcal{U}$, define $N_{\Omega}\left(\mathcal{U}^{\prime}\right)$ as the number of observed entries in $\mathcal{U}^{\prime}$ according to the sampling pattern $\Omega$.
Problem Statement: We are interested in finding deterministic conditions on the sampling pattern tensor $\Omega$ under which there are infinite, finite, or unique completions of the sampled tensor $\mathcal{U}$ that satisfy $\operatorname{rank}(\mathcal{U})=\left(r_{1}, r_{2}, \ldots, r_{d}\right)$.

## III. Finite Completability

This section characterizes the connection between the sampling pattern and the number of solutions of a low-rank tensor completion.

## A. Condition for Finite Completability Given Basis

Assume that the sampled tensor is $\mathcal{U} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$ and rank components $\left\{r_{j+1}, \ldots, r_{d}\right\}$ are given, where $j \in$ $\{1,2, \ldots, d-1\}$ is an arbitrary fixed number. Without loss of generality assume that $r_{j+1} \geq \ldots \geq r_{d}$ throughout the paper.

Let the $d^{\text {th }}$-order tensor $\mathcal{V} \in$ $\mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{j} \times r_{j+1} \times r_{j+2} \times \cdots \times r_{d}}$ be a basis of the sampled tensor $\mathcal{U} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{d}}$. Then, there exist full-rank matrices $\mathbf{T}_{i}$ 's with $\mathbf{T}_{i} \in \mathbb{R}^{r_{i} \times n_{i}}$ such that

$$
\begin{equation*}
\mathcal{U}=\mathcal{V} \times_{i=j+1}^{d} \mathbf{T}_{i}, \tag{3}
\end{equation*}
$$

or equivalently

$$
\begin{gather*}
\mathcal{U}(\vec{x})=\sum_{k_{j+1}=1}^{r_{j+1}} \ldots \sum_{k_{d}=1}^{r_{d}} \mathcal{V}\left(x_{1}, \ldots, x_{j}, k_{j+1}, \ldots, k_{d}\right) \times \\
\mathbf{T}_{j+1}\left(k_{j+1}, x_{j+1}\right) \ldots \mathbf{T}_{d}\left(k_{d}, x_{d}\right) \tag{4}
\end{gather*}
$$

For notational simplicity, define $\mathbb{T}=\left(\mathbf{T}_{j+1}, \ldots, \mathbf{T}_{d}\right)$. Given $\mathcal{V}$, we are interested to find a subset of the mentioned polynomials that guarantees tuple $\mathbb{T}$ can be determined finitely.

Here, we briefly mention some key points to highlight the fundamentals of our proposed analysis.

- Note 1: As it can be seen from (4), any observed entry $\mathcal{U}(\vec{x})$ results in an equation that involves $\Pi_{i=j+1}^{d} r_{i}$ entries of $\mathcal{V}$ and also $r_{i}$ entries of $\mathbf{T}_{i}, i=j+1, \ldots, d$. Considering the entries of basis $\mathcal{V}$ and tuple $\mathbb{T}$ as variables (right-hand side of (4)), each observed entry results in a polynomial in terms of these variables.
- Note 2: For any observed entry $\mathcal{U}(\vec{x})$, the tuple $\left(x_{1}, \ldots, x_{j}\right)$ specifies the coordinates of the $\Pi_{i=j+1}^{d} r_{i}$ entries of $\mathcal{V}$ that are involved in the corresponding polynomial.
- Note 3: For any observed entry $\mathcal{U}(\vec{x})$, the value of $x_{i}$ specifies the column of the $r_{i}$ entries of $\mathbf{T}_{i}$ that are involved in the corresponding polynomial, $i=j+1, \ldots, d$.
- Note 4: Given all observed entries $\{\mathcal{U}(\vec{x}): \Omega(\vec{x})=1\}$, we are interested in finding the number of possible solutions in terms of entries of $(\mathcal{V}, \mathbb{T})$ (infinite, finite or unique) via investigating the algebraic independence among these polynomials.
- Note 5: It can be concluded from Bernstein's theorem [30] that in a system of $n$ polynomials in $n$ variables that the coefficients are chosen generically, polynomials are algebraically independent with probability one, and therefore there exist only finitely many solutions. Moreover, in a system of $n$ polynomials in $n-1$ variables (or less), polynomials are algebraically dependent with probability one.
The following definition will be used to determine the number of involved variables in a set of polynomials.

Definition 1. For any $i \in\{j+1, \ldots, d\}$ and $\mathcal{S}_{i} \subseteq\left\{1, \ldots, n_{i}\right\}$, define $\mathcal{U}^{\left(\mathcal{S}_{i}\right)}$ as a set containing the entries of $\left|\mathcal{S}_{i}\right|$ rows (corresponding to the elements of $\mathcal{S}_{i}$ ) of $\mathbf{U}_{(i)}$. Moreover, define $\mathcal{U}^{\left(\mathcal{S}_{j+1}, \ldots, \mathcal{S}_{d}\right)}=\mathcal{U}^{\left(\mathcal{S}_{j+1}\right)} \cup \ldots \cup \mathcal{U}^{\left(\mathcal{S}_{d}\right)}$. Let $\tau$ be a subset of entries of $\mathcal{U}$. Then, $\mathcal{U}^{\left(\mathcal{S}_{j+1}, \ldots, \mathcal{S}_{d}\right)}$ is called the minimal hull of $\tau$ if any $\mathcal{U}^{\left(\mathcal{S}_{i}\right)}$ includes exactly only those rows of $\mathbf{U}_{(i)}$ that include at least one of the entries in $\tau$.

Remark 1. Consider any set of polynomials $\left\{p_{1}, \ldots, p_{k}\right\}$ in form of (4). Given the basis $\mathcal{V}$ these polynomials are in terms of entries of $\mathbb{T}$ and let $\tau$ be the set of corresponding entries to these polynomials in $\mathcal{U}$ and $\mathcal{U}^{\left(\mathcal{S}_{j+1}, \ldots, \mathcal{S}_{d}\right)}$ be the minimal hull of $\tau$. Let $\mathcal{S}$ denote the set of all variables (entries of $\mathbb{T}$ ) that are involved in at least one of the polynomials $\left\{p_{1}, \ldots, p_{k}\right\}$. Recall that according to Note 3 , if an entry of $\mathbf{T}_{i}$ is involved in a polynomial, all entries of the column that includes that entry are also involved in that polynomial. Therefore, $|\mathcal{S}|=$ $\sum_{i=j+1}^{d}\left|\mathcal{S}_{i}\right| r_{i}$.

Note that each observed entry results in a scalar equation of the form of (4). Given the basis $\mathcal{V}$, we need at least $\sum_{i=j+1}^{d}\left(n_{i} r_{i}\right)$ polynomials to ensure the number of possible tuples $\mathbb{T}$ is not infinite since the number of variables (entries of $\mathbb{T}$ ) is $\sum_{i=j+1}^{d}\left(n_{i} r_{i}\right)$ in total. On the other hand, the $\sum_{i=j+1}^{d}\left(n_{i} r_{i}\right)$ mentioned polynomials should be algebraically independent to ensure the finiteness of tuples $\mathbb{T}$ since any algebraically independent polynomial reduces the dimension of the set of solutions by one. To ensure this independency, according to Note 5 , any subset of $t$ polynomials of the set of polynomials corresponding to the $\sum_{i=j+1}^{d}\left(n_{i} r_{i}\right)$ observed entries, should involve at least $t$ variables. The following assumption will be used frequently as we show it satisfies the mentioned property.
Assumption $A_{j}$ : Anywhere that this assumption is stated, there exist $\sum_{i=j+1}^{d}\left(n_{i} r_{i}\right)$ observed entries such that for any $\mathcal{S}_{i} \subseteq$ $\left\{1, \ldots, n_{i}\right\}$ for $i \in\{j+1, \ldots, d\}, \mathcal{U}^{\left(\mathcal{S}_{j+1}, \ldots, \mathcal{S}_{d}\right)}$ includes at $\operatorname{most} \sum_{i=j+1}^{d}\left|\mathcal{S}_{i}\right| r_{i}$ of the mentioned $\sum_{i=j+1}^{d}\left(n_{i} r_{i}\right)$ observed
entries.
Given the basis, the following lemma characterizes the necessary and sufficient condition on observed entries that leads to finite completability.

Lemma 1. Assume that in (3) the basis tensor $\mathcal{V} \in$ $\mathbb{R}^{n_{1} \times \cdots \times n_{j} \times r_{j+1} \times \cdots \times r_{d}}$ is given and $\mathbf{T}_{i} \in \mathbb{R}^{r_{i} \times n_{i}}$ are variables. Then, for almost every $\mathcal{U}$ with probability one, there are finitely many possible tuples $\mathbb{T}$ that satisfy (3) if and only if Assumption $A_{j}$ holds.
Proof. The $\sum_{i=j+1}^{d}\left(n_{i} r_{i}\right)$ observed entries results in $\sum_{i=j+1}^{d}\left(n_{i} r_{i}\right)$ scalar polynomials in terms of entries of $\mathbb{T}$ as in (3)-(4). We claim that any subset of these $\sum_{i=j+1}^{d}\left(n_{i} r_{i}\right)$ polynomials with $t$ members involves at least $t$ variables in total. Then, by Note 5 , the proof of the lemma is complete. By contradiction, assume that there exists a subset of polynomials $\left\{p_{1}, \ldots, p_{t}\right\}$ that involves at most $t-1$ variables in total. Let $\tau$ be the subset of entries of $\mathcal{U}$ that result in polynomials $\left\{p_{1}, \ldots, p_{t}\right\}$ and denote the minimal hull of $\tau$ by $\mathcal{U}^{\left(\mathcal{S}_{j+1}, \ldots, \mathcal{S}_{d}\right)}$. Observe that according to Remark 1, $\sum_{i=j+1}^{d}\left|\mathcal{S}_{i}\right| r_{i} \leq t-1$. On the other hand, Assumption $A_{j}$ results that the number of polynomials in $\left\{p_{1}, \ldots, p_{t}\right\}$ is at most $\sum_{i=j+1}^{d}\left|\mathcal{S}_{i}\right| r_{i}$, i.e., $t \leq \sum_{i=j+1}^{d}\left|\mathcal{S}_{i}\right| r_{i}$. Hence, we have a contradiction, which completes the proof of the above claim.

Remark 2. Assumption $A_{j}$ results that given a basis there are finitely many tuples $\mathbb{T}$ such that (3) holds. Consequently, in what follows without loss of generality, we analyze the finite completability of basis $\mathcal{V}$ for one particular tuple $\mathbb{T}$ among all finitely many tuples.
Since $\sum_{i=j+1}^{d}\left(n_{i} r_{i}\right)$ entries of the sampled tensor $\mathcal{U}$ are used to determine $\mathbb{T}$, in what follows we will use the polynomials corresponding to the set of the rest $N_{\Omega}(\mathcal{U})-\sum_{i=j+1}^{d}\left(n_{i} r_{i}\right)$ observed entries, denoted by $\mathcal{P}(\Omega)$, to obtain $\mathcal{V}$. Note that since $\mathbb{T}$ is already solved in terms of $\mathcal{V}$, each polynomial in $\mathcal{P}(\Omega)$ is in terms of elements of $\mathcal{V}$.

## B. Constraint Tensor

Assumption $B_{j}: n_{1} n_{2} \ldots n_{j} \geq \sum_{i=j+1}^{d} r_{i}$.
For any subtensor $\mathcal{Y} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{j} \times 1 \times \cdots \times 1}$ of the tensor $\mathcal{U}$, there exist row vectors $\theta_{i} \in \mathbb{R}^{r_{i} \times 1}, i=j+1, \ldots, d$, such that

$$
\begin{align*}
& \mathcal{Y}\left(x_{1}, \ldots, x_{j}, \overrightarrow{1}_{d-j}\right)=\sum_{k_{j+1}=1}^{r_{j+1}} \ldots \sum_{k_{d}=1}^{r_{d}} \\
& \mathcal{V}\left(x_{1}, \ldots, x_{j}, k_{j+1}, \ldots, k_{d}\right) \theta_{j+1}\left(k_{j+1}, 1\right) \ldots \theta_{d}\left(k_{d}, 1\right) \tag{5}
\end{align*}
$$

where $\overrightarrow{1}_{d-j}$ is an all-1 $(d-j)$-dimensional row vector.
For each subtensor $\mathcal{Y}$ of the sampled tensor $\mathcal{U}$, let $N_{\Omega}\left(\mathcal{Y}^{\mathbb{T}}\right)$ denote the number of sampled entries in $\mathcal{Y}$ that have been used to obtain the tuple $\mathbb{T}$. Then, $\mathcal{Y}$ contributes $N_{\Omega}(\mathcal{Y})-N_{\Omega}\left(\mathcal{Y}^{\mathbb{T}}\right)$ polynomial equations in terms of the entries of the basis $\mathcal{V}$ among all $N_{\Omega}(\mathcal{U})-\sum_{i=j+1}^{d}\left(n_{i} r_{i}\right)$ polynomials in $\mathcal{P}(\Omega)$.
The sampled tensor $\mathcal{U}$ includes $n_{j+1} n_{j+2} \cdots n_{d}$ subtensors that belong to $\mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{j} \times 1 \times \cdots \times 1}$ and we label these
subtensors by $\mathcal{Y}_{\left(t_{j+1}, \ldots, t_{d}\right)}$ where $\left(t_{j+1}, \ldots, t_{d}\right)$ represents the coordinate of the subtensor. Define a binary valued tensor $\breve{\mathcal{Y}}_{\left(t_{j+1}, \cdots, t_{d}\right)} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{j} \times 1} \overbrace{1 \times \ldots \times 1}^{d-j} \times k$, where $k=N_{\Omega}\left(\mathcal{Y}_{\left(t_{j+1}, \ldots, t_{d}\right)}\right)-N_{\Omega}\left(\mathcal{Y}_{\left(t_{j+1}, \ldots, t_{d}\right)}^{\mathbb{T}}\right)$ and its entries are described as the following. We can look at $\breve{\mathcal{Y}}_{\left(t_{j+1}, \cdots, t_{d}\right)}$ as $k$ tensors each belongs to $\mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{j} \times 1 \times \cdots \times 1}$. For each of the mentioned $k$ tensors in $\breve{\mathcal{Y}}_{\left(t_{j+1}, \cdots, t_{d}\right)}$ we set the entries corresponding to the $N_{\Omega}\left(\mathcal{Y}_{\left(t_{j+1}, \ldots, t_{d}\right)}^{\mathbb{T}}\right)$ observed entries that are used to obtain $\mathbb{T}$ in (3) equal to 1 . For each of the other $k$ observed entries, we pick one of the $k$ tensors of $\breve{\mathcal{Y}}_{\left(t_{j+1}, \cdots, t_{d}\right)}$ and set its corresponding entry (the same location as that specific observed entry) equal to 1 and set the rest of the entries equal to 0 .

For the sake of simplicity in notation, we treat tensors $\breve{\mathcal{Y}}_{\left(t_{j+1}, \cdots, t_{d}\right)}$ as a member of $\mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{j} \times k}$ instead of $\mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{j} \times 1} \overbrace{1 \times \cdots \times 1}^{d-j} \times k$. Now, by putting together all $n_{j+1} n_{j+2} \cdots n_{d}$ tensors in dimension $(j+1)$, we construct a binary valued tensor $\breve{\Omega} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{j} \times K_{j}}$, where $K_{j}=$ $N_{\Omega}(\mathcal{U})-\sum_{i=j+1}^{d}\left(n_{i} r_{i}\right)$ and call it the constraint tensor. In this paper, when we refer to subtensor of the constraint tensor that belongs to $\mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{j} \times K^{\prime}}$, it is assumed that all its subtensors belonging to $\mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{j} \times 1}$ correspond to different subtensors of $\Omega$ that belongs to the same space.

## C. Algebraic Independence

In this subsection, we derive the required number of algebraically independent polynomials in $\mathcal{P}(\Omega)$ for finite completability. Then, a sampling pattern on the constraint tensor is proposed to obtain the maximum number of algebraically independent polynomials in $\mathcal{P}(\breve{\boldsymbol{\Omega}})$.
Lemma 2. Assume that Assumptions $A_{j}$ and $B_{j}$ hold. For almost every $\mathcal{U}$, there exist only finitely many completions of $\mathcal{U}$ if and only if there exist $\left(\Pi_{i=1}^{j} n_{i}\right)\left(\prod_{i=j+1}^{d} r_{i}\right)-\left(\sum_{i=j+1}^{d} r_{i}^{2}\right)$ algebraically independent polynomials in $\mathcal{P}(\Omega)$.
Proof. Please refer to Lemma 2 in [26].
As a result of Lemma 2, we can certify finite completability based on the maximum number of algebraically independent polynomials in $\mathcal{P}(\Omega)=\mathcal{P}(\breve{\Omega})$.
Definition 2. Let $\breve{\Omega}^{\prime} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{j} \times t}$ be a subtensor of the constraint tensor $\breve{\mathbf{\Omega}}$. Let $m_{i}\left(\breve{\Omega}^{\prime}\right)$ denote the number of nonzero columns of $\breve{\Omega}_{(i)}^{\prime}$. Also, let $\mathcal{P}\left(\breve{\Omega}^{\prime}\right)$ denote the set of polynomials that correspond to nonzero entries of $\breve{\Omega}^{\prime}$.
For any subtensor $\breve{\Omega}^{\prime} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{j} \times t}$ of the constraint tensor, the next theorem states an upper bound on the number of algebraically independent polynomials in the set $\mathcal{P}\left(\breve{\Omega}^{\prime}\right)$. Recall that $\mathcal{P}\left(\breve{\Omega}^{\prime}\right)$ includes exactly $t$ polynomials. Define

$$
\begin{equation*}
g_{j+1}(x)=\sum_{i=j+1}^{d} \min \left\{r_{i},\left(x-\sum_{i^{\prime}=j+1}^{i-1} r_{i^{\prime}}\right)^{+}\right\} r_{i} . \tag{6}
\end{equation*}
$$

Theorem 1. Assume that Assumption $B_{j}$ holds. For any subtensor $\breve{\Omega}^{\prime} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{j} \times t}$ of the constraint tensor, the maximum number of algebraically independent polynomials in $\mathcal{P}\left(\breve{\Omega}^{\prime}\right)$ is no more than

$$
\begin{equation*}
\left(\Pi_{i=j+1}^{d} r_{i}\right) m_{j+1}\left(\breve{\Omega}^{\prime}\right)-g_{j+1}\left(m_{j+1}\left(\breve{\Omega}^{\prime}\right)\right) \tag{7}
\end{equation*}
$$

where $g_{j+1}(\cdot)$ is given in (6).
Proof. Please refer to Theorem 1 in [26].
We are also interested in finding a condition on $\breve{\Omega}^{\prime}$ which results that $\mathcal{P}\left(\breve{\Omega}^{\prime}\right)$ is minimally algebraically dependent, i.e., the polynomials in $\mathcal{P}\left(\breve{\Omega}^{\prime}\right)$ are algebraically dependent but polynomials in every of its proper subset are algebraically independent. This can help obtain the maximum number of algebraically independent polynomials in $\mathcal{P}\left(\breve{\Omega}^{\prime}\right)$ as Theorem 1 only provides an upper bound. The next lemma will be used in Theorem 2 in order to find a condition on $\breve{\Omega}^{\prime}$ which results that the set of polynomials in $\mathcal{P}\left(\breve{\Omega}^{\prime}\right)$ is minimally algebraically dependent.

Lemma 3. Assume that Assumption $B_{j}$ holds. Suppose that $\breve{\Omega}^{\prime} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{j} \times t}$ is a subtensor of the constraint tensor such that $\mathcal{P}\left(\breve{\Omega}^{\prime}\right)$ is minimally algebraically dependent. Then, for almost every $\mathcal{U}$, the number of variables that are involved in the set of polynomials $\mathcal{P}\left(\breve{\Omega}^{\prime}\right)$ is $t-1$.

Proof. Please refer to Lemma 3 in [26].

Theorem 2. Assume that Assumption $B_{j}$ holds. The polynomials in the set $\mathcal{P}(\breve{\Omega})$ are algebraically dependent if and only if $\left(\Pi_{i=j+1}^{d} r_{i}\right) m_{j+1}\left(\breve{\boldsymbol{\Omega}}^{\prime}\right)-g_{j+1}\left(m_{j+1}\left(\breve{\boldsymbol{\Omega}}^{\prime}\right)\right)<t$ for some subtensor $\breve{\Omega}^{\prime} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{j} \times t}$ of the constraint tensor $\breve{\Omega}$.

Proof. If the polynomials in set $\mathcal{P}(\breve{\Omega})$ are algebraically dependent, then there exists a subset of the polynomials that are minimally algebraically dependent. According to Lemma 3 , if $\breve{\Omega}^{\prime} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{j} \times t}$ is the corresponding subtensor to this minimally algebraically dependent set of polynomials, the number of variables that are involved in $\mathcal{P}\left(\breve{\Omega}^{\prime}\right)=\left\{p_{1},, p_{2} \ldots, p_{t}\right\}$ is equal to $t-1$. On the other hand, $\left(\Pi_{i=j+1}^{d} r_{i}\right) m_{j+1}\left(\breve{\boldsymbol{\Omega}}^{\prime}\right)-g_{j+1}\left(m_{j+1}\left(\breve{\boldsymbol{\Omega}}^{\prime}\right)\right)$ is the minimum possible number of involved variables in $\mathcal{P}\left(\breve{\Omega}^{\prime}\right)$ (as we showed in the proof of Theorem 1) since $g_{j+1}\left(m_{j+1}\left(\breve{\boldsymbol{\Omega}}^{\prime}\right)\right)$ is the maximum number of known entries of basis that are involved in $\mathcal{P}\left(\breve{\boldsymbol{\Omega}}^{\prime}\right)$. Therefore, $\left(\Pi_{i=j+1}^{d} r_{i}\right) m_{j+1}\left(\breve{\boldsymbol{\Omega}}^{\prime}\right)-$ $g_{j+1}\left(m_{j+1}\left(\breve{\boldsymbol{\Omega}}^{\prime}\right)\right) \leq t-1$.
In order to prove the other side of the statement, assume that $\left(\Pi_{i=j+1}^{d} r_{i}\right) m_{j+1}\left(\breve{\boldsymbol{\Omega}}^{\prime}\right)-g_{j+1}\left(m_{j+1}\left(\breve{\boldsymbol{\Omega}}^{\prime}\right)\right)<t$ for some subtensor $\breve{\Omega}^{\prime} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{j} \times t}$ of the constraint tensor $\breve{\boldsymbol{\Omega}}$. Recall that $t$ is the number of polynomials in $\mathcal{P}\left(\breve{\Omega}^{\prime}\right)$. On the other hand, according to Theorem 1, $\left(\Pi_{i=j+1}^{d} r_{i}\right) m_{j+1}\left(\breve{\Omega}^{\prime}\right)-$ $g_{j+1}\left(m_{j+1}\left(\breve{\Omega}^{\prime}\right)\right)$ is the maximum number of algebraically independent polynomials, and therefore the polynomials in $\mathcal{P}\left(\widetilde{\Omega}^{\prime}\right)$ are not algebraically independent and it completes the proof.

## D. Finite Completability Using Analysis on Tucker Manifold

Theorem 2 together with Lemma 2 can lead to a necessary and sufficient condition on the constraint tensor $\breve{\Omega}$ in order to ensure that there are finitely many completions for the sampled tensor $\mathcal{U}$, as stated by the next theorem.

Theorem 3. Assume that Assumptions $A_{j}$ and $B_{j}$ hold. Then, for almost every $\mathcal{U}$, there are only finitely many tensors that fit in the sampled tensor $\mathcal{U}$, and have tensor rank components $r_{i}$ for $i=j+1, \ldots, d$ if the following two conditions hold:
(i) there exists a subtensor $\breve{\Omega}^{\prime} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{j} \times n}$ of the constraint tensor such that $n=\left(\Pi_{i=1}^{j} n_{i}\right)\left(\Pi_{i=j+1}^{d} r_{i}\right)-$ $\left(\sum_{i=j+1}^{d} r_{i}^{2}\right)$, and
(ii) for any $t \in\{1, \ldots, n\}$ and any subtensor $\breve{\Omega}^{\prime \prime} \in$ $\mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{j} \times t}$ of the tensor $\breve{\Omega}^{\prime}$ (in condition (i)), the following inequality holds

$$
\begin{equation*}
\left(\Pi_{i=j+1}^{d} r_{i}\right) m_{j+1}\left(\breve{\boldsymbol{\Omega}}^{\prime \prime}\right)-g_{j+1}\left(m_{j+1}\left(\breve{\boldsymbol{\Omega}}^{\prime \prime}\right)\right) \geq t \tag{8}
\end{equation*}
$$

Proof. According to Lemma 2, for almost every $\mathcal{U}$, there are finitely many completions of $\mathcal{U}$ if and only if there exist $\left(\Pi_{i=1}^{j} n_{i}\right)\left(\Pi_{i=j+1}^{d} r_{i}\right)-\left(\sum_{i=j+1}^{d} r_{i}^{2}\right)$ algebraically independent polynomials in $\mathcal{P}(\boldsymbol{\Omega})$. On the other hand, according to Theorem 2 we conclude that a set of polynomials are algebraically independent if and only if condition (ii) in the statement of the theorem holds. Hence, for almost every $\mathcal{U}$, there are finitely many completions of $\mathcal{U}$ if and only if conditions (i) and (ii) hold.

## IV. Unique Completability

In this section, we provide the conditions on the sampling pattern to guarantee unique completability. The following assumptions is a stronger version of Assumption $A_{j}$ to ensure that there exists only one tuple $\mathbb{T}$ given the basis.
Assumption $A_{j}^{+}$: Anywhere that this assumption is stated, there exist $\sum_{i=j+1}^{d}\left(n_{i}\left(r_{i}+1\right)\right)$ observed entries such that for any $\mathcal{S}_{i} \subseteq\left\{1, \ldots, n_{i}\right\}$ for $i \in\{j+1, \ldots, d\}, \mathcal{U}^{\left(\mathcal{S}_{j+1}, \ldots, \mathcal{S}_{d}\right)}$ includes at most $\sum_{i=j+1}^{d}\left|\mathcal{S}_{i}\right|\left(r_{i}+1\right)$ of the mentioned $\sum_{i=j+1}^{d}\left(n_{i}\left(r_{i}+1\right)\right)$ observed entries.

The following lemma gives the conditions under which a subset of entries of the basis $\mathcal{V}$ can be determined uniquely.

Lemma 4. Assume that Assumption $B_{j}$ holds. Suppose that $\breve{\Omega}^{\prime} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{j} \times t}$ is a subtensor of the constraint tensor such that $\mathcal{P}\left(\breve{\Omega}^{\prime}\right)$ is minimally algebraically dependent. Then, for almost every $\mathcal{U}$, all variables that are involved in the set of polynomials $\mathcal{P}\left(\breve{\Omega}^{\prime}\right)$ can be uniquely determined.

Proof. Please refer to Lemma 9 in [26].
Theorem 4. Suppose that assumptions $A_{j}^{+}$and $B_{j}$ hold. Also, assume that there exist two disjoint subtensors $\breve{\Omega}^{\prime} \in$ $\mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{j} \times n}$ and $\breve{\Omega}_{0}^{\prime} \in \mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{j} \times n_{0}}$ of the constraint tensor such that $n=\left(\Pi_{i=1}^{j} n_{i}\right)\left(\Pi_{i=j+1}^{d} r_{i}\right)-$ $\left(\sum_{i=j+1}^{d} r_{i}^{2}\right)$ and $n_{0}=\left(\Pi_{i=1}^{j} n_{i}\right)-\left\lfloor\frac{\sum_{i=j+1}^{d} r_{i}^{2}}{\Pi_{i=j+1}^{d} r_{i}}\right\rfloor$ with the following conditions:
(i) For any $t \in\{1, \ldots, n\}$ and any subtensor $\breve{\Omega}^{\prime \prime} \in$ $\mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{j} \times t}$ of the tensor $\breve{\Omega}^{\prime}$, the following inequality holds

$$
\begin{equation*}
\left(\Pi_{i=j+1}^{d} r_{i}\right) m_{j+1}\left(\breve{\mathbf{\Omega}}^{\prime \prime}\right)-g_{j+1}\left(m_{j+1}\left(\breve{\boldsymbol{\Omega}}^{\prime \prime}\right)\right) \geq t . \tag{9}
\end{equation*}
$$

(ii) For any $t^{\prime} \in\left\{1, \ldots, n_{0}\right\}$ and any subtensor $\breve{\Omega}_{0}^{\prime \prime} \in$ $\mathbb{R}^{n_{1} \times n_{2} \times \cdots \times n_{j} \times t^{\prime}}$ of the tensor $\breve{\Omega}_{0}^{\prime}$, the following inequality holds

$$
\begin{align*}
& \left(\Pi_{i=j+1}^{d} r_{i}\right) m_{j+1}\left(\breve{\Omega}_{0}^{\prime \prime}\right)-g_{j+1}\left(m_{j+1}\left(\breve{\Omega}_{0}^{\prime \prime}\right)\right) \\
\geq & \left(\Pi_{i=j+1}^{d} r_{i}\right) t^{\prime}-\left(\sum_{i=j+1}^{d} r_{i}^{2}\right)\left(t^{\prime}-n_{0}+1\right)^{+} \tag{10}
\end{align*}
$$

Then, for almost every $\mathcal{U}$ with probability one, there exists exactly one tensor that fits in the sampled tensor, and also $\operatorname{rank}\left(\mathbf{U}_{(i)}\right)=r_{i}, i=j+1, \ldots, d$. Therefore there is a unique completion of the sampled tensor with rank of $\left(r_{1}, r_{2}, \ldots, r_{d}\right)$.

Proof. Please refer to Theorem 7 in [26].

## V. Conclusions

This paper aims to find fundamental conditions on the sampling pattern for finite completability of a partially sampled tensor given its Tucker rank. To solve this problem, a novel geometric approach on Tucker manifold is proposed. Specifically, a set of polynomials based on the location of the sampled entries are first defined, and then a relationship between sampling patterns and the number of algebraically independent polynomials among all of the defined polynomials is characterized. Using this analysis, we have addressed two problems in this paper: (i) Characterizing the necessary and sufficient conditions on the sampling pattern to have finitely many tensor completions for the given Tucker rank, (ii) Characterizing conditions on the sampling pattern to ensure that there is exactly one completion for the given Tucker rank.
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