ECONOMICS FOR THE REST OF US
To the memory of my parents,
Shoshana and Israel
“But while they prate of economic laws, men and women are starving. We must lay hold of the fact that economic laws are not made by nature. They are made by human beings.”

—Franklin D. Roosevelt
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INTRODUCTION

Professors of introductory economics are fond of telling their students about the eternal quest for a one-handed economist who would not be able to say, “On the other hand . . . ” Is the recession about to end? Economists always waffle on this and similar questions; such predictions can, of course, get them into trouble. But whenever it is necessary to choose sides between the rich and the poor, between the powerful and the powerless, or between workers and corporations, economists are all too often of one mind: according to conventional economic theory, what’s good for the rich and the powerful is good for “the economy.”

Why is economic theory so one-sided? Is it because anyone who devotes her life to investigating how the economy works inevitably reaches the conclusion that what’s good for bosses is good for everybody? Not at all. For every critical economic issue there are competing concepts and theories that lead to different conclusions. The problem is that when they are not missing from textbooks altogether, these theories are almost always summarily dismissed. This would have been of no consequence if the only victims were economics students, but unfortunately most citizens are familiar only with textbook economics, and the economists who influence government policies are, by and large, textbook economists. (Nobel Prize winner Joseph Stiglitz was an exception, but his term as senior vice president and chief economist of the World Bank lasted only three years, from 1997 to 2000).

Economics for the Rest of Us examines the two cornerstones of eco-
nomics: Part 1 covers economic efficiency and Part 2 covers how wages are determined. The definition of economic efficiency used by economists is covered in the first part of the book because all of economics is centered around it. When economists claim that “the free market is efficient,” regardless of how skewed its distribution of resources—or of how much suffering it produces—and when they oppose government intervention to decrease inequality and reduce suffering, it is their definition of efficiency that they rely on. If this were the only valid definition of economic efficiency, economists would perhaps be justified in using it. But, in fact, economists have a choice. An earlier definition of economic efficiency was sensitive to the distribution of income, and this earlier definition suggests that to increase efficiency the government should redistribute resources from the rich to the poor. The definition that economists adopted instead was developed as an attempt to discredit the earlier definition. As we shall see, however, it is not clear that the redistribution version can be discredited so easily.

While economists have managed to convince themselves that the redistribution of income cannot be justified, the rest of the world sees things differently. Practically all governments require the rich to pay higher taxes, and for their part the poor often demand that the government services they get be of the same quality as the services that the rich get, particularly when it comes to education. This forces economists into the sorts of practical debates that their theories were designed to snuff, and in these debates they do not speak with a single voice. As Part 1 shows, some economists argue that the tax rate that the rich pay is inefficiently high because it discourages work, while other economists have conducted empirical research showing that it does not actually have that effect. Similarly, some economists argue that increasing the funding for poor schools would not make a difference because the government will just waste it, while other economists show that this is not the case.
While economists are divided on these important issues, the idea that high taxes are inefficient has nevertheless dominated U.S. tax policy over the last thirty years. As we shall see, what makes this implausible claim appear plausible is the basic model that economists use for analyzing the labor market. The model assumes that employees are free to choose the number of hours that they work, and that when they are paid less they work less. It also assumes that workers do not enjoy work and are shirkers by nature. It is a model of an economy of disconnected individuals who are neither tied to other individuals and to capital in the production process, nor governed by any social norms. In such a model, no outcome can be ruled out and any outcome is equally plausible.

The distribution of income is often thought of as a stage that comes after goods are produced and sold. But it is the distribution of income that determines what and how much will be produced in the first place, and an unequal distribution of income often leads to a decrease in the size of the economic pie. One example is the production and distribution of AIDS drugs. Poor people in developing countries cannot afford these drugs not because they are objectively poor, but because they are poorer than people in developed countries. The drug companies choose to price drugs for AIDS beyond the reach of the people of the Third World because it is more profitable to sell these drugs at high prices that only people in the First World can afford, rather than to sell them at low prices all over the world. But as Part I shows, the victims of inequality are not only poor people in the Third World but also middle-income people in the First. Paradoxically, we will see that with the economists’ definition of economic efficiency, it is possible to conclude that “the economy” is growing at the same time that most people in that economy have less.

Part II covers theories of wages and of executive compensation, or how inequality is created to begin with. Why does one person make in an hour what another makes in a week or month or year? The “neo-
classical” theory that economists have adopted could not be simpler: A person is paid what she is worth to her employer. If she earns $7.25/hour, currently the national minimum wage, then her contribution to her employer is $7.25/hour. And if she is paid many thousands of dollars an hour, then her contribution to her employer is also that much greater.

But this is not the only theory of wages and compensation that exists. The neo-classical theory was invented to replace the “classical” theory, which argued that pay rates are determined not by contributions to production—a meaningless concept, as we will explore—but by the relative bargaining strengths of the different parties. As Part 2 shows, the empirical data supports the classical theory and is inconsistent with the neo-classical theory.

If pay rates are determined by bargaining power, what determines bargaining power? When it comes to workers, laws and government policies play a decisive role. Union rights, the minimum wage law, unemployment insurance, Social Security, welfare, and the enforcement of the rights of immigrants all combine to determine the ability of workers to say no to low wages, and all have been eroded since the 1980s. Part II will make clear the effect of this erosion on workers’ well-being.

Unlike workers, executives who bargain with their employers often have the upper hand. And in this case economists have a very good, if simple, explanation for why. The employers of executives are their companies’ shareholders, and when each company is owned by a great number of different shareholders, there is nobody to mind the store. As we shall see, this theory is merely an application of the classical theory of wages, which relies on bargaining power to explain rates of pay.

This book is intended for an educated reader with an interest, though not necessarily a background, in economics. It does not use mathematics, though some basic arithmetic does come into play. The aim is to give the reader a thorough understanding of the key concepts and theories of
both mainstream economics as well as less-well-known alternatives that often explain economic behavior better than prevailing theories, and that don’t always call for policies that benefit the rich and powerful. In each case, the history of economic thought will be traced, along with the historical context that produced the ideas.
Part I

ECONOMIC EFFICIENCY AND
THE ROLE OF GOVERNMENT
THE PIE OF HAPPINESS

Economists like to talk about the economy as a pie. A pie is a good way to think about the well-being—or, in the language of early social scientists, happiness—that an economy produces. It turns out that the pie of happiness is largest when the resources of society are distributed equally. Inequality makes the pie smaller.
INCOME EQUALITY:
THE EARLIEST STANDARD OF EFFICIENCY

The search for a definition of economic efficiency began with the emergence of democracy. With democracy came, for the first time in history, the need to ask explicitly whom government should serve. Kings were never bothered by this question. “L’état, c’est moi,” Louis XIV of France declared in the early eighteenth century. But who should a government “of the people” and “for the people” serve, when some of the people are rich and some are poor?

In 1793 the French “people” executed Louis XVI and proceeded to ratify in a referendum a constitution that guaranteed income redistribution in the form of public relief and public schooling. (“People” is in quotation marks because not all the French wanted the king executed, nor did all of them vote for the constitution.) But how much should be redistributed? The constitution of 1793 did not say, and the political process that would have determined it was thwarted before it started. A group of citizens, “The Conspiracy of Equals,” demanded that the constitution be implemented, but the group was disbanded when its leader, François Noël Babeuf, was sent to the guillotine. The question was addressed theoretically, however, by a contemporary of Babeuf, the wealthy British philosopher Jeremy Bentham (1748–1832).
Bentham based his theory of the efficient degree of redistribution on three building blocks: (i) the happiness of a society consists of the sum of the happiness of each of its members, (ii) an efficient allocation of resources is one that maximizes the happiness of society, and (iii) the happiness that a person gets from an additional dollar (English pound) decreases as the number of dollars that person has increases. In the language of economics, “happiness” has long since been replaced by “utility,” and Bentham’s theory is known, therefore, as Utilitarianism.

Utility, U, is made of tiny units called “utils.” Utils are derived from money. Each additional dollar buys additional utils, and the number of utils that each additional dollar buys is called “the marginal utility of money.” The relationship between U and a person’s income, I, is shown in figure 1.1. The marginal utility of money is denoted in the figure by $\Delta U$. More income yields more utility, but the relationship is not linear: while an extra dollar always brings additional utility, this additional utility decreases as income increases.
utility gets smaller as a person's income increases. In other words, the marginal utility of money, $\Delta U$, decreases with the amount of money a person has.

A rich person is higher on the utility function than a poor person. Therefore, as figure 1.1 shows, if a dollar is transferred from the rich to the poor, the loss of utility to the rich will be less than the gain in utility to the poor. The transfer of a dollar from the rich person to the poor person will therefore increase the sum of utilities of these two individuals. Where should the process of redistribution stop? When each person has the same amount of money, because this will maximize the sum of their utilities. The pie of happiness is biggest—and therefore Utilitarian Efficiency is achieved—when the pie is divided exactly equally.

Definition: Utilitarian-Efficient Policy. A policy is Utilitarian efficient if it maximizes the sum of utilities in society.

Bentham was an effective agitator for equality. At the time, admission to Cambridge and Oxford was limited to students who belonged to the Church of England. When University College London opened in 1826, it was open to all. Bentham was considered the spiritual father of University College and his embalmed body is to this day displayed as a public sculpture there. (The head is now wax because pranksters stole the real head several times.)

But Utilitarianism as a yardstick for economic efficiency did not survive the century in which it was developed. It was supplanted wholly and with complete success by another definition of efficiency, one invented by an Italian economist, Vilfredo Pareto (1848–1923). If Utilitarianism is still mentioned in economics textbooks at all, it is summarily dismissed as a historical curiosity on the way to the truth: Pareto efficiency. How and why did Pareto dismiss Utilitarianism?
“The more nearly the actual proportion approaches to equality, the greater will be the mass of happiness.”

Credit: Michael Reeve
THE POPE AND PARETO DON’T LIKE IT

Let’s begin with the why. At the end of the nineteenth century, inequality in Europe was so extreme that a socialist revolution had become a real possibility. Pope Leo XIII was moved enough by the prevailing economic disparity that in 1891 he issued an encyclical letter, *Rerum Novarum (Of New Things)*, which was devoted to “The Condition of the Working Classes,” and in which he wrote:

> The whole process of production as well as trade in every kind of goods has been brought almost entirely under the power of a few, so that a very few rich and exceedingly rich men have laid a yoke almost of slavery on the unnumbered masses of non-owning workers.¹

This would seem to lay the groundwork for a call to redistribute “the whole process of production.” In fact, though, the pope objected strongly to redistribution through the power of the state. The rich should have no legal obligation to assist the poor, the pope claimed: “These [assisting the poor] are duties not of justice, except in cases of extreme need, but of Christian charity, which obviously cannot be enforced by legal action.” In a book published in 1906, *Manual of Political Economy*, Pareto elaborated on why assistance to the poor cannot be legally mandated, warning against even a mild redistribution by the state because of the slippery slope:

> Those who demanded equality of taxes to aid the poor did not imagine that there would be a progressive tax at the expense of the rich, and a system in which the taxes are voted by those who do not pay them, so that one sometimes hears the following reasoning shamelessly made: “Tax A falls only on wealthy persons and it will be used for expenditures which will be useful only to the less fortunate; thus it will surely be approved by the majority of voters.”²
But why was Pareto opposed to redistribution? Because according to him Bentham was not necessarily right. As figure 1.1 shows, Bentham assumed that the only difference between a rich person and poor person was in how much money they had: given the same amounts of money they would have exactly the same amounts of utility. It is this similarity between the rich and the poor that led Bentham to conclude that transferring a dollar from the rich to the poor would hurt the rich less than it would help the poor. But according to Pareto rich people and poor people may be fundamentally different. In this scenario transferring money from the rich to the poor could actually hurt the rich more than it would help the poor. He used an extreme hypothetical example to illustrate this possibility. What if the rich actually enjoy the poverty of the poor? He asked. Then reducing poverty by redistribution may hurt the rich more than it would help the poor, Pareto argued. “Assume a collectivity made up of a wolf and a sheep,” Pareto explained. “The happiness of the wolf consists in eating the sheep, that of the sheep in not being eaten. How is this collectivity to be made happy?”

Economists do not usually cite this passage in explaining Pareto’s objection to Utilitarianism. Instead they ask what if the rich and the poor do not have the same utility function, as in figure 1.1, but instead, by chance, the rich happen to derive greater utility from a given quantity of money than the poor do. Figure 1.3 depicts this argument graphically, and it shows that a transfer of a dollar from the rich to the poor in this case may hurt the rich more than it would help the poor. Notice that just like a poor person, a rich person also derives greater utility from her first dollar than from her last one. But a rich person’s utility from her last dollar may exceed the poor person’s utility from her first dollar.

What would happen if all of a sudden the rich and the poor traded places, and the rich became poor and the poor became rich? In this case the curves in figure 1.3 would stay the same, but their labels would
Economists do not claim that the situation as it is described in figure 1.3 actually exists in reality, only that it may exist. Because utility is not measurable, this possibility simply cannot be ruled out. And if this is indeed the situation, then Bentham’s argument does not hold, and redistribution is therefore not justified. Bentham acknowledged this possibility. “Difference of character is inscrutable,” he said. But, he argued, a large difference in character between the rich and the poor was so unlikely that the government would make fewer mistakes if it operated
under the assumption that the rich and the poor are similar, than if it op-
erated under the assumption that they are fantastically different. The
economist Abba Lerner (1903–82) noted that Bentham was just applying
the first principle of statistics: when it is not known that things that ap-
pear the same are really different, the best we can do is to assume that
they are the same.5 This is why we assign the probability of $\frac{1}{6}$ to each face
of a die.

Unlike Bentham or Lerner, Pareto did not concern himself with the
question of how likely it was that redistribution would hurt the rich

---

“Assume a collectivity made up of a wolf and a sheep. . . . How is this collectivity
to be made happy?”

FIGURE 1.4: VILFREDO PARETO, 1848–1923
more than it would help the poor. For him this theoretical possibility, no matter how remote, was reason enough to reject the lever of equality as a yardstick of economic efficiency. And based solely on this theoretical possibility, the entire economics profession removed the distribution of resources from its definition of economic efficiency and replaced it with Pareto’s own definition.
Like Bentham, Pareto also equated efficiency with maximizing the well-being produced by society’s resources. But while Bentham allowed for the possibility that this would require the redistribution of these resources from the rich to the poor, Pareto ruled this possibility out from the start. According to him, an allocation of resources is (Pareto) efficient if it cannot be changed in a way that will make at least one person better off without making anybody else worse off. This definition is indifferent to the distribution of society’s resources.

But first it is necessary to explain what the definition actually means. The next few pages are the most technical in the book, and it is my hope that readers will bear with them. The concept of Pareto efficiency is a critical building block of all modern-day economics, and a few extra minutes spent mastering this slightly arcane material will be well rewarded. The graphs are helpful, but not essential, to understanding the ideas under discussion. The rest of the book will be far less technical by comparison.
SUPPLY AND DEMAND

The economist's analysis of the behavior of the free market begins with, on the one hand, the quantity of a commodity that is available for consumption, and on the other, the different values that different consumers place on this commodity. In other words, it begins with supply and demand.

Suppose that seven families, A to G, need housing in a city, and suppose also that there are only six apartments available for rent. All the apartments are identical in terms of desirability, and each apartment is owned by a different landlord. Each family has a different level of income, and therefore the maximum amount that it is willing to pay for an apartment is also different. The maximum amount that a family is willing to pay for an apartment is called the family’s reservation price. The reservation prices are shown in table 2.1, and as we shall see, they form the demand for a commodity.

Two factors determine a family's reservation price for a given apartment: the family’s income, and the best available alternative, in terms of quality, location, and rent. For instance, in our example, if family G does not get one of the six apartments in the city, it will have to live in an apartment outside the city for which it will have to pay $1,200/month. It is in view of this alternative that family G's reservation price for the city apartment is $1,500/month. This means that if the rent for a city apartment is actually $1,500/month, family G is indifferent between living in the city apartment and living in the alternative apartment for $1,200/month.

<table>
<thead>
<tr>
<th>FAMILY</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reservation Price</td>
<td>$6,000</td>
<td>$5,250</td>
<td>$4,500</td>
<td>$3,750</td>
<td>$3,000</td>
<td>$2,250</td>
<td>$1,500</td>
</tr>
</tbody>
</table>
Who will get the six apartments and how much will the rent for the apartments be? If each apartment is owned by a different landlord and neither landlords nor tenants collude, and, in addition, if what each family pays for its apartment is public information, then the market is a “competitive market.” The first thing to notice about the competitive market is that it forces the rent on all the apartments to be the same. To see why, suppose that the rents are not the same. For instance, suppose that family A pays $2,000/month while family B pays only $1,500/month, and that these rents are common knowledge. In this case the landlord of family B would try to entice family A to her apartment with a rent offer that is lower than family A’s rent but higher than family B’s rent. A rent of $1,750/month would be agreeable to both parties. Alternatively, it could be family A who would initiate the transaction by offering to pay more than family B for the apartment that family B is occupying. Again, $1,750 would make both parties (family A and the landlord) better off. Such competition between landlords (who “steal” tenants from one another) and between tenants (who “steal” apartments from one another) will continue until the rent on the two apartments is identical. No tenant would want to pay more than other tenants do and no landlord would want to receive less than other landlords do, and as a result we get the Law of One Price:

In a competitive market identical goods have an identical price.

What would this unique rent be?

The minimum rent has to be at least $1500.01/month, because if it were lower, say $1,499/month, then seven families would have wanted apartments even though there are only six available. In this case the “homeless” family would have offered one of the landlords more than $1,499/month for an apartment (say $1,499.50), that landlord would
have accepted the offer, and the existing tenant would have been evicted. The competition between consumers for apartments will not stop until the price rises sufficiently to force the poorest family out of the competition altogether. That means that the rent must be at least $1,500.01.

The same logic also makes it clear that the market rent cannot be higher than $2,250/month, because if it were, one of the landlords would be without a tenant, and she would then compete for a tenant by lowering her rent. Competition between landlords will stop only when each has a tenant, and that means that the rent must be at a level that is below the reservation price of family F. Hence, the market rent will be between $1,500.01 and $2,250.

The reservation prices can be used to draw the “demand curve,” which shows how many apartments are demanded at each price (figure 2.1). For instance, the curve shows that when the rent is between $2,250.01 and $3,000/month, five apartments are demanded. (The demand curve is continuous, as if it is possible to have a fraction of an apartment. This is done merely for convenience and does not change the analysis at all.) The supply curve in our case is even simpler, because it is just a vertical line that represents the six apartments that landlords want to rent out. The intersection between the supply and the demand curves gives the “equilibrium” prices, the range of the prices that “clear” the market.

**Definition: Market-Clearing Price:** A price “clears” the market, or is an “equilibrium price,” if all the apartments that are supplied at that price have tenants and all the tenants that are willing to pay that price have apartments.

Family G does not have an apartment, but the market is in equilibrium nevertheless because at the equilibrium price the family “does not want” (cannot afford) an apartment.
CONSUMER SURPLUS AND PARETO EFFICIENCY

A family rents an apartment only when its reservation price for the apartment is higher than the market price (when the market is in equilibrium, the market price is also the equilibrium price). The difference between what the apartment is worth to the family and the rent the family has to pay is a measure of the net benefit to the family from its apartment. This benefit is called the “consumer surplus.” For example, when the market rent is $1,750/month, family C earns a consumer surplus of $2,750 from the apartment because its reservation price is $4,500. (Assume that the price of a slice of pizza is $2.50. If your reservation price for a slice is $3.00 then your consumer surplus is fifty cents. If your reservation price is exactly $2.50 then you are indifferent between buying and not buying it;
regardless of what you do, your consumer surplus then is zero. Finally, if your reservation price is less than $2.50, you do not buy the slice. In other words, you buy a slice only when this will make you either strictly better off or not worse off than not buying it.) We shall see that the allocation of apartments to families that the free market produces maximizes the sum of consumer surpluses in the economy, which is why this allocation is Pareto efficient. By contrast, the allocation of apartments to families that rent control produces may result in a smaller sum of consumer surpluses, and this is why rent control is Pareto inefficient. Instead of utils, Pareto measures efficiency in terms of “consumer surplus.”

RENT CONTROL: A CASE STUDY

Rent control is a form of government intervention designed to assist middle-class and poor families that would otherwise be priced out by the free market. This is, for instance, the situation in New York City today, where a form of rent control is in effect, and where there is little doubt that without this control, thousands of families would not be able to afford their homes. Yet for modern economists rent control is the quintessential example of a policy that is not Pareto efficient. In fact, the first chapter of one of the most popular contemporary economics textbooks, Intermediate Microeconomics by Hal Varian, uses rent control to illustrate Pareto inefficiency. Rent control is not Pareto efficient, we shall see, because it lets middle-class families live in apartments they otherwise could not afford, and because it therefore does not maximize the sum of consumer surpluses.

Let’s continue our example of the housing market by supposing that the government adopts a rent-control policy that imposes a rent cap of $500/month on all apartments, and let’s suppose that as a result, family G has an apartment and family A does not. Is this situation Pareto effi-
cient? The answer depends on whether it is potentially possible to reallocate an apartment from family G to family A and make at least one of the families better off without making the other family worse off. The answer is that potentially it is possible.

To see how, suppose that subletting rent-controlled apartments for any price is legal. Family A could offer family G a sum that is more than $1,500/month for the apartment, which would fully compensate family G for giving up its apartment (and moving to the suburbs), and still be less than family A’s own reservation price of $6,000/month. Both families would thus be better off. For instance, say that the sublet rent is $4,000/month. Then family G’s consumer surplus from the apartment (in which it no longer lives) is $3,500/month (because the landlord gets $500/month) and family A’s consumer surplus from the apartment (in which it now lives) is $2,000/month. Both families would be better off, without any family or landlord being worse off. We conclude, therefore, that if under rent control a poor family ends up with an apartment that a rich family wants, rent control is Pareto inefficient.3

If all the apartments went to the wealthiest families to begin with—as they would if the market were free—the allocation of apartments would be Pareto efficient. The reason is that, in this scenario, even if subletting were legal, the allocation of apartments would not change. The poor do not have the money that the rich would demand to vacate their apartments. Of course, it is precisely because the free market allocates apartments in a way that is Pareto efficient that rent control exists to begin with.4

Figure 2.2 depicts Pareto efficiency diagrammatically. Since the reservation price of family A for an apartment is $6,000/month and the rent that the landlord collects is $500/month, the maximum consumer surplus that a rent-controlled apartment can generate is $5,500; the figure shows how this surplus can be divided between families A and G. If fami-
ily A gets the apartment to begin with, then the allocation is point \( a \) in the figure: the consumer surplus of family A is $5,500/month, while the consumer surplus of family G is $0. If family G gets the apartment to begin with and continues living in it, then the allocation is point \( g \): the consumer surplus of family G is $1,000, and the consumer surplus of family A is $0. If family G gets the apartment to begin with and then sublets it, then the apartment generates a surplus of $5,500/month for the two families together. In that case the families are somewhere on the line labeled “Pareto Frontier.”

The “Pareto Frontier” gets its name from the fact that at any point on it the sum of the surpluses of families A and G is at its maximum possible level ($5,500), and it is not possible, therefore, to increase the surplus of one family without reducing the surplus of the other. Point \( g \) is not on the frontier because if the families start at that point (Family G gets the apartment), then it is possible to make both families better off at the same time by moving away from it. Of course, since family G gets a consumer surplus of $1,000 from the apartment, it would not agree to give it up unless it is paid at least $1,000 above the rent of $500. In the diagram, Family G would only agree to be on the section of the Pareto Frontier labeled “Pareto Improvements.” (A reallocation of resources is a “Pareto improvement” if it makes at least one person better off without making anybody worse off. In a Pareto improvement there are no losers and at least one winner.) The fact that point \( g \) is not on the Pareto frontier is why economists conclude that rent control is not Pareto efficient.

Figure 2.3 shows the effect of rent control when the consumer surpluses that families A and G derive from all goods and services are considered. With rent control, the families are at point \( g \), inside the Pareto frontier. Potentially, if rent control is abolished the families could be anywhere on the Pareto frontier. But in fact they will be at point \( a \). In dollars, G’s loss will be small ($1,000), but because of its poverty, G will lose
about one-third of its total consumer surplus. In dollars, A’s gain will be large ($5,500), but as percent of its total consumer surplus the gain will be small.

**KALDOR, HICKS, AND COST-BENEFIT ANALYSIS**

When poor families occupy rent-controlled apartments that the rich want, legalizing subletting would increase the well-being of both poor and rich. Why isn’t subletting legal then? Because the purpose of rent control is to maintain neighborhoods that are economically mixed.

When poor families get housing under rent-control rules that do not
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allow subletting, the allocation of apartments is not Pareto efficient. But should rent control be abolished even if the families who occupy rent-controlled apartments would be offered no compensation (a move from $g$ to $a$ in Figure 2.2)? Because abolishing rent control would make one of the families worse off, the concept of Pareto efficiency does not provide us with any guidelines about what to do. Pareto’s definition tells us that the government should adopt policies that make everybody better off, but regarding policies that produce losers in addition to winners, the

**FIGURE 2.3: RENT CONTROL, THE BIG PICTURE**
The problem is, however, that in reality most, if not all, government policies produce losers in addition to winners. As a guide to policy, therefore, Pareto efficiency is useless.

In this respect Utilitarianism is, of course, very different. Utilitarianism calls for redistributive policies, which, by their very nature, produce losers. Economists reject Utilitarianism because it compares the utility levels of the rich and the poor (and argues that a transfer of a dollar from the rich to the poor would help the latter more than it would hurt the former). Comparing the utilities of different individuals is not permissible, these modern economists argue. But without comparing the utilities of the winners with the utilities of the losers, how can policies be analyzed? As the economist Roy Harrod (1900–1978) explained in 1938: “if the incomparability of utility to different individuals is strictly pressed [i.e., if utilities are incomparable], not only are the prescriptions of the welfare school [Utilitarianism] ruled out, but all prescriptions whatever. The economist as an adviser is completely stultified, and unless his speculations be regarded as of paramount aesthetic value, he had better be suppressed completely.”

The English economists Nicholas Kaldor (1908–86) and John Hicks (1904–89) volunteered, therefore, to infuse policy content into Pareto’s definition of efficiency. According to Kaldor a policy should be implemented whenever the cumulative gains from it would exceed the cumulative losses, regardless of whether the losers would be compensated for their losses. Otherwise the policy should not be implemented:

There is no need for the economist to prove—as indeed he never could prove—that as a result of the adoption of a certain measure nobody in the community is going to suffer. In order to establish his case [that the measure should be adopted], it is quite sufficient for him to show that even if all those who suffer as a result are fully compensated for their loss [by the
winners], the rest of the community will still be better off than before. Whether the [losers] should in fact be given compensation or not, is a political question on which the economist, qua economist, could hardly pronounce an opinion. 6

Hicks’s test is similar in its approach but different in its specifics. 7 According to Hicks, a policy should not be implemented whenever the losers from the implementation could compensate the winners for forgoing the implementation and still be at least as well off themselves, regardless of whether the compensation would actually take place. Otherwise the policy should be implemented.

In order to see what the Kaldor and the Hicks tests actually mean, we continue with our housing example. Assume that all six available apartments are rent-controlled and are occupied by the poorest families, B–G; each family pays the controlled rent of $500/month. Assume also that without rent control the rents would be $2,000/month. (We saw earlier that the market rent must lie between $1,500.01/month and $2,250/month.) If rent control were abolished, family G would lose its apartment altogether; in terms of consumer surplus its loss would be $1,000/month (the difference between its $1,500 reservation price and the $500 rent it was paying under rent control). Families B–F would continue to live in their apartments, but each family would lose $1,500/month because of the higher rent.

Let’s apply Kaldor’s test first. The test asks the following question: If rent control were abolished and all the losers were compensated for their losses, would the rest of the community be better off? In order to compensate families B–F for the higher rent, the rent increase could simply be rebated back to them by the other families. This would leave these families and their landlords just as well-off as they were before the abolition of rent control, but the rest of the community—families A and G
and the landlord of family G—would all be better off. The landlord would be better off because she would collect $1,500/month in extra rent. Family A would be better off because after paying a rent of $2,000/month to the landlord and a compensation of $2,000/month to family G it would still enjoy a consumer surplus of $2,000/month. And family G would be better off because its consumer surplus from the apartment would be $2,000/month instead of $1,000/month. With some winners and no losers, rent control should be abolished, according to Kaldor’s test.

Let’s turn now to the Hicks test, which asks the following question: Would the losers from the abolition of rent control be better off compensating the winners for agreeing to forgo it, or would they be better off resigning themselves to its abolition? Two parties stand to win from the abolition of rent control: The landlords and family A. The parties that stand to lose are families B–G. Of these, families B–F could in fact compensate the landlords for forgoing the abolition of rent control. They could agree to pay the market rent of $2,000/month even when rent control continues, and both they and the landlords would be just as well off as if rent control were abolished. But they would not agree to pay anything toward compensating family A, because after paying the higher rent they would get no surplus from their apartments, and if they had to pay more they would be better off moving. Family G would not be able to compensate even its landlord, because its surplus from the apartment is only $1,000/month, less than the required $1,500/month increase in rent. Thus, as a group, the losers from the abolition of rent control could not compensate the winners for forgoing it, and rent control should therefore be abolished according to the Hicks test as well.

Kaldor’s and Hicks’s tests lead to the same allocation of resources that the free market would produce. This is no accident. These are really no more than tests of whether or not policies lead to the free market alloca-
tion of resources. Their only “advantage” over the actual definition of Pareto efficiency is that while Pareto efficiency calls for abolishing a redistributive policy only when the poor would be compensated for their losses, Kaldor and Hicks call for the abolition of redistributive policies regardless of what happens to the poor.

Economists call the calculations of whether a policy passes the Kaldor-Hicks tests cost-benefit analysis. For example, in the analysis of whether rent control should be abolished, the “benefits” are the consumer surpluses that the rich would gain and the “costs” are the consumer surpluses that the poor would lose. In 1981 President Reagan signed an executive order that required all federal agencies to conduct cost-benefit analysis of all their regulations. President Clinton renewed the requirement with another executive order in 1994. “Circular A-4” of the Office of Management and Budget explains the need for cost-benefit analysis in the following way:

Benefit-cost analysis is a primary tool used for regulatory analysis. Where all benefits and costs can be quantified and expressed in monetary units, benefit-cost analysis provides decision makers with a clear indication of the most efficient alternative. . . . [This] is the alternative that generates the largest net benefits to society (ignoring distributional effects). This is useful information for decision makers and the public to receive, even when economic efficiency is not the only or the overriding public policy objective.8

One problem with this logical-sounding statement is that the benefits and the costs, which are measured in consumer surpluses, are themselves determined by the distribution of income. The benefits from abolishing rent control would exceed the costs for no other reason than that the rich can pay more for apartments than the poor. Thus, unlike Utilitarianism,
which “arbitrarily” reaches the conclusion that the rich and the poor deserve the same of everything, cost-benefit analysis “objectively” determines that the rich deserve more. ⁹

PARETO EFFICIENCY IN PRODUCTION

To economists, rent control is also the perfect example of how price controls impede the emergence of Pareto efficiency with respect to the production of goods. Rent control reduces the profits of landlords, the argument goes, and therefore it reduces the landlords’ incentive to acquire new housing units. The ensuing reduction in the level of construction constitutes a Pareto inefficiency because consumers and landlords would benefit from more housing. Of course, some tenants would lose their apartments if rent control were abolished, but the gains to the landlords and tenants from the new housing would probably far outweigh the loss in consumer surpluses of the displaced tenants; if so, the losers could potentially be compensated for their losses.

The first problem with this argument is that it does not account for why a government might impose price controls in a particular market to begin with. In the Middle Ages the price of bread was controlled everywhere in Europe, but today the price of bread is not controlled anywhere. ¹⁰ Why? The answer is that in medieval times there wasn’t enough food to satisfy the demands of both rich and poor people, but today there is. Of course, the controls did not make more bread available, but they did make more bread available to the poor. (They also forced everybody to stand in line. When the price of a good is so low that the poor can afford it, but the quantity supplied is less than the quantity demanded, a line is formed.) Thus price controls are imposed on a free market when poor consumers believe that the free market allocates to them less than their
fair share of a good, and when they are able to demand that the situation be rectified. (In the Middle Ages the poor did not have a venue for demanding anything, but the authorities were wary of riots.)

The second problem with the Pareto inefficiency in production argument is that it does not say what to do during the transition period that the free market needs to produce the promised abundance. Abolishing rent control will result in the displacement of many families for the promise that at some time in the future they and additional families will be better off. Even if this promise is to be kept, the economist John Maynard Keynes (1883–1946) warned against simply waiting for the free market to solve economic problems because, “in the long run we are all dead.” What should be done with the families that would be uprooted if rent controls were abolished?

The third problem with the Pareto inefficiency in production argument is that the incentives to build new housing and to maintain the old can easily be established while keeping the price controls in place. New construction is usually exempted from rent control, and landlords of rent-controlled apartments are permitted to raise the rents to cover any increases in the cost of maintenance.

An example of how economists use Pareto efficiency in production to argue against redistributive policies comes from a Primetime Live segment about rent regulation in New York City that ABC Television ran in 1997, when rent control came under serious attack. The program featured as an expert the economist Walter Williams, chair of the economics department at George Mason University at the time. Williams lived in Virginia, not New York, and had done no research about the housing market in the city. In his analysis he presented no numbers about rent control in New York or in any other place in the world. Instead of giving viewers the facts about rent control, host John Stossel broadcast footage of different rent-regulated buildings in NYC and Williams commented
on what he saw. Stossel started by showing Williams photographs of rich and famous people who live in posh rent-stabilized apartments. He then showed his guest pictures of dilapidated buildings in the Bronx.

Stossel: Finally, the most destructive unintended consequence of rent control is that some landlords say, “If I can’t raise the rent, I won’t make repairs.” And they don’t.

Williams: Short of aerial bombardment the best way to destroy a city is rent control.\(^1\)

Landlords “won’t make repairs”? Wasn’t Williams just told of posh rent-stabilized apartments of the rich and famous, and shouldn’t Stossel have concluded that what determined the condition of the buildings was not rent control but the wealth of the tenants? Anyone with any knowledge about the real estate market in New York City knows that the reason landlords cannot raise the rents in poor neighborhoods is not rent control but . . . that the tenants are poor. While hard statistics are not available,\(^2\) anecdotal evidence indicates that in poor neighborhoods in New York City the market rents are frequently below the regulated rents. The problem of low-quality housing for the poor in New York City is not new. If Stossel wanted to show viewers what an unregulated free market in housing can do the quality of housing in New York City, he could have used the photographs in Jacob Riis’s 1890 book *How the Other Half Lives*. It is precisely the failure of the free market to provide acceptable quality housing to the poor that led to the creation of housing codes.

Rent control is akin to “aerial bombardment”? In the booming New York City of 1997? Williams should have told viewers that all new construction in New York City is exempt from rent regulations and that in spite of rent regulations, new housing is being built everywhere in the city. What is being destroyed, however, is low-income housing, and not by rent control, but by income inequality. The prices of luxury apart-
ments in Manhattan are so high that developers have no incentive to build new low-income housing. In fact, as will be shown below, existing low-income housing is often converted into luxury housing. Concerning maintenance, Williams might have informed viewers that New York’s regulated rents are adjusted annually to compensate landlords for increases in maintenance costs. Finally, Williams might have also told the viewers that landlords who bought their buildings after rent regulations went into effect paid prices that reflected the existence of rent regulations. Their rate of return on their investment is therefore the same as on free market properties.

It would be tempting to dismiss Williams as a lone economist. But a survey of economists who are members of the American Economic Association showed that 76 percent generally agree with the statement that “a ceiling on rents reduces the quality and quantity of housing available,” and an additional 17 percent agree with this statement “with provisos.”\(^\text{13}\) This is not exactly the same as declaring an opposition to rent control, but that’s exactly how this result is being widely interpreted, and the interpretation is probably correct. Even Williams’s outlandish comparison of rent control to aerial bombardment is not original; economists often parrot it regarding rent control, although unlike Williams, they usually attribute it to its author, the Swedish economist Assar Lindbeck (b. 1930).\(^\text{14}\) (An example of the damage that the study of economics can inflict, since Lindbeck is a socialist.)

RENT CONTROL FOR THE RICH?

The argument that rent control is Pareto inefficient is not the argument that gets media attention. What does generate a buzz is the claim that rent-regulated apartments go to rich tenants. The actress Mia Farrow became the poster girl for all that is wrong with rent control because she, a
famous and rich actress, occupied a rent-regulated apartment overlooking Central Park, and Stossel, of course, did not fail to mention her. So do rent-regulated apartments go to the rich?

Stossel’s anecdotes notwithstanding, the evidence shows that, as a rule, they don’t. New York renters are poor in general, but tenants in rent-regulated apartments are even poorer. The median income of a renter household in a rent-stabilized apartment in 2004 was $32,000. The median income of a renter household in a market-rent apartment, on the other hand, was $42,000, almost a third higher.15

The use of Mia Farrow as a poster girl against rent control is interesting, because she could have been the poster girl for the other side. In 1994 the rent-regulation law in New York was changed, and all apartments that rent for more than $2,000/month became deregulated if the income of their tenants exceeded $250,000 a year. (In 1997 the law was changed again: an apartment became decontrolled—i.e., went to market-level rent—if its rent was higher than $2,000 and the income of the tenant exceeded $175,000, and any apartment that became vacant with a rent of more than $2,000 became automatically decontrolled, regardless of the income of the new tenant.) Did Farrow simply pay the market rent so that she could stay in her apartment? She left the city altogether. Why? Most probably because she could not afford to stay. Farrow has fourteen kids, several of whom were adopted with severe disabilities (blindness, heart ailment, cerebral palsy, paralysis). It is not surprising, then, that even she could not afford Manhattan’s market rents.

The Farrows left, and another family occupies their apartment now. Does the family that replaced the Farrows also have fourteen kids, and do these kids have as many special needs as the Farrow kids do? No newspaper ran a story on the family that replaced the Farrows. Since the new family pays the market rent for the apartment, this must be proof that it is more deserving of it than the Farrows. When a policy benefits the poor,
everybody is a utilitarian, calculating whether the beneficiaries are deserving. No calculations are carried out, however, when the rich gobble up the resources of society.

Mia Farrow’s case notwithstanding, it may still be argued that the eligibility for rent-controlled apartments should be limited to low-income families. Because government programs that benefit only the poor often perish, this argument is not as clear-cut as it may at first appear. But the danger of basing policy on anecdotes instead of hard data is clear.

REDISTRIBUTION, PARETO, AND PARETO EFFICIENCY

The redistribution of goods is not Pareto efficient because it gives goods to people who have low reservation prices for them. But every person, rich or poor, has the same reservation price for money: a dollar is worth exactly a dollar to both rich and poor. Thus the redistribution of money cannot be objected to on Pareto efficiency grounds. Pareto objected to the redistribution of money not because it violated his definition of efficiency, but because of the possibility that total utility in society will decrease if a dollar is passed from the rich to the poor.
Economists often fill official posts, and when they do, they dutifully apply what they have learned: if it is not Pareto efficient, abolish it.

IT IS NOT PARETO EFFICIENT:
THE POOR EAT TOO MUCH

In 1997 several Asian countries experienced a financial crisis that started when foreign investors slowed the pace of their investments in these countries. Currency speculators understood that with fewer dollars coming in, the value of the local currencies would fall, and they converted their holdings of local currencies into dollars. This caused local residents to fear for the value of their own savings, and they too started converting their local currencies into the dollars that were fast disappearing. The end result of this self-fulfilling prophecy was an increase in the value of the dollar.

There is no good explanation for why foreign investors all of a sudden lost their confidence in the abilities of the Asian economies to continue to grow. John Maynard Keynes, the English economist of the Great Depression, argued that the moods of investors defy explanation. He
attributed these mood swings to an “animalistic spirit” that is unpredictable. But regardless of whether there is a rational explanation, the fact remains that the value of the dollar increased, which meant an immediate increase in the local-currency price of imports.

Indonesia was particularly hard hit by the crisis because it relies heavily on food imports: all of Indonesia’s wheat, one-third of its sugar, and one-tenth of its rice are imported. The government of Indonesia subsidized food prices at the time, but despite these subsidies food prices increased so much that food riots engulfed the country; five hundred people died in the capital, Jakarta, alone. To feed its people Indonesia needed a loan from the International Monetary Fund (IMF).

The fact that the Indonesian government traditionally subsidized the price of food did not sit well with the IMF economists. As will be explained below, food subsidies violate Pareto efficiency. So, amid the riots and with the backing of Larry Summers, the deputy U.S. secretary of commerce at the time, the IMF demanded that Indonesia abolish its food subsidies to establish “market-based pricing” as a condition of receiving the loan. President Clinton even called President Suharto of Indonesia from Air Force One to demand that he comply with the IMF’s demands. And comply he did.²

Food subsidies may not be Pareto efficient for the same reason that rent control is not Pareto efficient: poor people are being given access to goods they otherwise could not afford. Table 3.1 below shows a poor family’s reservation prices for food when it has an income of $20. The first two units of food are biological necessity. If the price of food is $20/unit, the family will buy one unit, and if the price of food is $10/unit it will buy two units. We assume that the world market price of food is $20/unit, and that this is the price that the Indonesian government pays. The government sells the food to its citizens at $5/unit, providing a subsidy of $15/unit. After the first two, biologically necessary units, the third
unit is optional, and the family does have a reservation price for that and all additional units, given that particular subsidy.

**TABLE 3.1: A FAMILY’S NECESSITY AND RESERVATION PRICES FOR FOOD**

<table>
<thead>
<tr>
<th>Unit</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reservation Price</td>
<td>Any Price</td>
<td>Any Price</td>
<td>$6</td>
<td>$4</td>
</tr>
</tbody>
</table>

From the table it is clear that without the price subsidy the poor family would buy one unit of food for $20 and go hungry. With the subsidy it would buy three units. The family’s consumer surplus from the third unit is $1.00 yet the government spends $15.00 to generate it. This means that the subsidy produces an allocation of resources that is Pareto inefficient. Theoretically the government could abolish the subsidy for the third unit and give the poor family $2.00 in cash instead; the poor family would then consume only two units of food and be $1.00 better off this way, while the taxpayer will be $13.00 better off, a Pareto improvement.

In practice it is impossible to cancel the subsidies on only one of the units that a family buys. If the subsidy is cancelled on all the units and the family is given a cash transfer of $42, the situation will be the same as above: the family will be $1 better off with the transfer than with the subsidy, and the taxpayers will be $13 better off (since the subsidy on three units is $45).

While in our example the food subsidy is Pareto inefficient, this result holds only for a family that is sufficiently affluent. Consider a family with an income of only $10. With the food subsidy the family buys two units. No Pareto improvement is possible in this case because cutting food consumption will result in malnourishment; the subsidy is therefore Pareto efficient.
Food subsidies enjoy strong support in poor countries because they benefit a large number of people (the rich do not benefit from them because they pay for the subsidies through their taxes). Normally, however, if the subsidies were abolished, only the poorest among the beneficiaries would be eligible for compensation. And since the poorest citizens are politically weak, compensation for all who need it rarely materializes. The result of abolishing food subsidies is therefore often hunger. It is not surprising, then, that the abolition of the subsidies in Indonesia led to riots.

The Nobel Prize–winning economist Joseph Stiglitz, who was the chief economist of the World Bank at the time, called the food riots in Indonesia “the IMF Riots.” “When a nation is down and out,” Stiglitz told the Observer, “the IMF takes advantage and squeezes the last pound of blood out of them. They turn up the heat until finally the whole cauldron blows up.” The Observer obtained secret IMF documents in which the Fund’s managers revealed that they actually expected “social unrest” in response to the policies they would impose, and that they decided to respond to these riots with “political resolve.”

*The Utilitarian View*

How does utilitarianism apply to food subsidies? If the losers from the abolition of the subsidies will be fully compensated for their losses, the subsidies should be abolished. The question is whether the subsidies should be abolished without compensation. If without the subsidies poor people will experience hunger, it is clear that the gain in utility from the subsidies to the poor would exceed the loss in utility to the rich who would pay for them. Of course, utils are not measurable. Weighting the relative gains and losses requires judgment, and mistakes are possible. But food subsidies may be Utilitarian efficient even if they are not Pareto efficient.
"The economic logic behind dumping a load of toxic waste in the lowest wage country is impeccable."

_Credit_ Stephanie Mitchell/Harvard Photographic Services/Redux
In 2004 the economist Martin Feldstein, who had served as President Reagan’s chair of the Council of Economic Advisers, received the highest recognition that economists give to one of their own: presidency of the American Economic Association. Feldstein devoted a large part of his presidential address to health insurance. Health insurance is, of course, a very fitting topic for the president of the American Economic Association to address, since some fifty million Americans are without health insurance despite the fact that many of them work full-time. Given the crisis in health care, one might have expected Feldstein to talk about how to provide health insurance to more Americans or, perhaps, how to remove the unhealthy limitations on health care put in place by HMOs. But what Feldstein told the audience instead was that health insurance in United States faces a problem because deductibles and co-payments are too low, and as a result people go to the doctor too many times: “They [low co-payments] also lead to an increased demand for care that is worth less than its cost of production.”

To a noneconomist, the prime example of inefficient medical care would probably be cosmetic surgery, because it diverts doctors, nurses, and operating rooms away from real medical problems. But to an economist, cosmetic surgery is actually the prime example of efficient medical care. Why? Precisely because it is not medically necessary. Because it is not necessary, it is not covered by insurance, and without insurance a patient will never have cosmetic surgery unless he is able to pay for it. This guarantees that the surgery is not “worth less than its cost of production.” Real medical care is covered by insurance, and this is why, according to Martin Feldstein, it may be “worth less than its cost of production.”
The following example illustrates Feldstein’s argument that low co-payments lead to medical care that is “worth less than its cost of production.” Suppose that the cost of a doctor’s visit is $100 and that Poor, who is uninsured, cannot pay more than $20 for the visit. This means that Poor’s reservation price for the visit is $20 and the doctor’s visit will not take place. Let’s change the example a bit, however, by assuming that Poor is insured, and that there is no co-payment. Under these circumstances the visit would take place, even though it is “worth less than its cost of production.” Is the visit Pareto inefficient? In other words, had the insurance company offered Poor a sum that is less than the cost of the visit—say, $95—not to visit the doctor, would Poor have accepted it? It would be wrong to simply assume that she would, because while Poor could not afford to pay more than $20 for the visit had she had to pay for it herself, she may nevertheless prefer to see the doctor than to take the money. (We return to the relationship between the ability to pay and worth in chapter 4.) But economists are so accustomed to equating the worth of a good to a person with how much that person can afford to pay for it that Martin Feldstein could make this equation the pivotal element of his American Economic Association presidential address. The two are not the same, and this is precisely why insurance exists: to let people see the doctor when they cannot afford to.

Currently an employer who provides health insurance to her employees may deduct the premium payments from the company’s income for tax purposes. Feldstein wants to disallow this deduction to make health insurance more expensive. When insurance becomes more expensive to employers, Feldstein explains, poor employees will be forced to settle for higher deductibles and higher co-pays, and they will use less medical care. If Feldstein’s advice is followed, the poor will pay with their lives, because increases in co-pays lead patients to forgo immunization, cancer screening, and lifesaving drugs.
Needless to say, according to Feldstein, while medical care for the poor may be worth less than its cost, this does not hold for the rich. To continue our example, let’s suppose that the reservation price of Rich for a doctor’s visit is $100.01. The insurance company would have to pay her this sum or more for skipping the visit, but the doctor’s fee is less than $100.01.
that. In other words, a low co-payment rate for the rich would be Pareto efficient because the rich don’t really need it.

The Utilitarian View
A utilitarian would first note that health insurance is a redistributive policy that transfers money from people who are healthy to people who are sick. People buy health insurance because they want the ability to get medical care when they need it; to a Utilitarian the claim that getting medical care that one could not personally afford is inefficient would be strange.

Does tax-subsidized health insurance increase the sum of utilities in society? Nothing gives greater utility to people than their health. The gain in utility to a patient who visits the doctor probably exceeds the loss in utility to those who pay for it. Nevertheless, not all employers provide health insurance, and among those that do there is a great variation in the level of benefits. This means that the tax deductibility of insurance premiums is not equitable. Rather than cancelling the deductions, however, it may be better to require all employers to provide a uniform insurance policy.

IT IS NOT PARETO EFFICIENT:
THE POOR BREATHE TOO MUCH CLEAN AIR

First World environmentalists and First World workers both have deep concerns about pollution in the Third World. The environmentalists worry that the Third World cannot afford to say no to polluting factories; the workers worry that because of lax environmental regulations in the Third World, factories will move there, taking their jobs with them. Lawrence Summers, who we have already encountered and who would eventually become President Clinton’s secretary of commerce and Presi-
dent Obama’s chief economic adviser, was the chief economist of the World Bank from 1991 to 1993. His position regarding pollution in the Third World? In a now-infamous 1991 internal memo he wrote, “I think the economic logic behind dumping a load of toxic waste in the lowest wage country is impeccable and we should face up to that.”

When the memo was leaked, Summers claimed that it was meant to be ironic. But tellingly, he did not say that his statement was wrong. Using Pareto efficiency as a yardstick, the economic logic is exactly as Summers described it. It is Pareto inefficient for people of the Third World to breathe clean air, because if they had to pay for it, they would not be able to afford it.

When Larry Summers made the economic case for dumping toxic waste on the Third World, it was in response to a demand by environmentalists and labor unions that the same environmental standards be applied in the Third World as in the First. What these do-gooders did not understand is that it would be Pareto inefficient to enforce in the Third World the same environmental regulations as in the First. For example, suppose that saving one life through pollution control technology costs $4 million. If the value of life in the First World is $5 million, then the $4 million should be spent and that life should be saved. But if in the Third World the value of life is only $1 million, then saving it will be Pareto inefficient, because the residents of the Third World would be better off with the additional death and a payment of, say, $2 million.

Those who do not subscribe to the logic of Pareto efficiency do so at their own peril. In 1992 Brazil’s Secretary of the Environment, José Lutzenberger, wrote to Summers about the American’s pro-pollution remarks: “Your reasoning is perfectly logical but totally insane. . . . Your thoughts [provide] a concrete example of the unbelievable alienation, reductionist thinking, social ruthlessness, and the arrogant ignorance of
many conventional ‘economists’ concerning the nature of the world we live in. If the World Bank keeps you as vice president it will lose all credibility. To me it would confirm what I often said . . . the best thing that could happen would be for the Bank to disappear.” Lutzenberger lost his job shortly after writing this letter.

The Utilitarian View
Environmental protection is often thought of as a luxury policy that only the rich can afford; this is also the assumption behind Summers’s remark. But in fact, when it is enacted and enforced by a central government, environmental protection is a redistributive policy, and it is necessary not because a given First World country is rich, but because some communities within that country are poor. If these communities had to choose between jobs in polluting factories on the one hand and a clean environment on the other, they would choose the former. When environmental standards are set and enforced by the central government, however, workers cannot negotiate their health away. Thus, when it is enforced uniformly, environmental protection was the greatest beneficial impact in the poorest communities.

Environmental protection takes money from factory owners, who are forced to invest in clean technologies, and from consumers, who end up paying higher prices, and transfers it to poor communities in the form of a cleaner environment. If the gain in utility from the cleaner environment exceeds the loss in utility from the smaller profits and higher consumer prices, then environmental protection is Utilitarian efficient.

Owners who move their factories to foreign countries to avoid environmental protection in their own country end up eviscerating this protection. As more and more workers lose their jobs, public support for environmental protection will wane. Environmental protection cannot
work unless all communities, local and international, are subject to it. Summers’s advocacy of low environmental standards in the Third World is a prescription for low environmental standards everywhere.

If poor countries were to enforce the same environmental standards as countries in the First World do or if First World Countries started banning goods that are not produced under these same standards, some factories would return to the First World. But poor people in poor countries need protection against environmental degradation just as much as poor people in rich countries do. In China, for example, four hundred thousand people die prematurely every year because of pollution. And if, in response to the loss of jobs, First World countries end up loosening their own environmental standards, workers everywhere will see the quality of the environment deteriorate, with no gains in jobs anywhere.
WHY REDISTRIBUTING GOODS MAY BE PARETO EFFICIENT AFTER ALL

Economists object to the redistribution of goods because giving poor people goods that they cannot otherwise afford is Pareto inefficient. Given the utility that the poor gain from the redistribution of goods, this is a feeble objection. It turns out, however, that the claim of Pareto inefficiency is in many cases itself wrong.

The claim that the redistribution of goods is not Pareto efficient rests on the assumption that the rich have higher reservation prices for those goods than the poor do. This is a good assumption when answering one sort of question: Both Rich and Poor want to rent the same apartment. Who will get it? Rich, of course. But it is a bad assumption when answering another sort of question: Poor lives in a rent-controlled apartment that Rich covets, and subletting is legal. Will Poor sublet the apartment to Rich? The answer is, not necessarily. The reservation price of Poor, who lives in the apartment, may be higher than the reservation price of Rich, who doesn’t.

Researchers discovered that when consumers are presented with the possibility of selling a good that they did not plan on selling, the price that they demand for it is on average seven times higher than the price that they themselves would have agreed to pay for it had they been in
the market to buy it. The price that a person is willing to pay for a good she does not have is called the Willingness to Pay price, or WTP. The price that this same person would demand in order to sell the good once she possesses it is called the Willingness to Accept price, or WTA.

Measuring the difference between WTP and WTA is nearly impossible. At any particular moment a consumer either buys a good or sells it, but she does not sell and buy the good at the same time. When she buys, she reveals something about her WTP (that it exceeds or is equal to the price she pays) and when she sells she reveals something about her WTA (that it is less than or is equal to the price she charges), but what is not observable are both values simultaneously. The economists who estimate these values rely therefore on artificial experiments, and the results show a great variation in the ratio of WTA to WTP, from 1:1 to 1:113.1 But most of the results are in the lower end of this spectrum, and this is why the average is 1:7. The ratio between WTA and WTP for food, health care, and housing is probably higher than for most other goods, but no measurements for these particular goods exist.2

Let’s return to our rent control example. In the example, family G’s reservation price for an apartment is $1,500/month, while family A’s reservation price for the same apartment is $6,000/month. Suppose that the legal rent is no more than $500/month, and that family G lives in the apartment. Suppose also that family A makes family G the highest offer that it is able to make, $6,000/month, for the apartment. Will family G accept? Not necessarily. First, because it pays for the apartment only $500/month instead of $1,500/month, family G already has a consumer surplus of $1,000/month. In addition, the apartment is in a desirable location and the family put down roots in the neighborhood. Given the low rent, family G may choose to stay in the apartment despite A’s offer. This does not mean that family G will not agree to move out for any sum, no matter how high, but it does mean that once it possesses the apart-
ment, family G’s reservation price for it is higher than family A’s. Therefore, rent control may produce a Pareto efficient allocation even when it is the poorest family who ends up with an apartment as a result. The economist’s objections to rent control may not be justified even according to his own yardstick.

But if the free market and rent control both produce Pareto efficient allocations, how should the government choose between them? Once again, Pareto efficiency fails to provide a tool for making public policy.

WHAT IS “JUST COMPENSATION”?

A Supreme Court decision in 2005, *Kelo v. City of New London*, shocked many Americans. Although this is not the terminology that they used, the separate dissents in this case, by Justices Sandra Day O’Connor and Clarence Thomas, were based on Utilitarian efficiency.

The events that led to the case began when executives at Pfizer, the pharmaceutical giant, decided they wanted to open a research facility in the town of New London, Connecticut. In fulfilling what has been reported as a condition for Pfizer’s coming to town, the city of New London moved to clear the waterfront neighborhood of Fort Trumbull of its 115 residents. Although 106 owners agreed to sell their properties for the price that the city government offered, 9 refused. The city then tried to use its power of eminent domain to force the 9 residents to vacate their homes and to pay them “just compensation.” When they received eviction notices, however, instead of taking the money and leaving, the residents took their case to the Supreme Court.

Both dissents addressed the magnitude of “just compensation,” and news analyses described their opinions as similar. Thomas even signed O’Connor’s decision. But in fact the decisions reflected very different, almost opposite, views.
Thomas disagreed that the residents could be justly compensated, explaining that “so-called ‘urban renewal’ programs provide some compensation for the properties they take, but no compensation is possible for the subjective value of these lands to the individuals displaced.” Thomas obviously exaggerated. Even he could not possibly believe that “no compensation is possible.” But when a government needs land for a project, it often chooses to condemn the homes of the poor and not of the rich, because it believes that the “just compensation” will be lower. Thomas searched for an argument that would counter this logic. He wanted to explain why the value of a home to a poor family is not lower than the value of a home to a rich family, even if the sale prices of the homes themselves are different. One reason Thomas may have claimed that the value of a home to its inhabitants is infinite is because infinity is the same for the poor as it is for the rich. While the value of a home is not in fact infinite, it can still have the same value, or an even higher value, for the poor family than for the rich, if this value is measured not in dollars but in utility. The reason is that the rich family has greater means to adjust to the loss of its home. Thus for a poor family WTA may be higher than it is for a rich family. Because he implicitly compared the utility of the poor to the utility of the rich, the test that Thomas used was that of Utilitarianism.

Justice O’Connor also raised the issue of “just compensation,” and she did it through the case of one plaintiff, Wilhelmina Dery, who was born in 1918 in the house where she was still living with her husband of sixty years. The home of Mrs. Dery had been in her family for one hundred years, and the Derys’ son lived next door to them. Clearly, being evicted would cause them pain. A house acquires extra value to the family that occupies it, well above the market price, and O’Connor believed that paying the owners of the taken property the market value of their
property would not compensate them sufficiently for their losses. While O’Connor was no doubt correct, a consistent application of her argument only buttresses the practice of giving larger compensation to wealthier property owners when their property is taken. O’Connor was concerned with the value of what was taken while Thomas was concerned with people’s capacity to adjust to the taking.

The state of Michigan responded to the New London decision with a new law, which addresses O’Connor’s concerns, not Thomas’s. The law requires that the “just compensation” for a primary residence be no less than 125 percent of the market price. This strengthens even further the incentive of the government to take the property of the poor and not of the rich, a remedy to the *Kelo* decision that is clearly not Utilitarian.

The preferential treatment that the rich get from the government came into sharp focus with the compensation for the families of the victims of the 9/11 attack. Wealthy families received substantially higher compensations than poor families did, even though the former were better equipped to absorb the loss than the latter. It is clear that what’s missing is a principle that would govern the redistribution of income by the government. Without it, the government spends taxes to shore up the existing distribution of income, no matter how unequal it is.
In the United States today, several programs deliberately transfer money from the rich to the poor, including welfare, governmental health services, and public housing and housing subsidies. But the most significant transfer of money from the rich to the poor occurs not deliberately but as a by-product of the provision of governmental services financed by taxes.

As an example, suppose that there are two families, one with an annual income of $30,000, and one with an annual income of $300,000. Assume also that there is no education provided by the government and that each family has one child that it sends to a private school at a cost of $15,000/year. The ratio between the families’ after-tuition incomes is 19:1 ($285,000/$15,000). If public education were established, then the government would have to collect a tax from these two families to pay for it. If the income tax were progressive, the rich family would certainly end up subsidizing the poor one. But even if the tax rate were flat, money would be redistributed from the rich to the poor. A rate of 9.1 percent would be needed to generate the required $30,000. With this rate the poor family would see its payment for education decrease from $15,000 to $2,727, while the payment of the rich family would increase to $27,273. The ratio between the after-tax incomes of these families would then be only 10:1 (the after-tax income of the rich family would be $272,727 and of the poor family $27,272). Thus even a regressive tax, such as a sales tax, is redistributive, as long as the rich pay more of it in absolute terms and the tax is used to provide the same goods and services for rich and poor.
A BRIEF HISTORY OF THE FEDERAL INCOME TAX

In 1787 the Founding Fathers incorporated into the Constitution a clause that forbade the establishment of an income tax. Article 1 of the Constitution read, "No capitation, or other direct, Tax shall be laid, unless in Proportion to the Census or Enumeration herein before directed to be taken." In other words, Congress was entitled to levy a constant tax per person, a "poll tax," but not a tax that is proportional to income and therefore takes more money from the rich than from the poor.

While we don’t know why the Founding Fathers specifically opposed the income tax, Thomas Jefferson believed that redistribution would violate some “first principle”:

To take from one, because it is thought his own industry and that of his father has acquired too much, in order to spare to others who (or whose fathers) have not exercised equal industry and skill, is to violate arbitrarily the first principle of association, "to guarantee to everyone a free exercise of his industry and the fruits acquired by it.”

Other Founding Fathers may have held similar views.

The Founding Fathers succeeded in delaying the income tax, but they did not succeed in preventing it. In 1913 the Constitution was modified...
by the Sixteenth Amendment, which explicitly permitted it: “The Congress shall have power to lay and collect taxes on incomes, from whatever sources derived, without apportionment among the several States, and without regard to any census or enumeration.” And as table 4.1 makes clear, Americans did not hesitate to implement it. The income tax was levied just as soon as it became legal, and it has been used not only to finance the provision of public goods but also to expand the role of government.

**TABLE 5.1: HIGHEST MARGINAL TAX RATE**

<table>
<thead>
<tr>
<th>Year</th>
<th>Top Marginal Rate</th>
<th>Year</th>
<th>Top Marginal Rate</th>
<th>Year</th>
<th>Top Marginal Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1913</td>
<td>7.0%</td>
<td>1931</td>
<td>25.0%</td>
<td>1949</td>
<td>82.13%</td>
</tr>
<tr>
<td>1914</td>
<td>7.0%</td>
<td>1932</td>
<td>63.0%</td>
<td>1950</td>
<td>91.00%</td>
</tr>
<tr>
<td>1915</td>
<td>7.0%</td>
<td>1933</td>
<td>63.0%</td>
<td>1951</td>
<td>91.00%</td>
</tr>
<tr>
<td>1916</td>
<td>15.0%</td>
<td>1934</td>
<td>63.0%</td>
<td>1952</td>
<td>92.00%</td>
</tr>
<tr>
<td>1917</td>
<td>67.0%</td>
<td>1935</td>
<td>63.0%</td>
<td>1953</td>
<td>92.00%</td>
</tr>
<tr>
<td>1918</td>
<td>77.0%</td>
<td>1936</td>
<td>79.0%</td>
<td>1954</td>
<td>91.00%</td>
</tr>
<tr>
<td>1919</td>
<td>73.0%</td>
<td>1937</td>
<td>79.0%</td>
<td>1955</td>
<td>91.00%</td>
</tr>
<tr>
<td>1920</td>
<td>73.0%</td>
<td>1938</td>
<td>79.0%</td>
<td>1956</td>
<td>91.00%</td>
</tr>
<tr>
<td>1921</td>
<td>73.0%</td>
<td>1939</td>
<td>79.0%</td>
<td>1957</td>
<td>91.00%</td>
</tr>
<tr>
<td>1922</td>
<td>56.0%</td>
<td>1940</td>
<td>81.10%</td>
<td>1958</td>
<td>91.00%</td>
</tr>
<tr>
<td>1923</td>
<td>56.0%</td>
<td>1941</td>
<td>81.00%</td>
<td>1959</td>
<td>91.00%</td>
</tr>
<tr>
<td>1924</td>
<td>46.0%</td>
<td>1942</td>
<td>88.00%</td>
<td>1960</td>
<td>91.00%</td>
</tr>
<tr>
<td>1925</td>
<td>25.0%</td>
<td>1943</td>
<td>88.00%</td>
<td>1961</td>
<td>91.00%</td>
</tr>
<tr>
<td>1926</td>
<td>25.0%</td>
<td>1944</td>
<td>94.00%</td>
<td>1962</td>
<td>91.00%</td>
</tr>
<tr>
<td>1927</td>
<td>25.0%</td>
<td>1945</td>
<td>94.00%</td>
<td>1963</td>
<td>91.00%</td>
</tr>
<tr>
<td>1928</td>
<td>25.0%</td>
<td>1946</td>
<td>86.45%</td>
<td>1964</td>
<td>77.00%</td>
</tr>
<tr>
<td>1929</td>
<td>24.0%</td>
<td>1947</td>
<td>86.45%</td>
<td>1965</td>
<td>70.00%</td>
</tr>
<tr>
<td>1930</td>
<td>25.0%</td>
<td>1948</td>
<td>82.13%</td>
<td>1966</td>
<td>70.00%</td>
</tr>
</tbody>
</table>
As the tax rates in table 4.1 show, in 1917, just four years after the change in the Constitution that permitted the income tax, the highest tax bracket was set at 67 percent when the United States entered World War I, and a year later it was raised to 77 percent. In 1925 the top rate was cut to 25 percent, but this low rate lasted for only a short period. The Depression started in 1929, and the government launched programs that required a great deal of money. It hired workers directly in order to provide them with jobs, and the Social Security and the Aid for Families with Dependent Children programs were created. In 1932 the top rate was raised to 63 percent, and it stayed above 60 percent until 1982, a period of fifty years. There was then even a period of fourteen years, from 1950 to 1964, during which it was above 90 percent. What turned Americans against

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Rate</td>
<td>70.00%</td>
<td>75.25%</td>
<td>77.00%</td>
<td>71.75%</td>
<td>70.00%</td>
<td>70.00%</td>
<td>70.00%</td>
<td>70.00%</td>
<td>70.00%</td>
<td>70.00%</td>
<td>70.00%</td>
<td>70.00%</td>
<td>70.00%</td>
<td>69.13%</td>
<td>50.00%</td>
</tr>
<tr>
<td>Rate</td>
<td>50.00%</td>
<td>50.00%</td>
<td>50.00%</td>
<td>50.00%</td>
<td>50.00%</td>
<td>38.50%</td>
<td>28.00%</td>
<td>28.00%</td>
<td>31.00%</td>
<td>31.00%</td>
<td>31.00%</td>
<td>39.60%</td>
<td>39.60%</td>
<td>39.60%</td>
<td>39.60%</td>
</tr>
<tr>
<td>Rate</td>
<td>39.60%</td>
<td>39.60%</td>
<td>39.60%</td>
<td>39.60%</td>
<td>38.60%</td>
<td>38.60%</td>
<td>35.00%</td>
<td>35.00%</td>
<td>35.00%</td>
<td>35.00%</td>
<td>35.00%</td>
<td>35.00%</td>
<td>35.00%</td>
<td>35.00%</td>
<td>35.00%</td>
</tr>
</tbody>
</table>

Source: Eugene Steuerle and Joseph Pechman, Joint Committee on Taxation, Summary of Conference Agreement on the Jobs and Tax Relief Reconciliation Act of 2003, JCX-54-03, May 22, 2003; IRS Revised Tax Schedule

the government and against taxes? Whatever the answer may be, economists played an active role in facilitating the break with the past. How? According to these economists, high taxes are Pareto inefficient. Because no threshold between low and high taxes was specified, in practice any tax rate has been deemed too high.
IT IS NOT PARETO EFFICIENT: THE RICH PAY TOO MUCH TAXES (OR, LAFFER’S NAPKIN)

In 1974 Arthur Laffer, an economist at the University of Chicago, traveled to Washington to meet with Donald Rumsfeld, President Gerald Ford’s chief of staff. Laffer had a new theory about why the top tax rate was inefficiently high, and Wall Street Journal writer Jude Wanniski prevailed on Rumsfeld to meet with him. But at the last minute Rumsfeld decided not to attend the meeting himself, and to take it out of the White House. His deputy, Dick Cheney, went to the meeting instead, which took place in a bar. There, on a napkin, Laffer drew a diagram that showed why taxing the rich “too much” is bad for the country. Neither Rumsfeld nor Cheney acted on Laffer’s theory. President Ford did not propose cutting taxes, and the top marginal tax rate remained at 70 percent throughout his presidency. Things changed, however, when the napkin fell into the hands of President Reagan in 1981.

A version of Laffer’s diagram is shown in Figure 6.1. The napkin itself did not survive, and now any curve that shows that increasing the tax rate beyond a threshold causes tax revenues to decrease is called a Laffer Curve. In our depiction the Maximum Revenue Tax Rate—the tax rate at which the most tax dollars will be collected—is drawn at a 50 percent rate, but this is entirely arbitrary. As will be shown below, the actual rate
must be close to 100. It was the Laffer Curve that was used to justify Ronald Reagan’s drastic cut in taxes.

Why would a high tax rate cause revenues to decrease according to Laffer? Because it would cause the rich to cut the hours that they work, and when they earn less they pay less in taxes. (The argument does not apply to poor workers because when their taxes are raised they must work harder in order to meet their basic needs.) In Laffer’s view, with a lower tax rate there would be more tax money, and that means that a high tax rate is Pareto inefficient.

One particularly clever aspect of Laffer’s theory is that it parts from our normal understanding of the relationship between taxes and government expenditure. He claimed that the government would collect more taxes at a lower tax rate, making it possible to appear to be pro-government and anti-taxes at the same time.

Would tax collection really increase if the top tax rate were decreased? This is an empirical question, and we examine the evidence below. But no one could truly have believed that the deep tax cuts passed during the

![Figure 6.1: The Laffer Curve](image_url)
Reagan years would increase tax revenues. From 1981 to 1988 the top rate decreased from 50 percent to 28 percent. Suppose that a wealthy individual works sixty hours a week, forty of which go into her earning the $1 million that is subject to the top tax bracket. When the top tax rate is 50 percent, the government collects $500,000 in taxes on this $1 million. For the government to collect the same $500,000 from this individual with a tax rate of 28 percent, this individual would have to earn $1.8 million in the top bracket, or she would have to work thirty-one additional hours a week. In other words, justifying the 1980s tax cuts by the Laffer Curve was a ruse.

Martin Feldstein, whom we have already encountered, became
Reagan’s chair of the Council of Economic Advisers in 1982; it was on his watch that the Reagan tax cuts took effect. Nevertheless, in a 1986 article Feldstein divulged that he never believed Laffer: “The height of supply side hyperbole was the ‘Laffer curve’ proposition that the tax cut would actually increase tax revenue because it would unleash enormously depressed supply of effort.” But this was kept top secret. In 1981 President Reagan promised that his tax and spending cuts would spur the economy to grow at almost 5 percent a year. Feldstein did not oppose the tax cuts either before he assumed office or after.

The evidence that was collected after the tax cuts showed what the

**FIGURE 6.3: PRESIDENT REAGAN MEETS THE PRESS ABOUT THE ECONOMIC RECOVERY TAX ACT, CALIFORNIA, 1981**

“Government is not the solution. Government is the problem.”

*Source: Photo courtesy the Ronald Reagan Library*
chair of the Board of Economic Advisers knew when he collaborated in their implementation. All three of Reagan’s claims were wrong. The increase in the work effort of the rich after the tax cuts was minuscule: as table 6.1 shows, tax revenues grew at a robust rate of 2 percent in the years 1948–79, when the highest tax rate ranged from 70 percent to 91 percent, while their growth rate declined to 0 percent in the following ten years; the economy also grew faster in the high tax years than it did in the low tax years. In the 1990s taxes were raised somewhat, and not surprisingly revenues increased as well.

<table>
<thead>
<tr>
<th>TABLE 6.1: ECONOMIC AND REVENUE GROWTH: SELECTED PERIODS</th>
</tr>
</thead>
<tbody>
<tr>
<td>(All economic and revenue figures are expressed as average annual growth rates, adjusted for inflation and population growth, i.e., average per-person growth rates.)</td>
</tr>
<tr>
<td><strong>FISCAL YEARS</strong></td>
</tr>
<tr>
<td>1948–79</td>
</tr>
<tr>
<td>1979–90</td>
</tr>
<tr>
<td>1990–2000</td>
</tr>
<tr>
<td>2000–2015 [iii]</td>
</tr>
</tbody>
</table>


**WHO PAID FOR THE LAFFER CURVE**

With tax revenues growing at slower rate than the GDP in the 1980s, the federal government set out to cut its expenses. No doubt at the behest of Feldstein, the first step was to cut programs that were not Pareto efficient. Children were removed from the free school lunch program, the availability of public housing and housing subsidies were severely cut,
and the share of the federal government in financing education was decreased from 12 percent to 6 percent (the balance is paid for by state and local governments).\textsuperscript{10} (Disabled people were also removed from the Social Security rolls, although disability payments are actually Pareto efficient.)\textsuperscript{11} Government spending for civilian purposes, excluding Social Security and Medicare, declined by 20 percent, from 9.3 percent of the GNP to 7.4 percent, because, as Reagan was fond of saying, “government is not the solution, government is the problem.”\textsuperscript{12} 

In addition, with federal tax revenue so far behind the growth of GDP, many responsibilities of the federal government were transferred to state and local governments, and they, unwilling to raise their own taxes, have responded by cutting services and shedding responsibilities entirely. The poorest citizens have been the hardest hit. With welfare reform, welfare became a local responsibility, and in New York City, for example, this meant that in the years 2001–6 the number of people receiving public assistance decreased by 103,000 while the number of poor individuals increased by 60,000 (52,000 adults, 8,000 children).\textsuperscript{13} Nationally, states diverted welfare block grants to other programs, in effect stealing from the poor to finance their budgets.\textsuperscript{14} But the poorest citizens are not the only ones paying for the lower federal taxes. In New York City tuition for the City University of New York four-year colleges increased 37 percent in 1992, 32 percent in 1993, 31 percent in 1996, and 25 percent in 2004, for a cumulative increase of 96 percent over a twelve-year period.\textsuperscript{15} Nationally, tuition in state universities increased 472 percent over the years 1981–2005.\textsuperscript{16} Median personal income increased by 132 percent over the same period, less than one-third of the increase in tuition. (In private universities, tuition increased by 419 percent.)\textsuperscript{17}

While the federal government has been shifting its responsibilities to lower levels of government, with no lower levels under them, local governments have been shifting their responsibilities to the private sphere.
City governments across the country now provide packages of services and taxes in the form of Business Improvement Districts, which are tailored to the means of the neighborhoods that finance them, so that no subsidization of the poor by the wealthy occurs. The wealthier the neighborhood the cleaner and safer the streets; in the wealthiest neighborhoods, the Business Improvement Districts replace the unsightly city-issued garbage cans, add stylish lighting, and assign friendly security guards to patrol the streets. Not surprisingly, a recent study discovered that in Los Angeles crime rates are lower in neighborhoods that have formed Business Improvement Districts. In New York City the parks are also private now. Wealthy neighborhoods finance the maintenance of “their” parks and nobody else’s. And let’s not forget the ambulance system in New York. It used to be public, but it is now “enhanced” by ambulances of the private hospitals, with the result that in wealthy neighborhoods ambulances became ubiquitous, ready to take insured and paying patients to private hospitals and uninsured and nonpaying patients to public hospitals, regardless of which hospital is nearest. Poor neighborhoods are left to rely on the public ambulance system and on public hospitals that now have far fewer paying patients.

BECAUSE OF HIGH TAXES THE RICH CONSUME PERKS

After almost thirty years the Reagan tax cuts are still with us, but President Obama threatens to abolish them after the current recession ends. The opponents of redistribution have been preparing new ammunition against higher taxes for just such a moment. The data that showed that lower tax rates do not encourage the rich to work harder had just been published when Martin Feldstein came up with yet another reason why high tax rates are bad for “the economy.” According to him, in the pre-Reagan years, when the tax rates were high, company executives avoided
paying taxes by taking their pay in the form of “perks” instead of wages. These perks are often extremely costly to shareholders. They include corporate jets, special dining rooms, special health treatments, designer shower curtains, and birthday extravaganzas for CEOs’ wives. According to economists these perks are Pareto inefficient because executives don’t really want them. A corporate jet costs many millions of dollars, and according to economists CEOs would gladly trade them in for much lower payments in cash. Feldstein contends that because tax rates are now lower, CEOs are not averse to high salaries, and as a result, the consumption of executive perks is lower.

You might think that Feldstein would present data about the consumption of perks before and after Reagan’s tax cuts to support his theory, but he doesn’t. What he considers evidence that management’s consumption of perks decreased is the fact that after the tax cut income inequality in the United States has increased. Feldstein’s logic would have been valid if the only way for executives to increase their compensation was to reduce their consumption of perks. But in real life, executives can increase both their compensation and their consumption of perks at the same time. Until 2005, companies could hide these perks by classifying them simply as business expenses. But a change in reporting requirements by the Securities and Exchange Commission has lifted the veil, which led BusinessWeek to run a story titled, “Exec Perks: An Ugly Picture Emerges.” The disclosures only confirmed what most suspected anyway. Even with lower taxes and higher income, executives were given everything from corporate jets for personal use to membership in country clubs even after they retire. Between 1991 and 2002 the number of companies that owned corporate jets, instead of decreasing, as Feldstein claimed would surely happen, increased by fifty-five. The New York Times reported in 2007 that in Oregon there is a golf course that is the destination of five thousand corporate jets annually. (An airport that
serves the golf course almost exclusively has been built and is maintained by taxpayers and the general flying public.) Feldstein was correct, though, about the increase in inequality. Between 1990 and 2004 executive “compensation,” measured in workers’ wages, increased fourfold (figure 6.4). Even if the consumption of perks had vanished altogether, it could not account for more than a tiny fraction of this change.

FIGURE 6.4: AVERAGE EXECUTIVE TO AVERAGE PRODUCTION WORKER PAY RATIO, 1990–2005

Source: Sarah Anderson and John Cavanagh (Institute for Policy Studies), Scott Klinger and Liz Stanton (United for a Fair Economy), "Executive Excess 1990–2005"
Inequality is not simply a description of how the pie of things is divided. It is also a force that determines how big the pie is. In the following two chapters we will see that inequality itself causes the pie of things to be smaller.

Chapter 7 deals with goods that are supplied in the private market. It shows that because of inequality, rock stars are better off performing in front of small audiences in private parties instead of large crowds in public venues; real estate developers are better off building a small number of fantastically large apartments instead of a large number of apartments of normal size; airlines are better off providing just a handful of passengers full-length beds instead of providing all passengers adequate legroom; doctors are better off seeing a small number of patients for extra-long visits, instead of seeing a larger number of patients who otherwise can only
see the nurse; and drug manufacturers are better off keeping the supply of life-saving drugs low even if this means that millions of people die.

Chapter 8 deals with goods and services that are provided by the government and focuses on a service that is central to our quality of life, education. It shows that because of inequality the overall quality of public education is low and the disparity in the funding of public education across school districts is large.

Inequality makes the pie of things smaller, yet economists measure the size of the pie not by how much substance it contains but by its price. It is entirely possible, therefore, for economists to measure as growth what most people experience as economic decline.
7.

PRIVATE GOODS

MONOPOLIES

We have been taught to think of monopolies as bad for consumers. As the Parker Brothers game seems to demonstrate, she who monopolizes most markets ends up with the most money. But monopolies themselves are not inherently bad. A monopolist often comes to be either because costs are minimized when all consumers use the same product or because the monopolist produces the best product and consumers prefer it to all others. Nevertheless, monopolists are antisocial: they charge prices that are too high, thus excluding poorer consumers.

As this section shows, monopolies are ubiquitous, and the problem therefore cannot be ignored. Furthermore, the consumers excluded by the high prices that monopolies charge are not only the poor but also the middle class. Nevertheless, regulating the price that each monopoly charges is not a practical solution; there are simply too many of them. The high price that a monopolist charges is due not only to its monopoly power, however, which in itself is a positive thing, but because it faces customers with an unequal distribution of income. Reducing inequality, difficult as it may be, is perhaps the most practical solution to the problem of monopolies.
A Monopolist Charges Too Much and Sells Too Little

In order to analyze the behavior of a monopolist, let’s consider a highly stylized example of the market for breakfast cereal. Let’s assume that the cost of producing one box of cereal is $1.00, and that manufacturers normally earn a markup of one-half of cost, which in our case comes to 50¢. Let assume also that table 7.1 represents the reservation prices of consumers, and that each consumer needs exactly one box. Given these reservation prices, what will be the price of a box of cereal and how many units will be sold altogether?

**TABLE 7.1: RESERVATION PRICES FOR BREAKFAST CEREAL**

<table>
<thead>
<tr>
<th>Consumer</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>I</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reservation Price</td>
<td>$5.00</td>
<td>$4.50</td>
<td>$4.00</td>
<td>$3.50</td>
<td>$3.00</td>
<td>$2.50</td>
<td>$2.00</td>
<td>$1.50</td>
<td>$1.00</td>
</tr>
</tbody>
</table>

We consider first the case in which the market is competitive. The market for a good is competitive if at any moment there is at least one seller who is willing to sell as many units of the good as she can, for a price that covers the cost of production plus the normal markup. Under these conditions the market price would be $1.50/box and either seven or eight units would be purchased, depending on what buyer H, who is indifferent between buying and not buying, decides to do.

Suppose now that there is only one seller in the market. What price would the monopolist charge and how many units would she sell? Table 7.2 shows the monopolist’s calculations. If she charges $5.00/box, she will be able to sell only one box, and her profit will be $3.50. (Like any other seller, the monopolist expects to earn at least the normal markup per unit, and this is why we include the markup in the cost.) If she charges $4.50/box she will be able to sell two boxes, and her profit will be $6.00. The table shows that the highest profit is achieved when the...
price is set at $3.50/box and the monopolist will sell only four units. In other words, compared to the equilibrium in a competitive market, a monopolist charges a higher price and sells a smaller quantity.

**TABLE 7.2: MONOPOLY IN THE BREAKFAST CEREAL MARKET**

<table>
<thead>
<tr>
<th>Consumer</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>I</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reservation Price</td>
<td>5.00</td>
<td>4.50</td>
<td>4.00</td>
<td>3.50</td>
<td>3.00</td>
<td>2.50</td>
<td>2.00</td>
<td>1.50</td>
<td>1.00</td>
</tr>
<tr>
<td>Revenue</td>
<td>5.00</td>
<td>9.00</td>
<td>12.00</td>
<td>14.00</td>
<td>15.00</td>
<td>15.00</td>
<td>14.00</td>
<td>12.00</td>
<td>9.00</td>
</tr>
<tr>
<td>Total Cost (Including Markup)</td>
<td>1.50</td>
<td>3.00</td>
<td>4.50</td>
<td>6.00</td>
<td>7.50</td>
<td>9.00</td>
<td>10.50</td>
<td>12.00</td>
<td>13.50</td>
</tr>
<tr>
<td>Profit</td>
<td>3.50</td>
<td>6.00</td>
<td>7.50</td>
<td>8.00</td>
<td>7.50</td>
<td>6.00</td>
<td>3.50</td>
<td>0.00</td>
<td>-4.50</td>
</tr>
</tbody>
</table>

The monopolist’s sales of cereal boxes is not Pareto efficient, however, because there is an allocation that would make at least one consumer better off without making any other consumer or the seller worse off. Under this allocation, consumers A–D continue to pay $3.50/box, but consumers E–H pay only $1.50/box. In this case nobody would be worse off but consumers E–G would be better off.

Paradoxically the Pareto inefficiency of the monopolist goes away if the monopolist is even more powerful. Suppose that the monopolist knows not only the market demand for cereal but also each person’s reservation price. Then she can charge each person her own reservation price. A will pay $5.00/box, B will pay $4.50/box, and so on. In this case the profits of the monopolist are twice as large, $16.00 instead of $8.00, but because eight units would have been sold, the allocation would have been Pareto efficient.

A monopolist who is able to charge each customer a different price is called a “price-discriminating monopolist.” Such a monopolist is able to
transfer to herself, in the form of profit, the entire surplus that consumers would have enjoyed had the market been competitive. Yet, if the criterion for government policy is Pareto efficiency, then no action against a price-discriminating monopolist is warranted. For a Utilitarian, on the other hand, the additional power to exploit calls for more regulation, not less. We discuss the regulation of monopolies in greater detail below.

What was the source of monopoly power of the manufacturer of breakfast cereal? Presumably she “cornered” the market. But this type of monopoly is actually rare. Microsoft is the world’s largest monopoly today, but it did not become a monopoly by buying out the competition. In a court case that the U.S. government brought against the software manufacturer, the government proved that Microsoft displaced Netscape as the dominant supplier of web browsers by making their Internet Explorer easier to use on the Windows operating system than the Netscape browser. The trial also made clear, however, that a dominant browser would have existed even if Microsoft had not abused its power. All that Microsoft’s illegal and unfair behavior did was determine which browser would be dominant. In this case consumers are better off when there is a monopoly—because the same browser exists on all computers. It is not surprising, then, that eight years after Microsoft was found guilty of monopolizing the market, the market share of Internet Explorer was still 70 percent.

A monopolist emerges also when the existence of a single producer minimizes the cost of production. Take for instance the production of drugs. Testing the efficacy and safety of a drug is expensive. If a drug for a particular condition already exists, other manufacturers would be reluctant to introduce new drugs that treat exactly the same condition, since the new drug would have to be tested as well. With the market divided between two sellers each would have fewer customers, and the price of both drugs would have to be higher than the price of the single
drug to cover the cost of testing each. This could set in motion a price war between the sellers until in the end only one survives.

Finally, a product also comes to dominate the market when people believe that it is better than all the rest. Lipitor, which reduces cholesterol, is the world’s best-selling drug, with annual sales of close to $11 billion, but not for lack of competition.\(^2\) Having been inundated with advertising by Pfizer, however, consumers now believe that Lipitor is more effective than the rest.

Of course, the reason that a monopoly can charge a price so high that it excludes some consumers is that the monopoly faces no competition. The reason that it would want to charge such a high price, however, is different. The monopolist would only want to exclude consumers when the distribution of income is unequal, and the greater the degree of inequality, the larger the number of those who are excluded. The breakfast cereal example can be used to illustrate this point. In table 7.3 the disparity between reservation prices is smaller, and the poorest consumer is not as poor as in table 7.2. The range of reservation prices is $2.00–$2.80 in the former, compared to a range of $1.50–$5.00 in the latter, and with the new distribution the monopolist will sell seven units instead of four, and charge $2.20/box instead of $3.50/box.

**TABLE 7.3: THE BREAKFAST CEREAL MARKET WITH SMALLER INEQUALITY**

<table>
<thead>
<tr>
<th>Consumer</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>I</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price</td>
<td>$2.80</td>
<td>$2.70</td>
<td>$2.60</td>
<td>$2.50</td>
<td>$2.40</td>
<td>$2.30</td>
<td>$2.20</td>
<td>$2.10</td>
<td>$2.00</td>
</tr>
<tr>
<td>Revenues</td>
<td>$2.80</td>
<td>$5.40</td>
<td>$7.80</td>
<td>$10.00</td>
<td>$12.00</td>
<td>$13.80</td>
<td>$15.40</td>
<td>$16.80</td>
<td>$18.00</td>
</tr>
<tr>
<td>Total Cost (Including Markup)</td>
<td>$1.50</td>
<td>$3.00</td>
<td>$4.50</td>
<td>$6.00</td>
<td>$7.50</td>
<td>$9.00</td>
<td>$10.50</td>
<td>$12.00</td>
<td>$13.50</td>
</tr>
<tr>
<td>Profit</td>
<td>$1.30</td>
<td>$2.40</td>
<td>$3.30</td>
<td>$4.00</td>
<td>$4.50</td>
<td>$4.80</td>
<td>$4.90</td>
<td>$4.80</td>
<td>$4.50</td>
</tr>
</tbody>
</table>
When the difference in income between the rich and the poor is small, the monopolist has little to gain from selling only to the rich. But when the difference is large, the price that the poor can afford may be so much lower than the price that the rich can afford that the monopolist is better off ignoring the poor completely. What constitutes poor depends, of course, on the exact degree of inequality. When the rich are very rich the monopolist may sell to them exclusively, leaving out the middle class as well.

Inequality in the United States increased dramatically over the last twenty-five years. In 1979 the average American in the top 5 percent of the income distribution had 11 times the income of the average American in the bottom 20 percent; by 2000 the ratio was 19:1. The consequences of the marriage of monopoly power and inequality are all around us.

In entertainment, for example, middle-class audiences must now content themselves with fewer live concerts because rock stars can now make more money charging higher prices and performing less. According to data collected by the economist Alan Krueger, over the period 1992–2003 rock stars decreased the number of shows they did by 14 percent and increased their ticket prices in such a way that despite fewer performances their revenues in real dollars increased by 20 percent. What permitted them to do so was the increase in inequality. To tap the new buying power of the rich, the stars began to price discriminate. In the beginning of the 1980s, 73 percent of rock concerts in large venues (more than 25,000 seats) charged the same price for all seats. In these venues a dedicated fan who was willing to come early could get a good seat. But by 2003 only 26 percent had this policy. And as inequality grew so did the gap between the price of the good seats and the bad ones. The price of the best seats increased the most: between the years 1996 and 2003 it has increased 10.7 percent while the lowest price ticket increased 6.7 percent.
Thus middle-class audiences must now content themselves with worse seats and fewer shows.

What makes the developments in the entertainment industry particularly interesting is that it is not even certain that the stars perform less; it is possible that they actually give more performances, but for fewer and richer people. In 2005 the Rolling Stones did private birthday parties for an undisclosed fee said to be between $6.75 and $10 million, while Paul McCartney came really cheap, at $1 million a party. Elton John was in the middle, at $1.5 million per ninety-minute performance, and Neil Sedaka, the B-52s, Blues Traveler, and Billy Joel all did private parties for undisclosed sums.\(^5\) Thus, unlike our analysis above, monopoly power in tandem with inequality does not necessarily lead to a lower production level. The same amount of entertainment may be produced, but the size of the audiences is reduced because the rich prefer exclusivity.

Krueger’s own favorite explanation for the decreases in the number of public concerts is not the increase in income inequality but the fact that some consumers now download music freely from the Internet. The stars are compensating for the loss in CD sales by performing less and charging more. But the impact of fewer CD sales on the frequency of performances is in itself determined by income distribution. David Bowie, for instance, thought that he would have to perform more to make up for lost income: “You’d better be prepared for doing a lot of touring,” he advised his fellow performers, “because that’s really the only unique situation that’s going to be left.”\(^6\) Bowie seems not to have realized that with increasing inequality he could make up the loss of income not by performing more, but by charging more.

As was discussed earlier, the combination of inequality and monopoly in AIDS treatment has been catastrophic. The difference between the reservation prices of patients in the First and the Third World is enormous, and as a result only enough drugs to serve the First World market
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are manufactured. Millions of people with AIDS in the Third World are dying prematurely not because they are poor, but because they are poorer than people in the First World. Inequality makes the pie of goods smaller.

CAN MONOPOLIES BE CONTROLLED?

While income equality offers a long-term solution to the problem of monopoly, an interim solution is also needed. When a monopolistic situation cannot be avoided (economists call this a “natural monopoly”), economists recommend that the government force the monopolist to charge the price that would have prevailed had the market been competitive. But economic power and political power go hand in hand, and controlling the price that a monopolist charges is often impossible. For instance, no price is more justifiably set by the government than the price of drugs. Government scientists often develop these drugs, and in other cases the government finances the research that leads to the development or clinical trial of new drugs. But instead of reining in the drug monopolies, the U.S. government actually works to protect these companies’ high prices.

In 1998 President Nelson Mandela signed a law that would have permitted South African drug companies to produce generic versions of AIDS drugs. The law should have been recognized by the United States as being consistent with the World Trade Organization rule that permits “compulsory licensing” in national emergencies. But instead, Americans at all levels of government attacked the South African proposal. Rep. Rodney Frelinghuysen (R-NJ) was successful at getting Congress to pass a law that temporarily cut off foreign aid to South Africa; Joe Papovich, the assistant U.S. trade representative for intellectual property, declared: “We are negative toward compulsory licensing. We think companies that
have the rights to new inventions should have the right to market them the way they want”; U.S. trade representative Charlene Barshefsky denied South Africa special tariff breaks on its exports to the United States; and Vice President Al Gore pressured Mandela in person when they met. (When Al Gore ran for president in 2000, his support of the drug companies came to dog his campaign.)

In December 1999 President Clinton finally issued a vague statement in support of cheap drugs to the Third World. The South Africans did not implement their law, but in 2001 GlaxoSmithKline, the manufacturer of the main anti-AIDS drug, AZT, agreed to license it to a South African manufacturer, under the condition that it be sold only in South Africa and that Glaxo receive a 30 percent royalty on all sales.

The plight of AIDS victims in other countries did not capture the public eye in the same way that their plight in South Africa did, and Glaxo did not yield any more than AIDS activists explicitly demanded. The U.S. government, for its own part, has done nothing further to control the monopolist, even though Glaxo is exploiting a drug that was invented by government employees (AZT was discovered by researchers at the Michigan Cancer Institute and Duke University, who received grants from the National Cancer Institute).

President George W. Bush was no better at confronting the drug companies than President Clinton was before him. Domestically, limited drug coverage was added to Medicare in 2003, but the new law requires the federal government not to negotiate down the price of drugs. The high price of drugs is part of the reason that health insurance is expensive and beyond the reach of so many Americans who are not eligible for Medicare, and that the cost of Medicare to the federal government will reach $100 billion in 2014, leaving little money in the budget for other programs.
The failure to control the prices that monopolies charge is not limited to the drug industry. The government has failed to control the price of the Microsoft Windows computer operating system, even though Windows’s monopoly position is not due to its superiority as a product—for many years the Mac OS operating system was considered by most to be superior—but the need of consumers to have a prevalent standard. The oil companies have been reaping record profits in the years following the invasion of Iraq, yet even in 2006, an election year, Congress failed to tax away their monopolistic profits.

In 2004 the U.S. presidential candidate Dennis Kucinich offered a solution to the drug companies’ monopoly problem that can be applied to other monopolies as well. According to Kucinich, the government should step up its own involvement in drug research even further in order to make the private drug companies unnecessary. The government would place all its discoveries and inventions in the public domain and thus prevent the emergence of monopoly power. This would not prohibit either the production of drugs by pharmaceutical companies or patents—although the life span of patents may be shortened—but under these conditions the public will be less at the mercy of such companies and pricing can be controlled to benefit the greatest number of people rather than maximize profits.

In a similar manner, the government could finance the development of computer software in universities and require that the code of this software be made public. It could also import and retail gasoline, something that the government of Finland, for instance, is already doing. When an industry is naturally monopolistic and immensely important to the public’s well-being, the best protection that the public has is to be the monopolist.
ZERO-SUM GAMES EVERYWHERE

Our resources are finite, and therefore when the rich take more, everybody else is left with less. For some goods, the trade-off between consumption by the rich and by the poor is not direct. If the rich buy more shoes, this does not necessarily mean fewer shoes for the poor, because the quantity of shoes produced could be increased. The production of something else might have to be reduced, but the trade-off between what the rich consume and what the poor consume is indirect. In the case of a good that has only a finite supply, however, the trade-off is direct: if the rich take more of it, everybody else is left with less. Middle-class Americans experience this direct trade-off when they fly or buy apartments, and they have begun to experience it even when they visit the doctor.

Airplanes

Passengers in the economy class of planes have very little legroom, because the seats in business and first class now turn into beds. On Singapore Airlines’s new jumbo jet, Airbus A380, the beds actually stand alone, and as a result it carries only 471 passengers, whereas Air Austral carries 840 on exactly the same jet. On EOS Airlines (which went out of business in 2008) middle-class passengers were not wanted altogether because EOS flights carried only 48 passengers in planes that were made for 220. Of course, if the supply of flights were infinite, how the rich fly would have been of no consequence to the other passengers. But airports can accommodate only a finite number of planes each day, and when each plane flies fewer people, fewer people can fly. EOS was not the worst offender in 2008, however, and neither is Singapore Airlines today. Corporate jets fly even fewer people and consume even more airport time than either of these airlines did, because small planes must wait a longer
Housing
Middle-class families in New York become fully aware of how poor they really are when they try to buy apartments in Manhattan. From 1995 to 2004 the average price per square foot increased from $324 to $767, an increase of 137 percent, compared to a 24 percent increase in the consumer price index over the same period. It is important to realize that the problem middle-class families face is not simply that rich families can now pay more for apartments, but that rich families now buy larger apartments. In other words, the problem is that the rich reduce the supply of apartments available to the middle class. This can best be explained with our example of the housing market.

Suppose that in our example families A and B become wealthier and their reservation prices become $12,000 and $10,500 respectively for the same size apartment as before. With a total supply of six apartments, the market rent would stay in the $1,500–$2,250 range just as before, and, as before, G would be the only family without an apartment. If, however, the reservation prices of A and B are now for double-sized apartments, it would be as if there were two additional consumers in the market, and, as the new schedule of reservation prices below shows, the rent would rise to the $3,000–$3,750 range. In addition to G, families E and F would not have apartments either.

**TABLE 7.4: WHEN THE RICH GET RICHER**

<table>
<thead>
<tr>
<th>FAMILY</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reservation Price</td>
<td>$6,000</td>
<td>$6,000</td>
<td>$5,250</td>
<td>$5,250</td>
<td>$4,500</td>
<td>$3,750</td>
<td>$3,000</td>
</tr>
</tbody>
</table>
According to the New York Times, the rich want bigger apartments not because they need more space, but because other people have a lot of space. The newspaper calls it “The Battle of the Biggest.” A few examples illustrate this new taste. A British financier, David Martinez, bought two whole floors of the large-footprint Time Warner Center, and knocked out the floor of the upper unit to get a higher ceiling in the lower one. Calvin Klein lives in an apartment that occupies three whole floors in a tower overlooking the Hudson in Chelsea, while Martha Stewart occupies two floors in the same building. Swimming pools are the latest rage. At 245 E. Fifty-eight Street is an apartment building with a full gym and a swimming pool on the third floor, but the resident of the penthouse in the same building has a sixteen-by-twenty-five-feet pool all to herself. The film director Marcus Nispel, who directed the 2003 remake of The Texas Chainsaw Massacre, built a swimming pool right inside his five-story town house because “space in New York is something very holy,” he told David Chen of the New York Times. He also likes to create beauty: “I love water, and I love the idea of how it contrasts with the city.” The businessman Jonathan Leitersdorf recommends a swimming pool to anybody who wants to give a good party. This has been his experience with his twenty-five-by-twelve-by-six-feet swimming pool in a triplex near NYU. (Hillary Clinton, for one, is convinced. She chose his apartment for one of her fund-raisers.)

The hunger of the rich for space has real consequences for middle-class families and the poor. As figure 7.1 below shows, since 1995 the price of a square foot grew much faster in the largest apartments than in all the rest. Of course, the larger apartments are located in better locations and therefore command a higher price per square foot anyway. But the location factor explains only the initial difference in price between a square foot in the different apartment sizes, not the difference in the
growth rates of these prices. Between 1995 and 2004, what has changed is not the view that Central Park offers, but the inequality of income.

Landlords and developers have responded to these prices as rational players would. Figure 7.2 shows that the surface area of apartments with three or more bedrooms has increased while the surface area of studios, one-bedroom, and two-bedroom apartments has decreased over that period.\(^{16}\) My own calculations show that if Manhattan apartments were limited in size to 1,200 square feet, then, without constructing even one new building, the supply of apartments for ownership would increase by 35 percent, and the supply of apartments for rent would increase by 20 percent.

The increase in inequality is creating shortages in areas that were never previously associated with zero-sum games. For instance, some
doctors now balk at providing the same care for all patients, with the result that middle-class and poor people may soon find it difficult to see a doctor. The phenomenon is still in its infancy, but some doctors now charge patients an annual fee to be seen by these doctors, and in return the doctors promise that the office visits will not be rushed and that there won’t be long waits for an appointment or in the waiting room. David Ogden, a doctor in wealthy Marin County in California, charges “a few hundred” patients $2,400 annually to see him. The rest of his two thousand patients see only his nurse, who calls him in when she thinks she cannot handle the case herself. **Doctor Jill Baron, of New York City, wrote a letter to inform the editor of the New York Times that she has left a practice where she saw many patients to open a new practice where she**

![FIGURE 7.2: AVERAGE SQUARE FOOTAGE BY BEDROOMS](image)

sees fewer patients, and from these patients she is not accepting any health insurance. Of course, immediate appointments and more time with the doctor are both good things. But this is occurring while the number of doctors per capita is actually falling and while more doctors per capita are needed because the baby boomers are aging. It is projected that between 2000 and 2020, the number of doctors per capita will decrease by 13 percent, while between 2000 and 2035 the median age of the population will increase from 35.5 to 39.1. Hence, longer doctor visits for the rich mean shorter doctor visits for everybody else.

**PARETO EFFICIENCY: HOW THE PIE GETS “BIGGER” BY FEEDING FEWER PEOPLE**

A few people take a lot of space on planes, and as a result many other people don’t get to fly at all. A few families have palatial apartments in desirable locations, and as a result many other families can’t live in these places at all. A few people have long doctor visits, and as a result many other people have to settle for seeing a nurse instead. Paradoxically, according to the way economists measure the size of the economic pie, each of these changes has made the pie of things bigger or else the change would not have taken place.

Consider, for instance, EOS Airlines. The 48 passengers on its plane paid more than what 222 passengers would have paid if the plane had only regular-sized seats. That means that the crew and the plane produced more dollars when they flew fewer people, and according to economics, that means that they were also more productive. In other words, according to economists the economic pie can become bigger simply by virtue of serving fewer people (if those people can pay more).

The fact that economists measure the size of the economic pie with-
out regard to distribution is a direct result of their use of Pareto efficiency as the yardstick. To force a carrier like EOS Airlines to carry 222 passengers would produce an allocation of resources that is Pareto inefficient because potentially everybody could be better off when just 48 rich people fly on a plane that is intended for 222. Potentially, the rich passengers could compensate the middle-class passengers for displacing them, and the middle-class passengers could then use the money to have more doctor visits, for instance. Thus forcing EOS to fly more people would potentially make everybody worse off, which is the same as making the economic pie smaller. The problem with this argument is, of course, that in reality the compensation does not take place.

The Utilitarian View
When the distribution of income makes it Pareto efficient for a plane to transport fewer passengers and for doctors to see fewer patients, the distribution of income is itself Utilitarian inefficient. With exactly the same expenditure of resources but a more equal distribution of income, both the rich and the middle class would fly and both the rich and the middle class would see the doctor a sufficient number of times. The allocation of resources would then be both Pareto and Utilitarian efficient. Barring a redistribution of income, however, government intervention may be called for. What policies are available for the government to deal with the redistribution of goods when the redistribution of income is ruled out? We shall see that in some cases the fact that the distribution of income is unequal limits the available options.
HOW TO HANDICAP THE RICH

Doctor Visits
Should the government restrict the length of doctor visits so that more patients would be seen? Dictating to doctors how many minutes they can devote to a patient would be problematic, perhaps even immoral, and this means that in reality there is sometimes a trade-off between freedom to the rich and well-being to the poor.

Airplanes
While income inequality means more legroom in first class and less legroom in economy, as long as the number of seats on the plane is not changed it is better not to fix the problem or the middle class may not be able to travel at all. To see why, suppose that the cost of fuel for flying a two hundred-passenger plane round trip from New York to Los Angeles is $100,000. In addition suppose that the reservation price of the middle-class family for a flight is $250 and that the reservation price of a rich family for this flight, provided that it gets a large seat, is $750. A plane with only middle-class passengers would never take off because all two hundred middle-class passengers together can pay only $50,000, half the cost of the flight. The plane would be able to take off, however, with one hundred passengers who pay $750 and one hundred passengers who pay $250. Rich passengers would refuse to pay more than the middle class for the same flight, however, unless they received something extra for their money. In other words, it is the less legroom in economy and the more legroom in first class that makes it possible for the middle class to fly. What the rich gain from this arrangement is that the flights become more frequent, because without the middle class there would not be enough passengers to fill all the flights currently scheduled.

The situation is, of course, different with Singapore Airlines or corpo-
rate jets. In this case, some members of the middle class are actually prevented from flying altogether because the planes carry fewer passengers than they could. A law that would require each plane to carry its full capacity may be called for.

**Housing**

The simplest way to prevent rich families from living in apartments that are too large is to put a tax on space. Up to a particular threshold (which can be adjusted to family size) space would be tax-exempt. But beyond this threshold, the tax should be sufficiently high to deter excess consumption even by the very rich. To gain an appreciation of how high this tax would have to be to make a difference, recall that a square foot in a large apartment in Manhattan commands a price premium of, on average, $662. Only a tax of that magnitude will remove the incentive that developers have to build super-sized apartments.
There are goods and services that the private market will never provide. National defense is the prime example of such goods. If a private firm tried to sell national defense to private consumers, it may not find even one customer. To see why, suppose that Jane does buy national defense but John refuses to. Once national defense is provided to Jane, John would benefit from it just as much as she would, even though he had not paid for it. National defense is therefore “non-excludable,” and John may refuse to pay for it not because he objects to it, but because he prefers to get it as a “free rider” instead. Cognizant of this possibility, Jane herself would probably not buy national defense either.

Economists call a good whose consumption is non-excludable a “public good.” A “public good” must be paid for by the government because too many people would not pay for it voluntarily. Unlike private firms, the government does have the ability to provide public goods because it has the power to force people to pay for them. Often a public good has yet another quality, which is that its consumption is “non-rivalrous.” This means that once provided, the quality of the good does not deteriorate when the number of people it serves increases. In the case of national defense, the protection that is provided to Jane does not reduce the degree to which John is protected as well.
What other goods are public? Clean air is a public good because no one can be excluded from breathing it and because one person breathing it does not take away from the ability of another person to breathe it as well. The regulation of drugs or food are also public goods because if only safe drugs and food reach the market, no consumer can be excluded from this protection, and the protection of one consumer does not detract from the value of the protection to another consumer. Police protection is in the same category as national defense, but because this protection is over a limited area only, police protection is a “local public good.” The design of a city, clean streets, and street lights are also local public goods.

But governments are not limited to providing only public goods or local public goods. One of the goods the government provides is education, yet education is excludable since it is easy to prevent a child from entering a particular school. (Which happens routinely when children from underfunded schools are prevented from attending better schools in wealthier school districts.) In addition, as we shall see below, the quality of education decreases with class size, which means that public education is not only excludable, but also rivalrous. Education is therefore a private good, and the best proof of that is that the private market also provides it, since there are private schools.

If education is a private good, then why does the government provide it? One reason may be that there is a benefit to the public at large when a person furthers her own education, and the public may be better off paying for it. For example, there is evidence that, holding the occupation, skills, and education level of a worker constant, her wage is higher when she works in a city in which the average level of educational attainment is higher. There is, therefore, a benefit to the public at large when a person furthers her own education, and the public may be better off paying for it. There are also economists who claim that education is a “merit good,” and by this they mean that some parents are unable to see the full benefit
to their children from good education, and therefore they would under-
invest in their children’s education. But the main reason may be that
free public education is a form of redistribution that the poor demand
and insist on getting. We have seen that the first French constitution im-
mediately following the revolution required free public education. The
Communist Manifesto also lists “free education for all children in pub-
lic schools” as one of its ten demands. In the United States, public educa-
tion remains a political issue, as is clear from the “No Child Left Behind”
campaign.

It must be emphasized that a private good, such as education, is still
private, even when the public pays for it. In a similar manner a public
good remains public even when a private firm provides it. Halliburton
and Blackwater are private companies that produce national defense, but
their product is nevertheless a public good because unless the public
pays for it, no one else will. (In fact, it is precisely because national de-
fense is a public good that Halliburton and Blackwater can deliver offen-
sively poor services at astronomically high prices. An unsatisfied buyer of
a private good would simply stop buying it. But because a public good is
non-excludable, an individual consumer cannot simply stop consuming
or paying for it.)

REDISTRIBUTIVE EDUCATION

When the government provides a public good that is national, all citizens
get to enjoy it equally. But when the government provides local public
goods or private goods, it can and does provide different qualities and
quantities to different people. For instance, as noted above, the Business
Improvement Districts that city governments establish provide varying
packages of taxes and services within the same city. Park conservancies
funnel funds to some parks and not to others. Poor people go along with
these disparities in most cases, but when it comes to education they sometimes resist, demanding that their schools be given the same amount of funds that schools in wealthier jurisdictions receive. But this demand is almost invariably met with the claim that “you cannot throw money at education.” Poor schools should not receive more money because this money would simply be wasted.

Table 8.1 presents the difference in education spending between rich and poor districts in the different states. As the table shows, in some states poor districts get more funding than wealthy districts. Massachusetts spends $1,343 more per student in poor districts than in rich ones, followed by Alaska and Delaware with $1,231 and $1,184 respectively. In other states, however, rich districts get more funding than poor districts, and New York State has the largest gap between rich and poor districts, $2,040, followed by Illinois and Virginia with gaps of $2,026 and $1,105 respectively. For the country as a whole the gap is $868, which means that on average a class with twenty-five students has $21,700 more available to it to spend on specialized teachers, supplies, or trips when it is in a rich district than when it is in a poor district. Further, it is estimated that to provide the same quality of education in poor as in rich neighborhoods, spending in poor neighborhoods would have to be 40 percent higher than it is in rich neighborhoods because of a greater need for smaller class sizes there.3

<table>
<thead>
<tr>
<th>State</th>
<th>2001–2002 GAP BETWEEN REVENUES AVAILABLE PER STUDENT IN THE HIGHEST- AND LOWEST-POVERTY DISTRICTS (COST-ADJUSTED DOLLARS, NO ADJUSTMENT FOR LOW-INCOME STUDENTS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alabama</td>
<td>-$613</td>
</tr>
<tr>
<td>Alaska</td>
<td>$1,231</td>
</tr>
</tbody>
</table>

TABLE 8.1: FUNDING GAPS IN EDUCATION BY STATE, 2001–2
<table>
<thead>
<tr>
<th>State</th>
<th>Amount</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arizona</td>
<td>-$681</td>
</tr>
<tr>
<td>Arkansas</td>
<td>-$149</td>
</tr>
<tr>
<td>California</td>
<td>$173</td>
</tr>
<tr>
<td>Colorado</td>
<td>-$38</td>
</tr>
<tr>
<td>Connecticut</td>
<td>$277</td>
</tr>
<tr>
<td>Delaware</td>
<td>$1,184</td>
</tr>
<tr>
<td>Florida</td>
<td>-$74</td>
</tr>
<tr>
<td>Georgia</td>
<td>$721</td>
</tr>
<tr>
<td>Idaho</td>
<td>-$96</td>
</tr>
<tr>
<td>Illinois</td>
<td>-$2,026</td>
</tr>
<tr>
<td>Indiana</td>
<td>-$25</td>
</tr>
<tr>
<td>Iowa</td>
<td>-$333</td>
</tr>
<tr>
<td>Kansas</td>
<td>$122</td>
</tr>
<tr>
<td>Kentucky</td>
<td>-$3</td>
</tr>
<tr>
<td>Louisiana</td>
<td>-$725</td>
</tr>
<tr>
<td>Maine</td>
<td>-$79</td>
</tr>
<tr>
<td>Maryland</td>
<td>-$558</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>$1,343</td>
</tr>
<tr>
<td>Michigan</td>
<td>-$564</td>
</tr>
<tr>
<td>Minnesota</td>
<td>$1,031</td>
</tr>
<tr>
<td>Mississippi</td>
<td>-$18</td>
</tr>
<tr>
<td>Missouri</td>
<td>$354</td>
</tr>
<tr>
<td>Montana</td>
<td>-$450</td>
</tr>
<tr>
<td>Nebraska</td>
<td>$233</td>
</tr>
<tr>
<td>Nevada</td>
<td>$333</td>
</tr>
<tr>
<td>New Hampshire</td>
<td>-$795</td>
</tr>
<tr>
<td>New Jersey</td>
<td>$1,260</td>
</tr>
<tr>
<td>New Mexico</td>
<td>$374</td>
</tr>
<tr>
<td>New York</td>
<td>-$2,040</td>
</tr>
<tr>
<td>North Carolina</td>
<td>-$392</td>
</tr>
<tr>
<td>North Dakota</td>
<td>$653</td>
</tr>
<tr>
<td>Ohio</td>
<td>$186</td>
</tr>
</tbody>
</table>
TABLE 8.1: FUNDING GAPS IN EDUCATION BY STATE, 2001–2 (continued)

<table>
<thead>
<tr>
<th>State</th>
<th>2001–2002 GAP BETWEEN REVENUES AVAILABLE PER STUDENT IN THE HIGHEST- AND LOWEST-POVERTY DISTRICTS (COST-ADJUSTED DOLLARS, NO ADJUSTMENT FOR LOW-INCOME STUDENTS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oklahoma</td>
<td>$226</td>
</tr>
<tr>
<td>Oregon</td>
<td>$186</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>$882</td>
</tr>
<tr>
<td>Rhode Island</td>
<td>$108</td>
</tr>
<tr>
<td>South Carolina</td>
<td>$370</td>
</tr>
<tr>
<td>South Dakota</td>
<td>$552</td>
</tr>
<tr>
<td>Tennessee</td>
<td>$570</td>
</tr>
<tr>
<td>Texas</td>
<td>$388</td>
</tr>
<tr>
<td>Utah</td>
<td>$782</td>
</tr>
<tr>
<td>Vermont</td>
<td>$766</td>
</tr>
<tr>
<td>Virginia</td>
<td>$1,105</td>
</tr>
<tr>
<td>Washington</td>
<td>$160</td>
</tr>
<tr>
<td>West Virginia</td>
<td>$135</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>$108</td>
</tr>
<tr>
<td>Wyoming</td>
<td>$381</td>
</tr>
<tr>
<td>USA</td>
<td>$868</td>
</tr>
</tbody>
</table>


Many variables combine to determine the quality of education, and one of these is class size. Figure 8.1 and figure 8.2 show class size in poor and other districts in the United States. (The first figure is for general teachers—teachers who teach all subjects—normally in lower grades. The second is for specialist teachers—teachers who teach particular topics—normally in higher grades.) In nonpoor districts 62 percent of general teachers teach in classes with eighteen or fewer students. The re-
spective figure in poor districts is 25 percent. The difference for specialist teachers (higher grades) is smaller, but it is still substantial. In nonpoor districts 45 percent of teachers teach in classes with seventeen or fewer students whereas in poor neighborhoods only 18 percent teach in classes of similar sizes.

But the difference in class size between nonpoor and poor public schools is dwarfed by the difference in class size between public schools and nonsectarian private schools. As table 8.2 shows, classes in such
private schools are far smaller than they are in public schools, and so is the student-to-teacher ratio.

"YOU CAN’T THROW MONEY AT EDUCATION"

The inequality in funding between different school districts for education is often challenged in the courts, and when such a lawsuit takes
place, economist Eric A. Hanushek of the Hoover Institute is often there to testify that redistributing education funds would be a waste of money. In 2000, for example, North Carolina was sued by several poor school districts in Hoke County, which complained that their classes are larger and the quality of their teachers lower than in richer districts. In his testimony in this case, Hanushek told the court that there is “little systematic evidence of a correlation between spending on schools and student achievement.” In other words, the poor school districts may be right, but forcing the state to give them more money will not accomplish anything. Hanushek plays on the widespread belief that “the government can’t do anything right.” Yes, poor kids go to bad schools. Yes, these schools are underfunded. But the schools are not bad because they are underfunded. According to Hanushek and others like him, the fact that the United States spends more per capita on education than many other nations yet does not receive the same results is an argument against

### Table 8.2: Average Class Size, Student/Teacher Ratios, 1999–2000

<table>
<thead>
<tr>
<th></th>
<th>Average Class Size</th>
<th>Percent of Schools with a Student/Teacher Ratio Less Than 10:1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Self-contained</td>
<td>Student/Teacher Ratio</td>
</tr>
<tr>
<td>Public</td>
<td>21</td>
<td>24</td>
</tr>
<tr>
<td>Private Non-sectarian</td>
<td>15</td>
<td>15</td>
</tr>
</tbody>
</table>

increasing the funding of poor schools. In an article in *USA Today* in 2004, then U.S. Secretary of Education Rod Paige repeated the mantra:

We still have a two-tiered public education system. Some fortunate students receive a world-class education. But millions are mired in mediocrity, denied a high-quality education. Most are children of color. This is not the legacy of Brown we imagined. Some still believe we can fix our public education system by spending more money. But we already spend more per pupil on K–12 education than any other country except Switzerland. The issue is how the money is being invested.³

It is this mantra that permitted President Bush to call for tax cuts and education spending cuts simultaneously. As we shall see, however, the evi-

---

**FIGURE 8.3: ERIC HANUSHEK**

*Credit: Photo courtesy of Eric Hanushek*
evidence shows that increased funding does improve the quality of schools, and the claim that it doesn’t is based on a distortion of this evidence.

The claim that you can’t throw money at education is backed by the observation that between 1967 and 1996 spending on education in real terms doubled, but achievement changed very little. Achievement is determined by a National Assessment of Education Progress test that is given to a sample of students periodically by the U.S. Department of Education. Figure 8.4 and Figure 8.5 show the average scores for different age groups between 1971 and 2004.6

At first glance the figures are alarming: the curves are flat for
seventeen-year-olds, and only for young children is there a rising curve. But the graphs are misleading. First, the composition of the students who took these tests changed over this period, in part because the high school drop-out rate changed markedly. The high school drop-out rate in 1973 was 14.1 percent compared with only 10.9 percent in 2000 (the rate for 1996 is not available). This means that the share of weak students in the population of test takers has increased overtime. And, as Figure 8.6 shows, the child poverty rate was also significantly lower at the beginning of the period than at its end. In 1973 it was 14 percent while in 1996 it was...
21 percent. With a far higher component of poor children in school, one would expect average achievement rates to drop.

Also misleading is the claim that the spending per student doubled. An examination of the figures by Richard Rothstein and Karen Hawley Miles showed that the increase in per student funding from 1967 to 1991 was actually only 26 percent, not 100 percent, and that during the period 1991–96 the per student spending increased very little. The disparity in the figures comes from several sources. First, the 100 percent increase in education spending figure is based on the Consumer Price Index, but the

*Source*: U.S. Census Bureau, Historical Poverty Tables, Table 3—Poverty Status of People, by Age, Race, and Hispanic Origin (1959 to 2006)
CPI reflects what consumers buy, not what schools buy. Consumers spend a large share of their money on goods, but schools spend most of their budgets on the services of teachers and other staff members. Rothstein and Miles therefore used a price index that gives a higher weight to services. Second, Rothstein and Miles discovered that a large portion of the increase in school funding came from programs such as special education, which are worthwhile but do not affect test results (special education students, for one, are excluded from NAEP tests). The conclusion from all this information, according to Rothstein and Miles, is not that “you can’t throw money at education,” but that a modest increase in education spending prevented a likely decline in education performance that would have occurred because of increasing student poverty and declining drop-out rates.

Perhaps the most important difference between rich schools and poor schools is class size. To claim that money does not matter, Hanushek has to claim also that class size does not matter. Hanushek bases this claim on a literature survey that he has conducted. According to him, some studies show that smaller class size improves performance, but many more show that it doesn’t.

The economists Alan Krueger and Diane Whitmore discovered many peculiarities in Hanushek’s method of counting studies on each side of the debate. For instance, instead of counting studies, Hanushek counted estimates within studies. Hanushek reviewed 59 studies and extracted from them 277 estimates. The number of estimates in a study varied widely. Two studies included 24 estimates each, and both studies, by the same authors, were based on the same data set. Other studies provided only one estimate. As Krueger explains, Hanushek’s method of counting estimates instead of studies is misleading. There is no reason to assign a greater weight to a study just because it has more estimates. (An example can illustrate Krueger’s argument. Suppose an investigator wishes to find
out whether calories affect weight. In addition to weight and calories, the investigator also knows the ethnicity of the subjects in her data set. The investigator may first calculate the effect of calories on weight without controlling for ethnicity, and then calculate the effect of calories on weight when controlling for ethnicity. Thus the investigator would have two different estimates of the effect of calories on weight from the same data set. Suppose now that both estimates are that calories do not affect weight. Is this equivalent to having two estimates from two different data sets that show that calories do not affect weight? Of course not. The correct interpretation of these estimates is that that particular data set shows that calories do not affect weight, and that the result does not change even when controlling for ethnicity.) Krueger and Whitmore discovered that if studies are counted instead of discovered estimates, the ratio between those that find that class size does matter versus studies that find that it does not is actually four to one.8

To determine whether class size matters, it is necessary to compare the achievements of students who are in classes that are very similar to each other in all respects except for class size. In other words, what needs to be similar in all classes is the composition of the students (income, immigrant status, etc.) and all other educational inputs (computer equipment, art room, etc.). The only difference between the classes should be class size. But in real life, classes that are the same in all respects except class size are impossible to find because small classes are normally in rich schools and large classes in poor ones. Researchers who do not conduct controlled experiments have no choice but to make corrections to the data to account for these other differences among classes. But the corrections are necessarily problematic. The state of Tennessee avoided all these problems by conducting a controlled experiment over the years 1985–90.

In the Tennessee study, the only difference between classes was size, so
no corrections were necessary. Students in grades K–3 in the same school were assigned either to small (13–17 students) or regular classes (22–25 students) randomly, and the assignment of teachers to small and regular classes was random as well. In the fourth grade, all students were returned to regular classes. All students were then given the same tests. The results were that the students in the smaller classes received a percentage grade that was on average between 4 percent and 5.5 percent higher (depending on grade) than students in the regular classes. Since the maximum score on the National Assessment of Education Program tests is 500, these percentage differences translate to a 20–26 point gain. Comparing these numbers to the charts of the NAEP national results depicted above shows that these increases are larger than any improvement that occurred over a twenty-year period.9

Class size matters, and students in smaller classes are richer. Is the allocation of small classes to rich children efficient? If efficiency means that the students who attend the small classes are the ones who would benefit from them the most, then the answer is no. The studies that Krueger reviewed show that small class size increases the educational achievement of low-income students more than of high-income students, and of low-achieving students more than of high-achieving students. In addition, these studies show that the benefits from decreasing class size diminish as the class size decreases.10 In other words, once a class is relatively small, making it even smaller does not help much. Therefore, shifting resources from rich students who attend small classes to poor students who attend very large classes will benefit poor students more than it will hurt rich students. Of course, it is also possible to increase funding for poor districts without reducing funding for rich districts, but this would require increasing taxes.
CAN EDUCATION BE EQUAL WHEN INCOME IS NOT?

The state of North Carolina lost the Hoke case. The judge listened to Hanushek carefully and thanked him for pointing out that spending money without a purpose would be a total waste. But the judge thought that the districts that sued did have a purpose for the money that they were demanding. “Only a fool would find that money does not matter in education,” the judge wrote.11

Judges have been issuing similar decisions in many states over many years. Is spending per student equal now? Schools are funded by districts, and as income inequality increases, so does the inequality in funding. The economist Caroline Hoxby examined inequality in per-pupil spending in Massachusetts and Illinois, and she discovered that in both states the degree of inequality in education spending has increased remarkably between 1950 and 1990. Further, despite the legal challenges that should have broken the link between the value of property in a district and the funding of its school, the relation between property value and per-student spending has become stronger over the period.12

Richard Rothstein, an education columnist for the New York Times, reports of the ingenuity of rich parents to create funding disparity even within school districts that explicitly prohibit parents from funneling private money to schools. These parents pay teachers “appreciation fees” instead of the prohibited salary increases, hire “consultants” to teach art or music classes when they are not permitted to hire extra teachers, and build libraries and stock them with books.13 After reviewing the evidence, Hoxby concluded, “To reduce spending inequality it would probably be more practical to reduce income inequality.”
“IS IT GOOD FOR THE ECONOMY?”

“Is it good for the economy?” The question illustrates the enormous sway of economic thinking, and is also an encapsulation of all that is wrong with it. Economists know, of course, that there is really no such thing as “the economy,” there are only people. Yet they have succeeded in obscuring this simple truth completely. News programs report hourly about the level of and changes in the levels of numerous stock indices. But about the quality of life of teachers, construction workers, health workers, or restaurant workers they report only very rarely. Have they more time to spend with their kids today than yesterday? And has the number of people with health insurance changed? There is little doubt that hourly reports of these indices would have spurred the government to improve them, just as reports about the stock market indices do. But the living conditions of people are not what the “economy” is or what economics is about.

Not only is “the economy” not about the people who live in it; according to economists, “the economy” actually requires human sacrifice. Food subsidies? Bad for the economy. Housing subsidies? Bad for the economy. Health insurance? Bad for the economy, Health insurance? Bad for the economy, too.

Yet, as recent events have demonstrated, this human sacrifice is in vain. “The economy” is a colossus whose pedestal is shaky largely because it rests on a concept of efficiency that renders practically all government programs inefficient. With an adequate supply of attractive public housing, poor people would not have borrowed money at usurious rates to buy homes that they cannot afford, and the crisis that started with “sub-prime mortgages” would not have been. With Social Security payments that are sufficient for workers to retire on and with free public colleges that are as attractive as private ones, ordinary workers would not be forced to “play the stock market” in order to secure their retirement or
their children’s college education. Without workers’ money invested in stocks there would have been no need to “save Wall Street in order to save Main Street” and no excuse for bailing out bankers and banks. With government-provided health insurance, workers would have greater flexibility to move from job to job and the adjustment to changing economic conditions therefore more rapid and less painful.

The rich and those who serve them often claim that the concern with the redistribution of income is petty and unproductive. Petty, because people should not envy the well-being of others; unproductive, because even though the rich are very rich, they nevertheless take only a small portion of the social pie, and redistributing their wealth would not make a difference to the well-being of the poor.

But both claims are wrong. As the first part of this book has shown, when the distribution of income is unequal, the poor and members of the middle class suffer not because they have too little money, but because they have less money than the rich. When the income gap is large, sellers choose to set prices at levels that only the rich can afford to pay, the government betrays its obligation to serve all citizens equally, and the rich take far more than their fair share of the resources that are available only in limited supply.

To see just how wrong the claim that redistribution would not make a difference is, consider that the 2008 U.S. GDP was $47,000 per capita. If income were distributed equally among all individuals, a family of four would have had resources worth $188,000/year at its disposal. Instead, 13 percent of individuals in the United States belong to poor families, and for a family of four the poverty threshold is $21,027, or about one-tenth of what its income would have been if income were distributed equally.

Of course, the threshold of poverty and how it is determined are what Utilitarianism is all about. According to Utilitarianism the transfer of a
dollar from the rich to the poor would help the latter more than it would hurt the former; therefore, not carrying out the transfer is economically inefficient. But this means that a poverty threshold should not be determined by calculating the cost of the bare minimum of necessities that a family needs, which is the government’s method for calculating it, but a number that reflects the capacity of society to provide each of its members more and better goods and services as society’s productive capacity and scientific knowledge increase, because people’s needs are not constant but increase with them. The threshold for redistribution according to Utilitarianism is not the bare minimum, but the average. And by this threshold the majority of American families are poor. Sixty-four percent of families have income that is below the average family income.\footnote{17}

Given how much is at stake for the rich, it is doubtful that economists will discard the concept of Pareto efficiency and become Utilitarians any time soon. But the rest of us must learn to ignore them, or we will continue to be the sheep devoured by the wolf just because Pareto could not see any reason to change this state of affairs.

Of course, economists are not only against redistributing income but also have a theory that justifies the process that creates inequality to begin with. How wages are determined is the subject of the second part of this book.
Part II

THEORIES OF WAGES
INTRODUCTION: CLASSICAL AND NEO-CLASSICAL THEORIES OF WAGES

In 2007, U.S. workers produced $95,000 worth of goods and services per worker.1 If each of them, whether CEO or worker on the shop floor, whether in the financial industry or in agriculture, earned this wage, all families could live not only well but also in affluence. But this is, of course, not the case. Nationwide, 25 percent of workers earn wages that with full-time work put them below the poverty line.2 In New York City, 24 percent of retail workers must rely on some form of welfare payments while they are working full-time.3 What workers do not get, executives do. In 2007, average CEO compensation for S&P 500 CEOs was $10.5 million, 344 times the pay of the average worker.4

Should the government intervene to reduce wage inequality? The answer depends on what the consequences of such intervention would be, and different economists have vastly different theories about the impact. According to today’s textbook theory of wages, first developed by neoclassical economist John Bates Clark (1847–1938), the free market ensures that each member of the workforce is naturally paid the value of what she has produced. Any interference will create an artificial level of remuneration that will result in lost jobs. Thus a worker who earns $25,000 per year produces $25,000 per year worth of goods. If the government were to pass a law forcing that worker’s employer to pay her more, it might as well print her pink slip at the same time: no employer could pay more than $25,000 for $25,000 worth of output and expect to
stay in business. The same holds also for highly paid executives, but in reverse. An executive who is paid tens of millions of dollars a year in compensation produces tens of millions of dollars per year for the company. If the government were to break the link between her “compensation” and her productivity by placing a cap on her pay, she would choose either to work in a less demanding job or work less diligently.

Logical as the neo-classical theory of wages is, the classical economist David Ricardo (1772–1823) had dismissed it even before it was put forth. Knowing what each worker produces is usually impossible, he pointed out. And from this it follows that any system based on assessing productivity is fundamentally flawed. To take a current-day example, a taxi in a metropolitan city produces a total income of $100,000 a year, of which the driver receives $25,000 and the owner of the taxi receives the rest. Did the driver produce one-quarter of the total product of the taxi? Without the taxi (means of production in some economic theories), the driver (the worker) would have produced no fares, but without the driver the taxi would have produced no fares either. Taxi and driver together produced $100,000, but how much of the total each produced is impossible to tell. How then is the income of the taxi divided between them? Adam Smith (1723–90), the world’s most famous economist, explained that the division of the product between the members of the team that produced it is determined by the relative bargaining power of each member (not, as contemporary economists would have it, by an objective measure of output). When the member is a capital good, such as a taxi, the bargaining is done, of course, by its owner.

If according to modern economists the consequences of government intervention to increase pay equality would be job losses, what would they be according to the classical theory of wages? If the government were to mandate that taxi drivers be paid $101,000 a year, taxi drivers would lose their jobs. But if, instead of determining the exact pay of
drivers, the government were to set a ratio between the pay of the driver and the pay of the taxi owner, the classical theory of wages predicts that the only consequence of government intervention to increase pay equality would be to increase pay equality . . . without any loss of jobs.

The following chapters trace the development of these two competing theories of wages, describe their roles in policy debates and labor conflicts, review the empirical evidence regarding their validity, and show how fundamental they are to the question of whether a market system is self-regulating. These theories mark the dividing line between the “classical” and “neo-classical” economists. David Ricardo is generally regarded as the last of the former, while John Bates Clark is the first of the latter.
ADAM SMITH

Adam Smith’s *The Wealth of Nations*, published in 1776, is perhaps the most important economics book of all time, though a more accurate title would have included a subtitle, “The Wealth of Nations: How Did It End Up in the Hands of So Few?” According to Smith, workers in the “original state” owned all that they produced:

The produce of labour constitutes the natural recompence or wages of labour. In that original state of things which precedes both the appropriation of land and the accumulation of stock, the whole produce of labour belongs to the labourer. He has neither landlord nor master to share with him.¹

But then private property intervened, and since then workers have been forced to give part of their product to landlords and capitalists, because they don’t own the land or the capital that they work with:

But this original state of things, in which the labourer enjoyed the whole produce of his own labour, could not last beyond the first introduction of the appropriation of land and the accumulation of stock. . . . As soon as
land becomes private property, the landlord demands a share of almost all the produce which the labourer can either raise or collect from it. . . . The produce of almost all other labour is liable to the like deduction of profit.

Thus, according to Smith, profits are nothing but a deduction from the fruits of labor. But didn’t he see that capitalists introduce improvements in production methods? Surely these entitle them to profits? According to Smith, had workers owned the total product that they produced, they would have used part of this product to introduce the improvements in productivity themselves:

Had this state [workers owning the product they produce] continued, the wages of labour would have augmented with all those improvements in its productive powers, to which the division of labour gives occasion. All things would gradually have become cheaper. They would have been produced by a smaller quantity of labour.

The introduction of private property was not what spurred these improvements, according to Smith; private property came about long before any significant improvements were ever introduced:

But this original state of things, in which the labourer enjoyed the whole produce of his own labour, could not last beyond the first introduction of the appropriation of land and the accumulation of stock. It was at an end, therefore, long before the most considerable improvements were made in the productive powers of labour.

If profits are just a deduction from the product that labor produces, what determines how large the deduction is? This, according to Smith, is determined by the bargaining power of the two parties. Usually the capitalist is the stronger party, because he has more holding power—an ability to bide his time before being paid:
The workmen desire to get as much, the masters to give as little, as possible. . . . It is not, however, difficult to foresee which of the two parties must, upon all ordinary occasions, have the advantage in the dispute, and force the other into a compliance with their terms. . . . In all such disputes, the masters can hold out much longer [because they are wealthier].

But even if capitalists generally have more bargaining power, that power is not always overwhelming. Smith pointed out that wages were different in different places, and that these differences were not due to differences in the cost of living:

The way in which the labouring poor buy all things, are generally fully as cheap, or cheaper, in great towns than in the remoter parts of the country. . . . But the wages of labour in a great town and its neighbourhood, are frequently a fourth or a fifth part, twenty or five-and-twenty per cent higher than at a few miles distance.

The reason that the employers do not always win to the same degree is that wealth is only one of the factors that determine bargaining power. The other factors include: (i) the ability of workers to form unions; (ii) the ability of employers to form their own unions, and, the most important factor of all, (iii) the ability of employers to use the power of the government to break the workers' unions:

[Workmen] are disposed to combine in order to raise, . . . [masters] in order to lower, the wages of labour. . . . The masters, upon these occasions [strikes and other labor actions] . . . never cease to call aloud for the assistance of the civil magistrate, and the rigorous execution of those laws which have been enacted with so much severity against the combination [union] of servants, labourers, and journeymen.
If workers succeed in getting higher wages, is this a good thing for the “wealth of nations”? According to Smith it is, because the well-being of workers is itself the "wealth of nations”:

Is this improvement in the circumstances of the lower ranks of the people to be regarded as an advantage or as an inconveniency to the society? The answer seems at first sight abundantly plain. Servants, labourers, and workmen of different kinds, make up the far greater part of every great political society. But what improves the circumstances of the greater part can never be regarded as an inconveniency to the whole. No society can surely be flourishing and happy, of which the far greater part of the members are poor and miserable. It is but equity, besides, that they who feed, cloath, and lodge the whole body of the people, should have such a share of the produce of their own labour as to be themselves tolerably well fed, cloathed, and lodged.

Don’t high wages cause an increase in unemployment, as neo-classical economists argue? Smith did not consider this possibility. He did believe that there was a relationship between unemployment and wages, but he believed it ran in the opposite direction: high unemployment causes wages to fall and low unemployment causes wages to rise. What causes changes in the level of unemployment then? Not wages but events that occur outside the labor market: “It is because the demand for labour increases in years of sudden and extraordinary plenty, and diminishes in those of sudden and extraordinary scarcity, that the money price of labour sometimes rises in the one, and sinks in the other.” What could such events be? Smith cited war as one possibility, but there are numerous other possibilities, not all man-made, such as weather that results in poor crops. Had he lived in our times Smith would no doubt have pointed to the loss in consumer and investor confidence following the subprime scandal as causes of the increase in unemployment rates.
Smith probably hoped that his book would convince the government to side with workers, but this did not happen. In 1800, ten years after his death, the British Parliament passed a Combination Act that decreed:

Every . . . workman . . . who shall . . . enter into any combination to obtain an advance [increase] of wages, or to lessen or alter the hours or duration of the time of working, or to decrease the quantity of work, or for any other purpose . . . shall be committed to . . . gaol for any time not exceeding 3 calendar months; or otherwise be committed to some House of Correction . . . for any time not exceeding 2 calendar months.2

David Ricardo (1772–1823)

The British economist David Ricardo continued Smith’s work.3 In 1815, English landowners prevailed on Parliament to pass a “Corn Law,” which
was a tariff on the imports of food. English industrialists opposed the tariff because they believed that higher food prices would lead to higher wages and thus lower profits. For Ricardo, a member of the London Stock Exchange, this situation presented an opportunity to investigate how prices are determined in general. Two theories resulted: one of wages and profits, and one of land rent.

Ricardo’s theory of wages and profits was virtually the same as Adam Smith’s. His theory of land rent broke new ground, however, because it introduced the concept of “diminishing marginal productivity.” Ricardo believed that this concept applied only in agriculture, and that even there it did not apply to individual workers, but only to combinations of workers and the capital goods they work with. As we shall see in the next chapter, Clark would later apply the concept to individual workers and make it into his own theory of wages.

*Ricardo’s Theory of Wages and Profits*

According to Ricardo a worker earns a wage that is equal to the value of the goods that she requires to subsist. He called this wage the “natural price” of labor. Ricardo emphasized, though, that the “natural price” of labor is *not* determined by nature but by “habit and custom”: “It is not to be understood that the natural price of labour, estimated even in food and necessaries, is absolutely fixed and constant. It varies at different times in the same country, and very materially differs in different countries. It essentially depends on the habits and customs of the people.”

But how are the “habit and custom” of a time and a country determined? And what makes the wage rise when the price of food rises, as it does when the government passes a “Corn Law”? Ricardo did not say, perhaps because he expected his readers to be familiar with Smith’s explanation in *The Wealth of Nations* that workers and employers haggle over wages, and that the final result is determined by their relative power.
Profits are a residue, according to this explanation. A firm sells its product in a market in which there are many other firms that also sell exactly the same product; the firm cannot raise the price it charges above the price of its competitors, and the firm is therefore a “price taker.” The firm sells its product for the “market price” and collects revenue. Out of this revenue the firm pays for the factors of production: raw materials, electricity, maintenance, wear and tear on capital goods (machines and buildings), and labor. The money left over is the firm’s profit. Hence, assuming that the price that a firm can charge for a product is constant, a higher wage means a lower profit, and vice versa.

RICARDO’S THEORY OF LAND RENT

In Ricardo’s model, agricultural production involves three parties: a landlord who owns a field, workers who sell their labor, and a farmer who rents the field from its landlord and hires workers to till the field with capital goods that the farmer owns (a horse and a plow are an example of capital goods). The farmer sells the food that is produced and uses the proceeds to pay rent to the landlord and wages to the workers. The level of the wage is determined by “habit and custom,” with which we are already familiar. The level of the rent is determined by the fertility of the field, as will be explained below. The residue after the rent and the wages are paid is the profit of the farmer; it can be regarded as the payment for the capital goods that she equipped the workers with and for the farmer’s organizational and managerial work.

Of course, farmers are free to enter or leave farming at will. If profits in farming are lower than profits in industry, farmers will become industrialists. This will increase the supply of industrial goods and cause prices of industrial goods, and therefore industrial profits, to decline, until the equality between the profits in industry and the profits in agriculture is
restored. The law of one price that was already introduced in the first part of the book is thus paralleled by the law of one profit.

To simplify his theory, Ricardo made three assumptions. First, he assumed that each worker uses exactly the same set of tools or capital goods; the combination of a worker and the tools she works with makes a unit Ricardo called a “dose.” Second, each field is tilled by exactly one dose. Third, the doses are interchangeable, with no difference in productivity between them.

Fields differ in their fertility, and the more fertile the field, the more productive the dose that tills it. Because of competition between farmers for fields, the rent for a field fully reflects its fertility. The exact rent on any given field is calculated by taking the rent on the least fertile field and adding to it the difference between the value of the crop of this field and the value of the crop of the least fertile field.

Table 9.1 contains Ricardo’s own figures and can be used to explore the relationship between the payment to a dose (which consists of the worker’s wage plus the farmer’s profit), the number of fields brought into production, and the rent on each field. The second column lists the product of each field (bushels of wheat) when it is tilled. Ricardo called this the “marginal product of a dose,” because it shows by how much the total product increases when that field is added to production. The marginal product of the first dose increases the total by 180 bushels, the second by 170, and so on, reflecting the decreasing fertility of the land. Ricardo could have called it the “marginal product of a dose and a field,” but he left the field out because the field is always there, even when it is not being tilled. The last column of the table, the “Value of Marginal Product,” or VMP, is simply the second column multiplied by the price of a bushel, under the assumption that the price of a bushel is 50¢.
TABLE 9.1: WHEAT PRODUCTION

<table>
<thead>
<tr>
<th>Field Number</th>
<th>Marginal Product of Dose (Bushels)</th>
<th>Total Output (Bushels)</th>
<th>Value of Marginal Product (1 Bushel = 50¢)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>180</td>
<td>180</td>
<td>$90</td>
</tr>
<tr>
<td>2</td>
<td>170</td>
<td>350</td>
<td>$85</td>
</tr>
<tr>
<td>3</td>
<td>160</td>
<td>510</td>
<td>$80</td>
</tr>
<tr>
<td>4</td>
<td>150</td>
<td>660</td>
<td>$75</td>
</tr>
</tbody>
</table>

What is the rent on each field? This is determined by subtracting the remuneration of a dose (the sum of the wage of the worker and the profit that the farmer collects) from the income produced. Suppose that prevailing remuneration of a dose is $82.50. The farmer who rents the most fertile field sells $90 worth of food; after paying the dose (i.e., paying the worker and herself) she has $7.50 left for rent. (She may wish that she could keep this sum to herself, but she is in competition with other farmers for fields, and this assures that the rent she pays is $7.50.) The same calculation is repeated for the second field. The farmer who rents that slightly less fertile field sells $85 worth of food. He must still pay the dose $82.50, so he pays the difference—$2.50—in rent. But no farmer would rent the third field, because the value of the crop from that field is $80, less than the remuneration of the dose. The VMP schedule of the different fields is depicted in figure 9.2.

What would happen if the remuneration of a dose rose above $85? In this case one dose would become unemployed. If, however, the remuneration of a dose declined below $80, one additional dose would be hired.

It is important to note that given the remuneration of doses, the number of fields in production adjusts itself so that that remuneration is
roughly equal to the VMP of the dose that tills the least fertile field in production. In our example the remuneration is $82.50 and the VMP of the dose that tills the least fertile field is $85. If the remuneration were only $72.50, two more fields would have been added to production, and the value of marginal product of the dose that tills the least fertile field would have been $75. In fact there are many fields, and the change in fertility from one field to the next is probably small. This means that in reality the line in figure 9.2 is smooth instead of stepwise, and that the remuneration of a dose is either very close, or actually equal to, the VMP of the dose tilling the least fertile land.

VMP IN INDUSTRY

Production in industry is often carried out not by workers and capital goods doses, but by teams made of a large number of workers who per-
form different tasks with different machines and with different skills. What does not play a role in industrial production, however, is the fertility of the land. Therefore, unlike the VMP of doses in agriculture, according to Ricardo the VMP curve of teams in industry is flat, as shown in figure 9-4.6 While in agriculture doubling the number of doses may require tilling less fertile land, in industry doubling the number of teams means doubling production.

THE VMP OF INDIVIDUAL WORKERS

In agriculture the remuneration of a dose equals the VMP of the dose that tills the least fertile land, or the “marginal dose.” In industry, the VMP of all teams is the same, and the remuneration of any team is, therefore, equal to its own VMP. Does a similar relationship exist also between

“[T]he natural price of labour . . . essentially depends on the habits and customs of the people.”

Credit: W. Hall; photo courtesy the Library of Congress
wages or profits and VMPs? Is a worker’s wage equal to the VMP of workers, and are the profits of the owners of capital goods equal to the VMP of these goods?

According to Ricardo the division of the product of the dose between the worker and the farmer (who owns the capital goods that the worker uses) is determined by “habit and custom.” Why not by VMPs? Because the product of a worker without capital goods (horse and plow) is zero, and so is the product of capital goods without the worker. Or, instead of interpreting the marginal products as zeros, it is possible to regard them as inseparable from the productivity of the dose to which they belong, and therefore immeasurable.

The use of capital goods is, of course, not limited to agriculture. We
have already observed that a driver without a taxi cannot provide a trip and neither can a taxi without a driver, and that means that the VMP of each is zero or immeasurable.

It is often the case that the marginal product of any worker or machine, or even of any group of workers together with their machines, is not measurable, unless all the workers and all the machines are grouped together. Thus, all the workers and all the machines that are involved in the construction of a building—be they the operators of the earth-moving machines and the machines that they operate, the laborers who pour concrete and the concrete pumps that they use, the metal workers who erect the frame and the cranes that lift the metal to them, the plumbers with their tools and the electricians with theirs—together form just one team. The marginal product of the team is a high-rise. But the marginal product of each of these workers or each of the machines they operate is not measurable. A Russian folktale teaches this lesson best.

THE GIANT TURNIP

There once was a farmer who wanted to eat a turnip, so he went to his field to pull it out of the ground. He pulled and he pulled, but no matter how hard he pulled, the turnip did not come out of the ground. The farmer called to his wife for help. “My wife, my wife,” he called, “please help me. I pulled and I pulled, but the turnip will not come out of the ground.” So the wife pulled the husband who pulled the turnip, but the turnip did not come out of the ground. The farmer and his wife then asked their son for help and, when this did not make a difference, they also asked their daughter; they kept adding more and more members to their team until all the humans and all the animals on the farm were pulling. The cat pulled the dog that pulled the pig that pulled the bull that pulled the cow that pulled the daughter who pulled the son who
pulled the wife who pulled the farmer who pulled the turnip, but the turnip still did not budge. When there was nobody else to call, they called the last animal on the farm, the tiny mouse. “Little mouse, little mouse,” they called, “please help us. We pulled and pulled, but the turnip would not come out.” And it was only when the mouse added her effort that the turnip did come out.

What was the marginal product of the mouse? The whole turnip, because without her there would have been no turnip. And what was the marginal product of any other member of the team? The same whole turnip, because without any one of them there would have been no turnip. (The marginal product of each member of the team is also zero,
because without all the rest of the members of the team the turnip would have stayed in the ground.) Yet the different members of the team could not each get paid the value of her marginal product because there was only one turnip to be had. Obviously, the process of production could not tell us how the turnip would or should be divided among its producers. Of course, they could all agree to divide it equally, but a true-to-life ending would have had somebody earning “the lion’s share,” in line with Smith’s and Ricardo’s theory of wages.
For most of the nineteenth century, the working day went from sunrise to sunset, and the pay was not per hour but for per day. In 1884, American workers launched a campaign to limit the working day to eight hours, and they set a target date for achieving this goal: May 1, 1886. When that date arrived without any limits on the working day, workers demonstrated in cities all around the country, including Chicago. These demonstrations were all peaceful, but two days later, on May 3, the Chicago police attacked unarmed striking workers of the McCormick Reaper Company, killing six. A protest rally took place the following day in the city’s Haymarket Square, and the police attacked this rally as well. A bomb exploded among the attacking police and one police officer was killed; the police then fired shots randomly into the crowd. The total number of dead and injured is not known because families were afraid to report their losses. Several cops were also injured, mostly from bullets fired by other officers. Following the Haymarket Massacre eight labor leaders were convicted of murder because they had engaged in “inflammatory speeches and publications,” and sentenced to death; four were hanged.
Given this social unrest, John Bates Clark, a professor of economics at Columbia University, framed the questions facing economists:

The welfare of the laboring classes depends on whether they get much or little; but their attitude toward other classes—and, therefore, the stability of the social state—depends chiefly on the question, whether the amount that they get, be it large or small, is what they produce. If they create a small amount of wealth and get the whole of it, they may not seek to revolutionize society; but if it were to appear that they produce an ample amount and get only a part of it, many of them would become revolutionists, and all would have the right to do so. The indictment that hangs over society is that of “exploiting labor.” “Workmen” it is said, “are regularly robbed of what they produce. This is done within the forms of law, and by the natural working of competition.” If this charge were proved, every right-minded man should become a socialist; and his zeal in transforming the industrial system would then measure and express his sense of justice. If we are to test the charge, however, we must enter the realm of production. We must resolve the product of social industry into its component elements, in order to see whether the natural effect of competition is or is not to give to each producer the amount of wealth that he specifically brings into existence.3

Clark took this task upon himself. In 1899 he published a new theory of wages—a marginal productivity theory—that argued that “the natural effect of competition is . . . to give to each producer the amount of wealth that he specifically brings into existence.” (At the same time in Europe another economist, Pareto, was busy battling Utilitarianism and calls for income redistribution.) Clark’s theory consists of the assertion that workers earn the value of their marginal product.
CLARK’S THEORY OF WAGES

Ricardo made it clear that his analysis of the VMP of doses cannot be applied to the wages of the worker versus the profit of the owner of the capital goods that the worker uses, because the product of one member of the team is not separable from the product of all the others. Clark simply ignored this. His great contribution to economics is the claim that wages are determined by the VMP of workers, which Clark (unlike Ricardo) felt could be quantified. To convince his readers, he used the example of a steamship and applied it to all other industries:

Though a hundred men can sail a steamship, a hundred and five may sail it better. . . . If new men are thus taken, their whole product is given to them. . . . in mills, mines, shops, furnaces, etc., there is in this way often a chance to vary, within narrow limits, the number of men who are employed, without affecting the owners’ incomes. If new men are thus taken, their whole product is given to them.4

The condition “without affecting the owner’s income” means that the workers are added to production without the addition of capital goods; this is necessary because otherwise it would be impossible to separate the marginal productivity of the additional worker from the productivity of that worker together with the capital goods she would be working with (capital goods are owned by the employer). Alas, Clark’s own example serves to highlight how impossible this condition is. If more sailors are added to the ship, extra fuel and food will have to be added too, and sleeping and living accommodations will have to be created for them as well. And with the steam engines burning more coal, the kitchen processing more food, and the plumbing handling more refuse, it may even be necessary to add sailors to adapt the crew to its larger size. Thus, both because employing sailors on a ship requires a capital investment, and
because sailing a ship is team (crew) production, Clark's method of measuring an individual sailor's marginal product is impossible. Beyond that, how would an additional captain or an additional cook make a ship "sail better"?

Neither Clark nor any other economist since has come up with a method for measuring the marginal product of labor because it is challenging to find a production process in which it would be possible to add a worker without adding any capital, and because it is impossible to isolate a given worker's VMP. What would an extra operator of the asphalt-grinding machine in the photograph that follows, or an extra dump truck driver, do without an extra machine or truck? And what would an extra supervisor do without an extra crew to supervise? Not only are the marginal productivities of the individual members of the asphalt-grinding team zero, but the marginal productivity of the whole asphalt-grinding team is zero as well, because unless new asphalt is laid, there is no road. While the asphalt-grinding team is productive, the productivity of each of its members, whether worker or machine, is not separable from that of the rest, and it therefore cannot be quantified.

Yet, without even one example in which the marginal product of labor in any firm has actually been measured, Clark and neo-classical economists depict a VMP of labor curve that is a copy of Ricardo's curve of the marginal product of doses in agriculture. Ricardo believed that his marginal productivity theory applied only to doses, not to labor, and he also claimed that the decrease in marginal productivity of doses occurs in agriculture but not in industry. The neo-classical economists remove all of Ricardo's qualifications, claiming that the marginal productivity of a worker is separable from the productivity of the team that she belongs to, that workers can be added to production without any addition of tools or capital goods, and that as workers are added to production in this way
their marginal product diminishes. All three claims are made not for special cases, but as a general rule.

Figure 10.2 presents Clark’s neo-classical theory of wages. In the production of any good there is a VMP of workers’ curve and it is downward sloping, mimicking Ricardo’s VMP curve for doses in agriculture. When the wage is \( W_0 \), \( L_0 \) workers are hired. But when the wage increases to \( W_1 \), only \( L_1 \) are hired, because the marginal product of workers diminishes. In either case, the last worker hired is paid the value of her marginal product, or full value of the product she has produced. And since the workers are interchangeable, any worker could have been the last worker hired, and any worker is therefore paid the full value of the product she has produced.

With the conjuring of a separable and quantifiable marginal product
of labor that is diminishing for each additional worker added, Clark’s mission was accomplished. We now “see” that “the natural effect of competition is . . . to give to each producer the amount of wealth that he specifically brings into existence.” If workers’ demand for higher wages were met, the result would be unemployment. The only problem with this argument is, of course, that the VMP of labor simply does not exist. The VMP curve in figure 10.2 is fiction, because the VMP of labor is not separable from the product of the team that she is a member of, and workers cannot be added into production one by one, without any additions of capital goods or other workers.
How do economists convince their students that the marginal product of labor is separable and diminishing with each added worker? What evidence do they cite? Because there is no evidence, each economics professor is left to invent his own parable. According to the author of the Wikipedia entry on labor economics:

An example is the employment of labour in the use of trucks to transport goods. Assuming the number of available trucks (capital) is fixed, then the amount of the variable input labour could be varied and the resultant efficiency determined. At least one labourer (the driver) is necessary. Additional workers per vehicle could be productive in loading, unloading, navigation, or around the clock continuous driving. But at some point the returns to investment in labour will start to diminish and efficiency will decrease. The most efficient distribution of labour per piece of equipment will likely be one driver plus an additional worker for other tasks (2 workers per truck would be more efficient than 5 per truck).5

And according to Barnes & Noble’s Spark Notes:

Imagine, for instance, that a small furniture store is hiring workers. One worker will get a good deal done on his own. The second worker will probably be productive, as well. The sixteenth worker, however, would probably get nothing done, since there wouldn’t be enough space or tools to make furniture. Between the second and the sixteenth worker, we would see a gradual drop in marginal productivity, a trend we call the Law of Diminishing Returns: additional workers may add to productivity, but each worker contributes less, until the marginal product (MP) is 0.6

In the popular textbook *Intermediate Economics* by Hal Varian, mentioned above in our discussion of Pareto efficiency, the author assures readers that there is a “law of diminishing marginal product [of any factor of production]. It isn’t really a ‘law,’” Varian writes, “it’s just a
common feature of most kinds of production processes."? And since this is a “feature of most production processes,” the value of the marginal product of labor is the only theory of wages that Varian presents.

The problem with these statements is that, despite their implicit claim that they are derived from everyday experience, everyday experience actually contradicts them. First, the examples themselves do not show what their authors say they show. Dump trucks that move earth to and from construction sites travel short distances and have no use for either additional drivers or for workers to unload them. The same is true for cement trucks, since they unload their cargo automatically into concrete pumps. The marginal productivity of a second driver in all these cases would be zero, but so is the marginal product of the actual driver, because without a truck, she would not have been able to deliver anything at all. How then can trucks be an example for diminishing marginal productivity of workers and for how the VMP of workers explains workers’ wages?

As for the Spark Notes claim—that if the marginal productivity of the second carpenter in a furniture factory is high and of the sixteenth carpenter is zero, then the marginal productivity of the carpenters in between must be declining gradually—this is doubtful. As the photograph below shows, carpenters work on benches and with tools, and Ricardo’s dose is perhaps the best description for such a method of production. Except for differences due to individual dexterity, the marginal product of all doses is exactly the same, while the marginal product of a carpenter without a bench and tools is zero.

Even more troubling, however, is the fact that students’ attention is diverted from the ubiquitous examples that are blatantly inconsistent with the VMP theory of wages. Why is it that trucks are discussed, but not taxis and buses? Is it because in these cases it is so obvious that the marginal productivities of the drivers are not separable from the capital goods they drive? Why is a parable drawn from a furniture factory when
very few students have ever seen one, yet students’ attention is not called
to team production, even though every construction site or road that is
being paved displays it so clearly? How can Varian assure his readers that
diminishing marginal productivity is a “feature of most production
processes,” when most production processes that students witness every
day contradict this claim?

Had students known of Clark’s fear of social unrest by workers who
felt exploited and of the historical events that gave rise to his fear, their
antennae might have been raised. Without such discussion, they accept
the diminishing VMP of labor he conjured as a scientific observation,
and pass this fabrication on to their own students. And among economists, Clark is revered: each year the American Economic Association awards the John Bates Clark Medal to the economist who has made the most important contributions to the field before the age of forty.

FIGURE 10.4: JOHN BATES CLARK, 1847–1938

“The indictment that hangs over society is that of ‘exploiting labor.’ . . . If this charge were proved, every right-minded man should become a socialist. . . .”

Source: Photo courtesy John Bates Clark Papers, Rare Book and Manuscript Library, Columbia University
At the beginning of the twentieth century the classical theory of wages (based on the observation that workers’ marginal productivities are not separable) was replaced by the neo-classical theory (which states that they are). Does any empirical evidence justify this switch? Has the marginal productivity of an individual worker ever been measured separately from the productivity of the team that she works with? No and no. In one way this is not surprising. The evidence that the VMP theory of wages is wrong is all around us and in plain sight. How can the VMP theory explain the wage of a bus driver when the productivity of a driver cannot be separated from the productivity of driver and bus? And what’s true for a bus driver and her bus is equally true for CEOs, who exploit to great advantage the fact that individual contributions cannot be measured in team production. Hank McKinnell became the CEO of Pfizer in 2001, and during the five years that he was on the job, the value of Pfizer’s share declined by 46 percent (figure 11.1). Yet McKinnell received $65 million in compensation during this period. During the Q&A period at a shareholders’ meeting, Rajesh Kumar, an orthopedic surgeon and a Pfizer shareholder, asked why Mr. McKinnell, with his record, received in two days what he as a surgeon earned over the course of one year. McKinnell was neither required to respond to the question, nor return any of the
money. On the contrary, while shareholders’ anger caused him to retire, he received a retirement package that included an additional $180 million. Because marginal products are not separable, no one, including the board, could show that the decline was his marginal product, or that he personally had not produced $65 million worth of product. Dana G. Mead, the chair of Pfizer’s compensation committee (as well as the chair of the board of trustees of MIT), explained that McKinnell’s pay was based on “market forces” and that was that.¹

The lengthy strike in 2007–8 by television writers in the United States was a transparent demonstration that what determines how the product of a team is divided between its members is not what each member has produced, but rather naked force. Viewers may regard the writer as the

![FIGURE 11.1: PFIZER UNDER MCKINNELL](http://iproceed.com/images/pfizer-stock-chart.jpg)

*Source: Based on a chart at: http://iproceed.com/images/pfizer-stock-chart.jpg*
most crucial person in the success of a show, but in reality what determines the writers’ pay is not their central role but their ability to unite and fight together with other writers against their employers (who claim that it is their money that makes the show possible to begin with).

No empirical tests are needed to verify that in the vast majority of cases the marginal product of each individual worker or each unit of capital is not separable from the product of the team that she is part of, and it is therefore interesting that economists have so successfully been able to ignore this fundamental flaw in neo-classical wage theory. In 1984, however, eighty-five years after Clark conjured the marginal productivity theory of wages, the economist Robert Frank searched for and found one profession in which, he believed, the marginal productivity of an individual worker is separable: sales. He investigated whether in this one profession workers earn the value of their marginal product, and claimed to have discovered that they don’t. But as we shall see, since it is unclear whether the marginal productivity of a salesperson is in fact separable or whether the salesperson and the firm she works for constitute a team, Frank’s evidence is probably not valid.

In 2001 the economists Orley Ashenfelter and Štepán Jurajda took another approach to testing the VMP theory of wages. If workers’ marginal products are separable and measureable, then two workers who produce exactly the same product with exactly the same tools and exactly the same inputs should earn exactly the same wage. Yet, as we shall see, Ashenfelter and Jurajda discovered that the disparity in wages among workers, who, according to the theory, have identical marginal productivities, is enormous.
SALESPEOPLE

At first blush it may appear that measuring the marginal productivity of salespeople would be entirely simple. Robert Frank believed so, and this is what he attempted to do in his study "Are Workers Paid Their Marginal Product?"²

In many parts of the country a sale of a home involves two stages. In the first, a "listing agent" finds a seller and lists the home for sale in a "multiple listing." That listing is open to all real estate agents. In the second stage any real estate agent, of any firm, may find a buyer for that home. The firm that employs the "listing agent" is known as the "listing firm," and it normally receives 40 percent of the commission that the seller pays. The firm that employs the "selling agent" is the "selling firm," and it receives 60 percent of the commission. Each of these firms then divides its share of its commission between the firm itself and its respective agent.

Frank is aware that the marginal productivity of the listing agent cannot be separated from the marginal productivity of the listing firm, because while it is the agent who obtains the listing, it is the firm that advertises the sale. But Frank argues that when a selling agent finds a buyer for the home, this is due strictly to her own effort, and that the firm she works for contributes nothing to the selling agent’s success. Therefore, if the selling agency receives a $5,000 commission, all of it is the marginal product of the selling agent, and if she were paid the value of her marginal product, the full sum would have been passed on to her. (The selling agent has a desk and phone in the firm’s office, but the charge for these should be a flat fee.) Yet Frank discovered that depending on whom she works for, the selling agent normally gets only between 50 percent and 57.5 percent of the $5,000. Therefore, Frank concluded, selling agents do not earn the value of their marginal product.
In a similar vein Frank discovered that the pay of car salespeople diverges even further from their VMP. In a typical firm, a salesperson receives a base pay and about 25 percent of the additional profits that she generates for the car dealership. The base pay structure is fundamentally inconsistent with the VMP theory of wages. Therefore, car salespeople are also not paid the value of their marginal product, Frank concluded.

But despite Frank’s assurances, it is not clear that in the cases he cites firms have nothing to contribute. If a selling firm has nothing to contribute, why would the selling agent join it to begin with? And why would a car salesperson not work from her own home if she can sell cars without any boost from her dealer’s lot?

What the firms may contribute in both cases is reliability. Suppose that the selling agent misrepresented the condition of the house she was selling. Who would the buyer complain to if the agent had left town or did not have sufficient assets with which to pay compensation? In the case of a car salesperson, reliability may play an even bigger role, because if the car is broken, the buyer can return it to the dealer for repair. If there were no dealer, however, whom would the buyer return to?

There are cases in which workers do work with only their bare hands, with no capital and no direct collaboration with other workers. Picking fruit is such a case. But even in this case, the worker is part of a team, because before the fruit could be picked, the tree had to be planted, watered, and sprayed, and after it was picked the fruit had to be shipped to market and then sold. The product of a single fruit picker is not separable from the product of the team.

What the case of fruit pickers shows clearly is how government policy and its enforcement determine the strength of workers relative to the strength of employers, and ultimately the share that each party receives of the product that the two parties produced together. Immigration determines how many workers compete for fruit-picking jobs. With a lax
enforcement of immigration laws the supply of workers is practically endless, and as a result wages in agriculture are so low that Americans do not want to do these jobs.

**BIG MAC WAGES**

If workers earn the value of their marginal product, then two workers who have the same marginal product should receive the same pay. The economists Orley Ashenfelter and Štepán Jurajda tested whether this was the case as part of a study that compared wages around the globe. To discover whether wages in one country are higher than wages in another, Ashenfelter and Jurajda needed to compare wages for a job that is identical across borders. Entry-level jobs at McDonald’s meet this criterion, because they are identical no matter where they are performed. But while the jobs are the same, the currencies are not. How can a wage in one currency be compared with the wage in another? Instead of measuring wages in currencies, Ashenfelter and Jurajda measured wages in Big Macs. Suppose that the marginal product of a McDonald’s worker is two Big Macs per hour. If the VMP theory of wages is correct, then each McDonald’s worker around the globe should be paid the value of two Big Macs per hour, no matter what currency is involved. The money value of two Big Macs is immaterial. What matters is whether in Big Macs per hour the wage across countries is the same. Table 11.1 shows Ashenfelter and Jurajda’s findings.
<table>
<thead>
<tr>
<th>Country</th>
<th>Big Mac Per Hour of Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>India</td>
<td>0.23</td>
</tr>
<tr>
<td>Colombia</td>
<td>0.23</td>
</tr>
<tr>
<td>China</td>
<td>0.36</td>
</tr>
<tr>
<td>Indonesia</td>
<td>0.36</td>
</tr>
<tr>
<td>Venezuela</td>
<td>0.41</td>
</tr>
<tr>
<td>Thailand</td>
<td>0.43</td>
</tr>
<tr>
<td>Philippines</td>
<td>0.46</td>
</tr>
<tr>
<td>Russia</td>
<td>0.47</td>
</tr>
<tr>
<td>Brazil</td>
<td>0.54</td>
</tr>
<tr>
<td>Argentina</td>
<td>0.60</td>
</tr>
<tr>
<td>Malaysia</td>
<td>0.70</td>
</tr>
<tr>
<td>Korea</td>
<td>0.70</td>
</tr>
<tr>
<td>Turkey</td>
<td>0.75</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>0.82</td>
</tr>
<tr>
<td>Poland</td>
<td>0.86</td>
</tr>
<tr>
<td>Taiwan</td>
<td>0.94</td>
</tr>
<tr>
<td>Singapore</td>
<td>1.25</td>
</tr>
<tr>
<td>Hong Kong</td>
<td>1.42</td>
</tr>
<tr>
<td>Italy (2001)</td>
<td>2.04</td>
</tr>
<tr>
<td>UK</td>
<td>2.11</td>
</tr>
<tr>
<td>Germany</td>
<td>2.25</td>
</tr>
<tr>
<td>Canada</td>
<td>2.40</td>
</tr>
<tr>
<td>USA</td>
<td>2.59</td>
</tr>
<tr>
<td>Sweden</td>
<td>2.60</td>
</tr>
<tr>
<td>Belgium</td>
<td>2.65</td>
</tr>
<tr>
<td>France</td>
<td>2.72</td>
</tr>
<tr>
<td>Japan</td>
<td>3.04</td>
</tr>
</tbody>
</table>
As the table shows, McDonald’s workers, who produce the same marginal products, earn very different amounts, depending on where they live. A Chinese worker doing exactly the same job as an American worker earns one-seventh of the Big Macs that an American worker earns.

Ashenfelter and Jurajda then converted the wages of workers in manufacturing and construction into dollars, and they discovered that the ratios between the wages of workers across countries in construction are the same as they are for McDonald’s workers. What can explain these differences? Ashenfelter and Jurajda attribute the differences to organizational and structural differences, but they don’t spell these out. Competition from workers who move to cities from the countryside in the developing world, and the absence of a minimum wage law in these countries, are perhaps the main reasons that wages in these countries are lower. Adam Smith would have pointed out that a glut of labor weakens workers’ negotiating power vis-à-vis their employers, and it is also possible that workers’ poverty reduces their ability to force their government to pass minimum wage laws. It is clear that the VMP theory of wages is inconsistent with the data while the classical theory of wages is supported by the data.
According to the VMP theory of wages, a minimum wage that is above the wage determined by the market would cause firms to fire workers. This is shown using a typical declining VMP of labor curve in figure 12.1. When the wage is determined by the free market it is $W_c$ (c stands for competitive), and at this wage $L_c$ workers are employed. If the wage is raised by law to $W_{min}$ (min stands for minimum), all of a sudden the values of the marginal products of all the workers beyond $L_{min}$ are below the wage that the employers must pay, and the workers in the interval $L_{min}$–$L_c$ become unemployed.

**EMPLOYERS’ RESPONSE TO MINIMUM WAGE: THE EVIDENCE**

Do employers hire fewer workers when the minimum wage is increased? The question was investigated by the economists David Card and Alan Krueger.1 On April 1, 1992, the minimum wage in the state of New Jersey increased from $4.25, the federal minimum, to $5.05. Card and Krueger contacted Burger King, KFC, Wendy’s, and Roy Rogers outlets one month before and eight months after that date and asked them how many employees they had each time. Card and Krueger note that chains
provide the best indicator of employers’ response to a change in the minimum wage because they are more likely to comply with the minimum wage laws than are independent stores.²

Since the minimum wage was not the only economic change to occur over the nine-month period, Card and Krueger used a control group—the outlets of the same chains in neighboring eastern Pennsylvania—to isolate the effect of the change in the minimum wage in New Jersey from the effect of other changes. Pennsylvania’s minimum wage stayed at $4.25 during the same period. Table 12.1 summarizes Card and Krueger’s findings.
### TABLE 12.1: EMPLOYMENT BEFORE AND AFTER INCREASE OF MINIMUM WAGE

<table>
<thead>
<tr>
<th></th>
<th>NJ</th>
<th>PA</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>One Month Before Increase</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-Time Equivalent Employment</td>
<td>20.40</td>
<td>23.30</td>
</tr>
<tr>
<td>Percentage Full-Time Employees</td>
<td>32.80</td>
<td>35.00</td>
</tr>
<tr>
<td>Wage = $4.25 (%)</td>
<td>30.50</td>
<td>32.90</td>
</tr>
<tr>
<td>Price of Full Meal</td>
<td>$3.35</td>
<td>$3.04</td>
</tr>
<tr>
<td>Hours Open (Weekdays)</td>
<td>14.40</td>
<td>14.50</td>
</tr>
<tr>
<td><strong>Eight Months After Increase</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FTE Employment</td>
<td>21.00</td>
<td>21.20</td>
</tr>
<tr>
<td>Percentage Full-Time Employees</td>
<td>35.90</td>
<td>30.40</td>
</tr>
<tr>
<td>Wage = $4.25 (%)</td>
<td>0.00</td>
<td>25.30</td>
</tr>
<tr>
<td>Wage = $5.05 (%)</td>
<td>85.20</td>
<td>1.30</td>
</tr>
<tr>
<td>Price of full meal</td>
<td>$3.41</td>
<td>$3.03</td>
</tr>
<tr>
<td>Hours Open (Weekdays)</td>
<td>14.40</td>
<td>14.70</td>
</tr>
</tbody>
</table>

The table shows that following the increase in the minimum wage, employment virtually did not change in New Jersey while in Pennsylvania employment decreased. A store in New Jersey employed on average slightly more than twenty workers before the change, and twenty-one workers after. A store in Pennsylvania employed twenty-three workers before and twenty-one workers after. Thus a significant increase in the minimum wage does not necessarily cause the level of employment to decrease.

Table 12.1 also shows that the increase in the minimum wage benefited a large number of employees. Before the increase, 31 percent of employees in these chains in New Jersey earned the minimum wage of $4.25. After the increase, 85 percent of employees earned the new minimum wage of $5.05. This indicates that, before the increase, there were...
many workers who earned more than the old minimum wage but were at or below the new minimum wage.

It is sometimes asserted that when the minimum wage increases, employers find other ways of decreasing workers’ pay. Fast food chains provide their employees free or reduced price meals, for instance, but Card and Krueger discovered that there was no change in these policies after the increase in the minimum wage.

When the chains had to pay their workers more, they also charged their customers more: the prices of meals in New Jersey increased by about 2 percent after the increase in the minimum wage. This creates a new puzzle. With the higher prices of meals, the number of meals that the restaurants sold has probably decreased. Why did the New Jersey restaurants not fire workers when their volume of business decreased? Some economists argue that higher wages increase labor productivity by decreasing absenteeism and turnover, and improving workers’ morale. But the increase in the minimum wage was 19 percent, and it’s hard to imagine that such changes in workers’ behavior could increase productivity by even a small fraction of this number. Moreover, even if the increase in prices did not cause sales to fall, surely sales did not increase. With the same level of sales an increase in productivity would have resulted in more workers being fired, not fewer. But as we show below, the puzzle of why workers were not fired is not a puzzle at all, once we realize that production is done by teams.

TEAM PRODUCTION AND THE MINIMUM WAGE

As table 12.1 shows, a restaurant in the Card and Krueger study employed twenty people over two shifts, or ten workers per shift. It is tempting to conclude that if one worker in each shift is let go, production will decline by about 10 percent, but this is actually not the case. The function
of each employee must be taken into account. For instance, when a store with ten workers and three cash registers employs one fewer cashier, the store’s capacity to handle customers is diminished by 33 percent, not 10 percent. In the rear of fast food restaurants, production is organized along an assembly line involving fewer than ten workers. Removing one worker from this line would slow production by more than 10 percent also. This is why even a 19 percent increase in the minimum wage did not result in the firing of workers. Because of the increase in the minimum wage, workers earn a little bit more, customers pay a little bit more, and employers probably earn a little bit less. Little else changes.

Of course, there are limits to how high wages can rise without affecting employment. Employers must earn a profit to stay in business. The demand for labor that the workers in New Jersey’s fast food industry faced is depicted in figure 12.2. If the wage is below \( W_{\text{max}} \), employers will need \( L_0 \) workers. Bargaining between employers and workers will determine where in the range from zero to \( W_{\text{max}} \) the wage will fall, and therefore also what the level of profits will be. The New Jersey law set the minimum wage at a level below \( W_{\text{max}} \) (and above zero profits), simultaneously improving the lives of burger flippers and, in the state whose slogan is “Come See for Yourself,” disproving the neo-classical theory that any increase in wages will result in lost jobs.
FIGURE 12.2: THE DEMAND FOR LABOR WITH TEAM PRODUCTION
THEORIES OF WAGES AND THE GREAT DEPRESSION

In the years 1929–39 the United States, along with the rest of the world, experienced an economic downturn so deep and so long that it was called the Great Depression. The meaning of the Great Depression can best be summarized by a single statistic: the rate of unemployment. As table 13.1 shows, in the middle of the Depression 25 percent of Americans were unemployed. Ten years after the start of the Depression, the rate of unemployment was still 17.2 percent.

What caused the Great Depression? The stakes in the answer are high, and it is not surprising that seventy years later there is still disagreement among economists about it. As we shall see, differing theories of wages are the source of much of the disagreement, and therefore these theories have tremendous relevance today.

<table>
<thead>
<tr>
<th>YEAR</th>
<th>RATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1923–29</td>
<td>3.3</td>
</tr>
<tr>
<td>1930</td>
<td>8.9</td>
</tr>
<tr>
<td>1931</td>
<td>15.9</td>
</tr>
<tr>
<td>1932</td>
<td>23.6</td>
</tr>
</tbody>
</table>

(continued)
TABLE 13.1: UNEMPLOYMENT, 1923–1942 (continued)

<table>
<thead>
<tr>
<th>YEAR</th>
<th>RATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1933</td>
<td>24.9</td>
</tr>
<tr>
<td>1934</td>
<td>21.7</td>
</tr>
<tr>
<td>1935</td>
<td>20.1</td>
</tr>
<tr>
<td>1936</td>
<td>17.0</td>
</tr>
<tr>
<td>1937</td>
<td>14.3</td>
</tr>
<tr>
<td>1938</td>
<td>19.0</td>
</tr>
<tr>
<td>1939</td>
<td>17.2</td>
</tr>
<tr>
<td>1940</td>
<td>14.6</td>
</tr>
<tr>
<td>1941</td>
<td>9.9</td>
</tr>
<tr>
<td>1942</td>
<td>4.7</td>
</tr>
</tbody>
</table>


WAGES AND THE “PUZZLE” OF THE GREAT DEPRESSION

In 1929, economists believed that the economy was self-regulating and that the crash would be followed by a short adjustment period that would return it to full employment. The adjustment process promised by economists should have started in the labor market and been simple. As we have seen, economists believe that the demand for labor is a VMP curve that, because of the “law of diminishing marginal product,” is downward sloping. Therefore the lower the wage, the greater the number of workers that employers will want to hire. All that should have been required for unemployment to end was for wages to decline. But this adjustment did not happen. In fact, unemployment did not fall below 14 percent until World War II. Thus the Great Depression showed that a market economy is not self-regulating. It does not have a mechanism that
always pulls it out of a recession, leaving us with the question, what is wrong with the view that falling wages will restore the economy to full employment?

One view, which the economist John Maynard Keynes (1883–1946) characterized as the “classical view,” is that lower wages would have restored full employment, except that wages were “sticky”: in spite of the high rate of unemployment workers refused to agree to decreases in their wages. But to Keynes this view did not make sense:

The contention that the unemployment which characterizes a depression is due to a refusal by labour to accept a reduction of money-wages is not clearly supported by the facts. It is not very plausible to assert that unemployment in the United States in 1932 was due either to labour obstinately refusing to accept a reduction of money-wages or to its obstinately demanding a real wage beyond what the productivity of the economic machine was capable of furnishing.

Instead of blaming high wages for high unemployment, Keynes developed a new theory that—consistent with Adam Smith’s view that the level of employment is not determined by wages—argues that falling wages can actually increase the level of unemployment instead of decreasing it.

**KEYNES’S SOLUTION**

According to Keynes, production takes place to satisfy two kinds of demand. One is a demand for consumer goods and the other is a demand for investment goods. The two together form the “aggregate demand.” When the level of aggregate demand is high, the levels of production and employment are high. When the level of aggregate demand is low, so are the levels of production and employment.
The two demands that form the aggregate demand behave in very different ways. The demand by consumers for consumer goods follows a regular pattern: the higher people’s income, the more they want to consume. The demand by investors for investment goods is far less regular, however, because this demand is determined by investors’ level of optimism about the future. When investors are pessimistic, they curtail their demands, and the result is unemployment. The following example illustrates how the level of aggregate demand determines the level of production in the economy in Keynes’s theory.

Suppose that when there is full employment, the economy produces a total of $100 worth of goods and services in a day. This $100 is also the sum total of the incomes and profits that the workers and employers who produce these goods and services earn. The households of the workers and employers use a fraction of their $100 income, say $90, to buy goods and services for consumption. (We assume that there are no imports or exports.) They save the remaining $10. If at the same time investors purchase $10 worth of investment goods, then production will continue at the same full employment level of $100 as before. Each period consumers and producers together will demand $100 worth of goods, these goods will be produced, and full employment will prevail. But if investors all of a sudden want to invest only $5, then $5 worth of goods and services would go unsold. In response, firms would cut their production level to $95, and momentarily this would also be the new level of income that the workers and their employers earn. But this would not be the end of the adjustment to the decline in investment. With an income of only $95, consumers would cut their consumption somewhat, and as a result employment and income would decline further. This secondary decline in income may itself lead to a tertiary decline in income. When will this downward spiral end? As long as consumers want to save a larger amount than investors want to invest, some goods go unsold, and employment
and income decline. Stability, or equilibrium, is restored when the amount that investors want to invest matches the amount that consumers want to save. This can be illustrated by continuing our example.

Let’s assume that consumers always save 10 percent and consume 90 percent of their income, regardless of what the level of their income is. Thus, when, due to the decrease in investment aggregate demand and income fall to $95, consumers reduce their consumption from $90 to $85.50. But this means that aggregate demand is now only $90.50 (because investment is $5), and this causes the level of production and income to decline to that level also (or goods will go unsold). With an income of $90.50 consumption is only $81, however, and aggregate demand is only $86; employment and income decline again. Eventually the level of income reaches a bottom of $50, though. With that level of income consumers want to consume $45, and since investors want to invest $5, aggregate demand is $50, exactly the same as income. All the goods produced are sold, and there is no buildup of unsold goods. Equilibrium is restored, but because production is at 50 percent of the full employment level, the unemployment rate is 50 percent.

Thus according to Keynes it is the level of investment, not the level of wages, that determines the level of unemployment. And rather than being self-correcting, the market system amplifies initial disturbances to it. A small decline in investment may lead to a manyfold-larger decrease in income and a correspondingly large increase in unemployment. Furthermore, Keynes argued, such declines are unavoidable.

According to Keynes, how much investors want to invest depends on their optimism about the future state of the economy. The task of the investor is to predict the future well-being of the economy, but that well-being depends on the level of optimism of all other investors. Thus each investor needs to know what predictions other investors are making about the predictions that other investors are making regarding the
performance of the economy in the future. Of course, this type of analysis is simply not possible. Instead, investors must rely on “spontaneous optimism.” As Keynes wrote:

A large proportion of our positive activities depend on spontaneous optimism rather than on a mathematical expectation, whether moral or hedonistic or economic. Most, probably, of our decisions to do something positive, the full consequences of which will be drawn out over many days to come, can only be taken as a result of animal spirits—of a spontaneous urge to action rather than inaction, and not as the outcome of a weighted average of quantitative benefits multiplied by quantitative probabilities. Enterprise only pretends to itself to be mainly actuated by the statements in its own prospectus, however candid and sincere. Only a little more than an expedition to the South Pole, is it based on an exact calculation of benefits to come. Thus if the animal spirits are dimmed and the spontaneous optimism falters, leaving us to depend on nothing but a mathematical expectation, enterprise will fade and die;—though fears of loss may have a basis no more reasonable than hopes of profit had before. 3

Because it is impossible to calculate what the “correct level of optimism” is, pessimism, once it sets in, can be long-lived. Keynes advocated, therefore, that when unemployment is high the government should step in, to increase the aggregate demand and boost production to the level of full employment.

Even if a decline in investment leads to an initial fall in employment and income, why wouldn’t lower wages restore the economy to full employment, as the neo-classical economists argued? Because, Keynes explained, falling wages would lead to falling prices, and falling prices would make investments less worthwhile and investors more pessimistic. It is profitable to spend $5 today to sell a good for $6 tomorrow, but if tomorrow the good will sell for only $4, then the investor would
lose money. Therefore, instead of restoring the economy to full employment, falling wages only increase investors’ pessimism, causing the aggregate demand to remain low.

**Economic Policies During The Great Depression**

What effect Keynes’s theory had on President Franklin Delano Roosevelt is not known. But FDR’s policies were clearly designed to increase aggregate demand. First, his administration hired millions of workers directly. In 1938, for example, the Works Progress Administration employed three million workers in projects ranging from the creation of parks to recording oral histories of former slaves. To remove some of investors’ fear of falling prices, the National Recovery Act of 1935 permitted producers to get together to fix prices, in clear violation of the antitrust acts (as long as they agreed to pay above certain minimum wages that the government dictated). And to encourage consumption, Congress moved to strengthen the hand of workers when they negotiated wages with their employers. The Wagner Act, also of 1935, decreed that once the majority of workers voted for a union, all workers had to pay union dues. Nonunion members could no longer free ride on the benefits that the unions generated.

For economists and other stakeholders, however, Keynes’s argument that a free market system could not pull itself out of unemployment without government intervention was problematic. The counterattack started immediately following World War II.
PIGOU AND PATINKIN: IF INVESTORS INVESTED LESS, CONSUMERS WOULD CONSUME MORE

World War II replaced the Depression-fighting hiring policies of the government with the recruitment of soldiers. The effect on unemployment was the same, but the demonstration that the government is the only economic actor that can reliably restore the level of employment was lost. It was, of course, the government that recruited the soldiers, but the purpose was to fight Germans, Italians, and Japanese, not unemployment, and the fact that full employment was restored through government hiring went unnoticed. Free market ideology made a comeback. In
1947 Congress passed the Taft-Hartley Act, which decreed that a worker is entitled to the benefits that unions generate for workers regardless of whether the worker is a union member. (That some workers are still union members is testimony to how irrational some of them can be.) And at the University of Chicago, the economist Don Patinkin renewed the claim that low wages would restore an economy to full employment, no matter how depressed that economy is.

Patinkin granted Keynes his theory of investment, “animal spirit” included. But he revived an objection to Keynes’s theory first raised by Keynes’s colleague at Cambridge, Arthur Pigou. When investors are stuck in a pessimistic mood and employment declines, Pigou and then Patinkin argued, the economy will be restored to full employment by an increase in consumption. What Keynes failed to see, according to Pigou and Patinkin, is that consumers base their decision on how much to consume not only on how much real income they earn, but also on the level of prices. Consumers hold some cash, Pigou and Patinkin argued, and when prices become lower the purchasing power of this cash increases and they consume more. When investment declines prices decline, which causes consumption to increase. As a result full employment is restored.

But Patinkin’s argument is incomplete. There is only one asset in the economy whose real value increases when the price of consumer goods falls: cash. It is easy to see that what’s true for cash is not true for a real asset like a house; when all prices fall by the same proportion the real value of the house does not increase, but rather remains unchanged. When it comes to a financial asset, the effect of a fall in prices is more complicated. It makes the borrower poorer, because she would have to pay back her loan with dollars that would be worth more. And for the same reason it makes the lender richer. The net effect on the demand for consumption from these two countervailing forces—the increase in the
real value of the cash that people hold, on the one hand, and the redistribution of wealth from borrowers to lenders, on the other—is impossible to predict. Would a fall in prices necessarily stimulate consumption? And if it does, would it do it with such force that a deep downturn like the Great Depression would be entirely avoided? Pigou, the original developer of this theory, was not sure.4 But Keynes did not address this question at all. Why? According to Keynes’s contemporaries Joan Robinson and Richard Kahn, Keynes thought that the level of prices was immaterial. What was material was the fact that prices were falling, and because of that consumers would want to delay consumption.5 In the same vein, the economist Christina Romer, President Obama’s chair of the Council of Economic Advisers, explains that, just like investors, consumers also require a certain level of optimism to spend. When prices fall because unemployment is increasing, this fall may have a negative effect on consumers’ confidence, and it may lead them to believe that they need to save more and consume less. Furthermore, when prices fall, consumers may cut their consumption rather than increase it, to take advantage of even lower prices in the future.6

During the first years of the Great Depression, prices fell substantially. They fell 2 percent in 1929 (Black Tuesday was on October 30, which means that the decline occurred over just two months), 9 percent in 1930, 10 percent in 1931, and 5 percent in 1932.7 Yet employment did not recover. Why? First, for all the reasons that were discussed above, falling prices do not necessarily lead to an increase in the demand for consumer goods. More important, though, an increase in the demand for consumer goods simply cannot serve as a substitute for the loss of investors’ optimism. Workers work with capital goods; therefore when they lose their jobs, capital goods “lose their jobs” too, and disinvestment takes place. When workers are hired, capital goods must be “hired” too, and investment takes place. Therefore no increase in employment can occur as
long as investors persist in their pessimism and refuse to invest. Keynes was right to focus on the decrease in demand for investment goods as the cause of unemployment. The case of car production during the Great Depression shows this most clearly.

**CAR PRODUCTION, 1929–35**

The relationship between consumption and investment can be gleaned from the research of economists Timothy Bresnahan and Daniel Raff about the car industry during the Great Depression. Bresnahan and Raff discovered that when employment in the years 1929–33 declined, not only workers but also the capital goods that they work with “lost their jobs.” Of 211 plants open in 1929, one-half, or 105 plants, were closed in 1933. When production in the industry started to increase again in the years 1933–35, the factories that closed did not reopen. Large-scale investment took place instead: the plants that never closed bought new machinery, thus increasing their installed horsepower by 25 percent; and in addition, sixteen entirely new plants opened as well.8

What made investors regain their confidence in the car industry after 1933? We cannot be sure, but it should be noted that between 1933 and 1935 the average price of a car increased by 2.5 percent. This is, of course, a small increase, but it came despite the fact the number of vehicles produced more than doubled during this period. It appears that when investors regained their optimism, they went overboard. The fact that between 1933 and 1935 wages in the car industry increased by 27 percent is another indication of excess optimism.
Keynes explained that the level of employment in the economy is determined by the aggregate demand for goods and services, and not by the level of wages, whether nominal or real. But contemporary economists, even those who describe themselves as Keynesians, strongly disagree. According to them, the level of wages is precisely what determines the level of employment (and therefore of unemployment). During the Depression, they argue, wages were too high. Had they been sufficiently lower, the level of employment would have been higher. Why is the opposition to Keynes’s theory so strong? Not because it was tested empirically and found wrong, but because of the conclusions that follow from the recognition that lower wages cannot eliminate unemployment. The first conclusion is that the free market system is not self-adjusting and that therefore the government should intervene and regulate the economy. The second conclusion is that the VMP theory of wages is wrong and, therefore, so is the claim that workers get paid what “they are worth.” Economists therefore set out to develop theories to prove that wages are sticky in general, and that sticky wages caused the Great Depression.

There are two theories of why wages are sticky. The best known among the authors of the first theory is Milton Friedman, and the conclusion from this theory, drawn by economists Robert Lucas and
Leonard Rapping, is that when workers are unemployed it is not because there are no jobs available but because they are unwilling to work for the prevailing wages. That means that unemployment is always, including during the Great Depression, “voluntary,” and therefore there is nothing the government can do about it.

The most famous economist among the authors of the second theory is Joseph Stiglitz, and the conclusion from this theory is that unemployment is actually efficient, because it instills fear in the hearts of the workers who do have jobs. Fear is necessary to prevent workers from shirking their responsibility to work hard. We shall see that in this theory unemployment is involuntary. (This means that the unemployed are unable to find work even though they are willing to work at or slightly below the market wage.) The government should nevertheless not intervene to reduce unemployment; if it did, shirking would increase.

The causes of unemployment in the two theories are very different, but about whom is to blame for unemployment the two theories are in total agreement: unemployment is the fault of workers. According to Friedman, workers are unemployed because they refuse to accept the wages that are offered to them. According to Stiglitz, they are unemployed because they are shirkers who require the discipline imposed by the threat of unemployment.

FRIEDMAN: UNEMPLOYMENT IS THE FAULT OF MISINFORMED WORKERS

Milton Friedman’s theory of why wages are sticky was also developed independently by the economist Edmund Phelps. The theory, which we shall call the “misinformed workers” theory of unemployment, is as follows. Suppose that the demand for goods and services in the economy falls, and that as a consequence prices also fall. When the price of a good
falls, the Value of the Marginal Product of the workers who produce the good falls with it. In response, employers want to lower their workers’ wages. But some of the workers may be unaware that all prices in the economy have fallen. These workers believe instead that only the price of the good that they produce has fallen, and they therefore quit their jobs to look for higher-paying jobs with other employers. It is thus the erroneous belief of workers that they can get higher wages elsewhere that is responsible for their own unemployment.

This situation is depicted in figure 14.1. In the figure, the price of a Big Mac falls from $3 to $2 a unit and this results in a lower VMP curve (the marginal product itself has not changed, but with a lower price the value of the marginal product is lower). McDonald’s wishes to lower the wage
to $W_{eq}$ (equilibrium) and to continue to employ $L_{old}$ workers. But in response some workers quit and become unemployed while looking for higher-paid work elsewhere. With a lower VMP curve and an unchanged supply of labor curve, the wage is $W_{Sticky}$ instead of $W_{eq}$ and this is the sense in which the wage is “sticky.” As a result the level of employment decreases from $L_{old}$ to $L_{Sticky}$. Had the workers been informed that all prices in the economy had fallen, their supply of labor would have shifted to the dashed labor supply in the diagram, and as a result the wage would have been $W_{eq}$ and there would have been no unemployment.

The economists Robert Lucas and Leonard Rapping applied Friedman’s theory of sticky wages to explain unemployment during the Great Depression and argued that even that unemployment was all “voluntary.” According to this theory factories during the Great Depression closed because when the prices of goods started to fall, some of their workers believed that only the prices of the goods that they were producing fell; they quit their jobs to look for better-paying ones. Unemployed workers who were looking for jobs turned down these newly vacated jobs also, because they shared the same misinformation and also waited for better offers. According to Lucas and Rapping, “In our model . . . the current wage is assumed to equate quantity demanded and quantity supplied exactly each period.” When the quantity supplied is equal to the quantity demanded, any worker who is willing to work at the market wage rate always has a job. The workers who are not working are those who would agree to work only for a higher wage (according to Friedman, because they believe, erroneously, that if they keep searching for higher-paying jobs they will find them).

The only problem with this argument is that it requires the workers’ misinformation about wages to last a very long time. The Great Depression continued for many years, leading the economist Albert Rees to ask: “How long does it take workers to revise their expectations of normal
wages in light of the facts? Unemployment was never below 14 percent of the labor force between 1931 and 1939, and was still 17 percent of the labor force in 1939, a decade after the depression began.\textsuperscript{5} In other words, the claim that the Great Depression was caused by the failure of workers to recognize that there was a Great Depression does not make sense. But this is the only explanation that Friedman’s theory of unemployment offers.

President Reagan made frequent use of Friedman’s and Lucas’s claim that unemployment is voluntary. Following a revolution that deposed the shah of Iran in 1979, oil prices increased and unemployment increased with them. In 1982, when the rate of unemployment was 9.7 percent, Reagan remarked that the Sunday issue of the \textit{New York Times} listed 44.5 pages of help-wanted ads, the \textit{Washington Post} listed 33.5 pages, and the \textit{Los Angeles Times} listed 65.5 pages. He famously asked, “How does a person . . . justify calling themselves unemployed when there’s a fellow spending money advertising and saying, ‘I’ve got a job; come fill my job?’”\textsuperscript{6} Reagan repeated such stories throughout his presidency, but at times he was challenged. At a news conference a reporter noted that there were four thousand applicants for three hundred openings at a hotel on Long Island and asked how this fit within Reagan’s claim that unemployment was voluntary. The president replied that some of the wanted ads require skills that did not match those of the unemployed.\textsuperscript{7} This was, of course, correct but not necessarily consistent with the theory that the unemployed don’t want to work. There was no follow-up question, though. The claim that the unemployed don’t want to work gained respectability, and the view that welfare recipients were lazy replaced the view that the market economy was not producing enough jobs. When President Clinton came to office, welfare recipients were forced to work for their welfare checks. The fact that they agreed gives the lie both to the claim that unemployment is voluntary and that these workers are unfit to work.
Surely those who are working for a welfare check would agree to work at a higher-paying regular job. But nobody has noticed. Because of the hard and reliable work these people do, local governments now exploit them as cheap labor that they use to replace regular employees. In New York, for example, more than six thousand welfare recipients help maintain the city’s parks. The union of the municipal employees sued the city but lost, because the judge believed that welfare workers should do “real jobs.” The jobs they do are, of course, real, but they do not pay wages that the workers can live on. Reagan’s question should therefore be reversed: how does a government justify forcing people to work for welfare benefits instead of a living wage?

**WHAT ABOUT THOSE LONG LINES?**

Regardless of one’s theory of the causes of the Great Depression, one puzzle remains: When four thousand workers apply for two hundred jobs at any period of time (figure 14.2) why doesn't the wage drop to such a low level that only two hundred workers would be interested and there would be no line? Isn’t that proof that the unemployment of these workers is voluntary?

When workers are desperate, a lower wage does not necessarily make the line of job applicants shorter. The workers who work for welfare checks are proof that there is no wage sufficiently small or humiliation sufficiently deep to stop desperate people from seeking work. The puzzle is, therefore, not a puzzle at all. A different question that may be asked, however, is why the wage isn’t always driven to the minimum possible level. Why doesn’t the wage always fall to the level of the welfare check when there are many workers on the welfare rolls? Smith and Ricardo were also puzzled by this question, and their only answer was to invoke
“habit and custom.” We cannot solve the puzzle here, but perhaps we can attempt a fuller answer nevertheless.

Economist Richard Thaler noted that in 1992, when Florida was caught with limited disaster-protection supplies when Hurricane Andrew struck, Home Depot did not raise its prices.11 Why? A higher price for plywood would not have resulted in more plywood being available, and raising the price under this condition would have been exploitation. We will never know whether Home Depot kept its old prices out of decency or out of fear of consumer retaliation. What matters is that it did.
It appears that a similar situation exists in the labor market. When workers and employers know that a lower wage will not create more jobs, workers do not undercut each other, and employers do not reduce wages.

An example of how responsive wages are when they can produce more jobs comes from the automobile industry in 2007. Delphi, the main parts supplier to General Motors, threatened to close all its plants in the United States unless the workers agreed to significantly lower wages. In response the workers agreed to a 40 percent wage decrease, from $27.44/hour to $16.23/hour. It is interesting that the workers agreed to this wage cut even though it would not save all the jobs; Delphi nevertheless still planned to close twenty-one of its twenty-eight plants.
As was already mentioned, the efficiency wage theory, developed by Joseph Stiglitz, starts from the assumption that given the opportunity, workers will not work as hard as they should. Detecting workers’ shirking is costly and, therefore, instead of increasing the probability of detection, employers choose to increase the severity of the penalty on a shirker who is caught. The most severe penalty that an employer can inflict is firing a worker. But if a worker who gets fired could easily find another job that paid exactly the same wage, getting fired would not be a deterrent. The employer therefore tries to pay her workers a wage that is higher than the wage that other employers pay. Stiglitz calls this high wage the “efficiency wage” because it reduces shirking and increases the work effort. With the efficiency wage in place, a worker would have something to lose from getting fired.

It may appear that the efficiency wage plan is bound to fail. If all employers pay the “efficiency wage,” why should a worker worry about getting fired? She would earn this wage when she is rehired by another employer. Stiglitz invokes the VMP theory to close this hole in the theory. Recall that according to the neo-classical theory there is a “law of the diminishing productivity of labor,” and that therefore an employer who
pays a high wage must hire fewer employees. But when all employers hire fewer employees this creates persistent unemployment, and it is the fear of joining the ranks of the unemployed that keeps workers from shirking.

In Stiglitz’s theory the unemployed are not workers who have been fired from their jobs because they shirked. Unemployment exists because employers deliberately pay a wage that is higher than the wage that workers would agree to work for. Workers who don’t have jobs are just as diligent as workers who do, but employers do not hire them for a lower wage because if they were to work for a lower wage they may shirk. According to Stiglitz, this is the explanation for periods of high and persistent unemployment. The 25 percent unemployment rate during the Great Depression and the 10 percent unemployment rate in the period of 1979–82 were due to the fear of shirking by workers.¹

The efficiency wage theory of unemployment makes four claims. The first is that shirking by workers is ubiquitous; employers would not want to pay all workers do-not-shirk premiums if only a few shirk. The second is that do-not-shirk-premiums actually prevent shirking. The third is that workers are in fact paid do-not-shirk premiums. The fourth is that these premiums lead to unemployment. What is the evidence regarding these claims?

The first and the second claims are offered without any evidence at all. As evidence for the third, the economists Dominique Goux and Eric Maurin present data that workers earn more when they work for larger firms. Goux and Maurin argue that the wage differences that they discovered must be due to do-not-shirk premiums.² Why? Because they have ruled out all other possible explanations, such as quality of labor or the location of the firm. And why would larger firms pay higher premiums? Goux and Maurin claim that in larger firms it is easier for workers to shirk.
Goux’s and Maurin’s own findings cast doubt, however, on this interpretation of their results. In their study they controlled for workers’ occupation, yet they did not find that this made a difference; firms that pay higher wages in one occupation pay higher wages in all occupations. But as the economists William Dickens and Lawrence Katz observed, while a particular occupation in a firm may provide an opportunity for shirking, there is no reason why all occupations within that industry would suffer from the same problem. Their evidence is therefore actually inconsistent with the efficiency wage theory.

In addition, their interpretation of the results suffers from a fundamental, perhaps fatal, problem. Why should wage differences lead us to invoke shirking? Goux and Maurin present us with a false dichotomy. There may be other reasons for wage dispersion than the ones that Goux and Maurin considered, and, therefore, shirking is not the only alternative. One reason why large firms pay high wages to all their workers may be that such firms have large numbers of shareholders and the managers who negotiate employees’ wages are therefore the least supervised. Instead of serving as an incentive to reduce shirking, the high wages that such a firm pays may be a form of shirking itself. Goux and Maurin also found that wages are higher in capital intensive firms. In such firms workers have a greater opportunity to disrupt the workflow, and the higher wages that they earn may simply reflect their greater bargaining power. The evidence that employers pay do-not-shirk premiums is feeble.

Like the first and the second claim, the fourth claim—that the payment of efficiency wages creates unemployment—is also offered without evidence at all (so much for the science of economics). The “law of the diminishing marginal productivity of labor” is invoked instead, since it makes it necessary to hire fewer workers when the wage is higher. The economists Alan Krueger and Lawrence Summers state: “The demon-
stration of important inter-industry wage differentials . . . creates a *prima facie* case for the existence of involuntary unemployment.” 5 In other words, firms that pay efficiency wages must be deliberately understaffed. The problem with this argument is that production is carried out by teams, and it is therefore hard to imagine how understaffing can actually take place. This is especially so since it is the larger and more capital-intensive firms that pay the highest do-not-shirk premiums, and they are therefore the ones that should suffer from the greatest understaffing. How can this be when production processes that involve more machines and more workers are probably less flexible in terms of the staffing that they require? Without evidence, the claim that firms deliberately hire fewer employees than their production processes require should not be accepted.

But even if workers were paid premiums not to shirk, and even if these premiums were creating unemployment, it is still unclear how this would lead to an increase in the rate of unemployment that then persists over several years. Stiglitz claims that efficiency wages were responsible for the unemployment during the Great Depression and the recession of 1979–82, but it is hard to see how. George Akerlof and Janet Yellen, who also contributed to the development of the efficiency wage theory (Akerlof shared the Nobel Prize with Stiglitz), explain that an employer is reluctant to lower the wages of her workers even when the demand for her product declines because workers shirk when they believe that the wage they are paid is unfairly low. “What if my workers do not know that the demand for my product has declined and start shirking?” is the employer’s reasoning, according to Yellen’s and Akerlof’s theory. 6 Misinformation is the cause of unemployment in either case, however, and Rees’s critique of Friedman’s and Lucas’s theory applies equally here: how long does it take workers to realize, and how long does it take employers to realize that their workers have realized that there is a recession? As the sub-
prime recession shows, employers do not shy away from cutting wages and jobs all at the same time.

The claim that a large proportion of workers would shirk unless paid do-not-shirk premiums was presented without any evidence, but this did not stop the economist Sam Bowles from proposing a better solution to the ostensible problem of shirking than the "efficiency wage": not because the efficiency wage does not work, but because the efficiency wage, according to the VMP theory, creates unemployment. Bowles's solution would permit employers to pay their workers a lower wage without this wage leading to more shirking. And what is this solution? Socialism. In a socialist system workers own the factory in which they work, and therefore they would shirk less to begin with, and if they do shirk, then their coworkers would turn them in:

A more democratic structure of decision making and a more egalitarian distribution of the firm's net revenues, for example, might both reduce the incentive to pursue nonwork activities and heighten the cost of so doing by enlisting fellow workers as more ardent enforcers of the pace of work, or more willing cooperators with the surveillance system.67

The editors of the journal of the American Economic Association recognized the significance of an article by a self-proclaimed socialist who blames unemployment on shirking by workers, and made it the lead article of the *American Economic Review* in 1985.

**EFFICIENCY WAGES AND FORD'S $5 DAY**

On January 5, 1914, Henry Ford announced that he would raise the wage of his workers from $2.34/day to $5.00/day. This was twice the going wage and it generated the line shown in Figure 15.1.

For Krueger and Summers this is a clear example of the efficiency
FIGURE 15.1: THE $5 DAY
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wage theory at work. Why else would Ford double the wage if not to elicit harder work from its workers? But economic historian Daniel Raff could not find any evidence to support this claim when he examined the actual operation of Ford’s factory. The workers who received the new wage worked in a new factory with a new and revolutionary method of production: the assembly line. On the assembly line the opportunity to shirk simply did not exist. Raff then investigated whether the high wages were intended to decrease the turnover rate of workers at the factory. In 1913 Ford had a turnover rate of 370 percent: it employed 13,623 workers daily, but during the year 39,575 workers resigned (and a few thousand more were fired). High as the turnover was, Raff discovered that it did not pose a problem to Ford because replacing workers was easy. In fact, in 1914 a Ford supervisor bragged about how easy it was:

If an immigrant who has never even seen the inside of a foundry before cannot be made a first-class molder of one piece only in three days, he can never be any use to us on the floor; and two days is held to be ample time to make a first-class core molder of a man who has never before seen a core-molding bench in his life.

Turnover rates did decrease by two-thirds between 1913 and 1914, the year that the $5 wage went into effect, but they declined by the same proportion in all factories in the region over that period, not just at Ford’s.

Let’s suppose, however, that the $5 wage was an efficiency wage. Suppose that it did reduce shirking or was the reason that turnover declined. Did this high wage create involuntary unemployment? Did Ford place fewer employees on the assembly line than were required to man it? In 1914, the year of the new wage, daily employment at Ford fell by 1,500. But in the following year it increased by 6,000 employees, an increase of about 50 percent from the figure for 1913!

According to Raff, Ford increased its wage at that particular time be-
cause it was introducing the assembly line. This technology, according to Raff, made Ford more vulnerable to strike action; with the higher wage it was trying to buy industrial peace. This may be, but the fact that Ford was substantially increasing its workforce cannot be ignored. As we know from the high turnover rate, in 1913 the labor market was tight; finding a large number of new workers under such conditions required a large premium. What the premium did not do, however, is cause Ford to employ fewer workers. Ford’s $5/day clearly does not support the claim (of Friedman, Lucas, Stiglitz, Akerlof, Krueger and Summers) that unemployment is the result of high wages.
As Figure 16.1 shows, since 1990 CEOs’ compensation has been growing many folds faster than corporate profits (and workers’ wages). It is no wonder, then, that the claim that executive compensation can be explained by executive productivity has met with incredulity, and that in 2006, when the compensation of Hank McKinnell, the CEO of Pfizer, was challenged by shareholders (see Chapter 13), this became news.

The source of CEOs’ ability to take advantage of shareholders was identified as far back as 1932, in *The Modern Corporation and Private Property* by the economists Adolf Berle and Gardiner Means. The ownership of a corporation is diffused among a large number of shareholders, the book explained, and there is nobody to mind the store. The bargaining power of a CEO of a large corporation is practically limitless. Is this a problem, though? A theoretical treatment of this question was developed by the economists Michael Jensen and William Meckling in 1976, and their answer is that corporations are not run as well as they theoretically could be, but that shareholders are not being taken advantage of.

Perhaps the best way to understand Jansen and Meckling’s analysis is to start with the origin of a corporation. Think of an inventor who is so successful that her invention brings her profits of $100 million a year after the salary that she pays herself for running her company. Assume
also that this stream of profits would continue forever. After a few years in business the inventor wishes to sell her company. Because there aren’t many buyers who can afford to buy the whole company for themselves, the inventor issues one million stocks and sells them to one million buyers who each buy one share. Suppose that investments in the economy normally earn a return of 10 percent a year. What will be the total value that the inventor would get for her company?

We may imagine that the total value of these stocks would be $1 billion, because this is the sum that needs to be invested to generate an interest payment of $100 million a year when the rate of interest is 10 percent. (At the end of each year the interest is withdrawn and the principal is redeposited for an additional year.) But in fact it

would be lower. The reason has to do with the ownership structure of a corporation.

One million owners cannot all run the corporation at the same time. What they will do instead is hire a CEO to run the company on their behalf. The CEO will probably consume wasteful perks (a problem discussed in the first part of this book), but here we concentrate only on the problem of her compensation. Suppose that initially the CEO’s salary is set at the level that the original inventor used to pay herself, but that after she is hired she increases her own salary by $1 million. Will the shareholders get together and fire the CEO? Chances are that most of them will not even be aware that the pay raise has taken place. Why should they, when each shareholder’s loss is only $1? Even if the loss to each owner were more substantial, organizing opposition to the CEO would be costly, and often more trouble than it’s worth to the individual shareholder.

Formally, executive salaries are determined not by the executives themselves but by boards of directors. The question is, therefore, who will discipline the CEO and the directors who approve her exorbitant salary? Corporate board memberships are coveted positions: in 2001, shareholders paid directors in the largest two hundred corporations an average of $153,000; the directors of Enron were paid $380,000 annually. Savvy businesspeople that they are, the directors know that, while it is the shareholders who pay them, in most cases the only candidates for directorships are those nominated not by shareholders but by the CEOs themselves.¹

But, Jansen and Meckling explain, nobody gets cheated. People who buy the company’s shares are well aware of the possibility of these shenanigans. Instead of paying $1,000 per share, they would agree to pay, say, only $500 per share. As a result, the total market value of the corporation will be only $500 million, not $1 billion. The shenanigans and
high compensation of the CEO are capitalized into the price of the stock, and the original inventor will suffer all the consequences from her decision to split the ownership among many individuals.

Jansen and Meckling call the problems that arise from the fractured ownership of a corporation the “agency problem,” because the corporation is not run by a single owner but by a CEO who is the owners’ agent. Their theory is known as the “agency theory.”

While a CEO rarely has to answer to shareholders, it is often argued that she does have to answer to “corporate raiders,” who threaten to perform a “hostile takeover” and fire her if she exploits the shareholders. According to this argument, raiders keep CEOs and corporate directors honest. What is the incentive of the raider in all this? Why would she want to fulfill this role? Once the bad CEO and board are replaced by a good CEO and board, the price of the stock will increase, and the raider would thus be compensated for her efforts.

This argument suffers, of course, from a critical logical flaw, because once the raider sells her shares the corporation will be mismanaged once again. The price of the stock will therefore be high only as long as the raider owns it. In addition, raiders are actually a source of yet another shareholders’ loss, because to protect themselves against the raider, a CEO and his board may squander the corporation’s profits even further.

The prize for costly raids goes to Ross Perot. In 1986 Perot prepared the grounds for a hostile takeover of GM by buying .8 percent of the outstanding stocks, and leveraging this position to become a director of the company. There was very little about GM that Perot liked. The company was procedure-oriented instead of results-oriented, senior management ate in a corporate dining room that isolated them from workers, and, most important, the board of directors sided with management and betrayed shareholders. Shareholders own the company, Perot told reporters: “We must make it clear that the management serves at the pleas-
The managers of mature corporations with no concentration of owners have gotten themselves into the position of effectively selecting the board members who will represent the stockholders. Is the board a rubber stamp for Roger [Smith, the CEO]? Hell, no! We’d have to upgrade it to be a rubber stamp.  

So what did Perot do about it? Did he organize a stockholders’ meeting to get rid of the CEO and the directors who collaborated with him? He did something far better! He made the board pay him $346.8 million of shareholders’ money to go away. (The board gave Perot $742.8 million, although the market value of his shares was $396 million.) He also signed an agreement that prohibited him from criticizing GM, under penalty of $7.5 million. But what he could not do is deny that he was receiving stolen money. So Perot expressed revulsion at his own theft: “Is spending all this money the highest and best use of GM’s capital? … I want to give the directors a chance to do the right thing. It is incomprehensible to me that they would want to spend $750 million on this.”  

This did not stop him from taking the money though, and he kept his mouth shut so as not to risk the $7.5 million. And when GM’s CEO Roger Smith (infamous from Michael Moore’s documentary Roger & Me) retired four years later, the board doubled his retirement package to $1.2 million annually.  

Perot used money, not a gun, to threaten Roger Smith, which is why this type of holdup is called “greenmail.” In addition to paying off greenmailers, CEOs sometimes defend themselves by creating “poison pills,” corporate rules that make it unprofitable for any investor to take over the corporation no matter how badly it is run, and by including “golden parachutes” in their employment contracts that amount to large payoffs in the event of a takeover. What’s common to all these devices is that they break any links between executive compensation and performance.

Is it true that shareholders correctly anticipate CEO and board
behavior and therefore are unharmed by it? It was not true for the employees of Enron, who were lured by the company’s CEO and executives into investing their life savings in the shares of “their” company and lost everything they had; the employees were also unaware that the executives were selling their own shares at the same time they were encouraging their employees to buy more of them. And it was not true for the Pfizer shareholder who was surprised by McKinnell’s exorbitant compensation given his poor performance. Even Congress was blindsided by the lack of relationship between CEO compensation and performance. When in 2007 Stanley O’Neal, the CEO of Merrill Lynch, was “forced” to retire with a retirement package of $160 million after the company had lost $8 billion because of the investment strategy he had devised, Congress ordered O’Neal and the chair of the board to testify before its finance committee. What puzzled Rep. Henry Waxman and the newspapers that covered this issue was that O’Neal had a contract that did not contain any provisions for reducing his pay in case of poor performance on his part. As figure 16.1 shows, increases in executive pay that could not be justified by increases in profits did not afflict only Pfizer or Merrill Lynch. Without a rational relationship between profits and compensation, how could shareholders predict what this relationship would be? Jansen and Meckling’s assurance that shareholders are not harmed by “agency costs” is not borne out by the evidence.

The economists Xavier Gabaix and Augustin Landier discovered that the compensation of an executive increases with the market value (capitalization) of the corporation she runs. Thus, not only is executive compensation unjustifiably high, it also gives executives an incentive to increase the market value of their corporation regardless of whether this is good for profits. With Berle and Means’s theory, this is easy to understand. When a CEO takes $100 million in compensation and the value of the company is $100 million, the cost per $1 shareholders’ equity is $1.
But when the value of the corporation is $100 billion, the cost per dollar of shareholder's equity is only one-tenth of a cent. To escape shareholders' vigilance in small corporations, executives engage in mergers and acquisitions regardless of whether these will increase profits. According to "Parkinson's Law," a bureaucrat always wants to hire two additional bureaucrats who would report to her. In corporations the problem is even bigger, because in addition to prestige, executives have a monetary incentive to create Leviathans.

**WAGES, EXECUTIVE COMPENSATION, PROFITS, AND TEAM PRODUCTION**

Because production is carried out by teams, an individual's contribution to production, whether she is a worker, a manager, or even a piece of machinery, cannot be separated from the contribution of all the rest of her teammates. The division of a product among those who produced it therefore cannot be determined by the process of production itself. Who then decides how the product should be divided between those who produced it? And how do they make this decision? Currently, executives are the ones who decide who gets how much, and they take the lion's share for themselves; workers and shareholders are almost powerless. But this is not preordained. The source of the executives' power lies in the fact that the ownership of corporations is diffused among many individuals. This is an inherent characteristic of large-scale production and cannot be changed. What can be changed, however, is whether executives are permitted to turn it into an advantage. It is the role of government to make sure that one person not exploit another, and, therefore, to determine the maximum ratio between the highest compensation of an executive and the lowest wage of a worker, and between the earnings of shareholders and total payments of labor. What should these ratios be?
What’s fair should be determined by the political process and then written into law.

Arguably, the damage from the teaching of the economist’s theory of wages is far greater than the damage from the teaching of creationism. Yet the theory of wages is part of economics education in any and all schools, and it continues without any notice or opposition. The reason is, of course, not hard to understand. While everyone is hurt when we teach religion and pretend it’s science, not everyone is hurt when we teach economics. What workers lose, executives and capitalists gain; and it is the latter who study economics, hire economists, and endow schools.

The battle for a fair distribution of the product that we all produce together has so far been waged in the workplace and in the political arena. It must also be fought in the classroom, however, because it is there that the lie that “workers are paid what they deserve” is taught.
According to the tenets of economics, what’s good for the economy is what is good for the rich and powerful. All of us are being held hostage to a pseudoscience that perpetuates two powerful myths: the first is that economic efficiency can and should be separated from economic equity, and that any policy that would shift any of society’s resources from the wealthy to the poor is “inefficient.” The second is that what a person earns, be it the meager wage of an hourly worker or the astronomical compensation of an executive, is simply the value of the product that she has produced.

As I hope this book has shown, the attacks by contemporary economists on classical theories of redistribution and wages are lacking in both theoretical merit and humanity. When used as the rationale for abolishing food subsidies in Indonesia during a food crisis or as the basis for lowering environmental standards in the Third World, neo-classical economic theories lead to hunger and death. In the United States, these theories of efficiency and wages are directly and indirectly responsible for many unhappy aspects of American life: millions of high school-aged teenagers must work to help support their families, yet we do not pay child subsidies; millions of old people must continue to work because the average Social Security payment is far below the poverty line, yet high incomes are exempt from the Social Security tax; millions of young people do not attend college at all because they cannot afford it and millions...
of others must work while they do, yet tuition in public colleges has increased four times faster than the level of median income since 1980.

Whenever a social or economic policy that will serve the needs of ordinary people surfaces, we can be sure to find an economist standing by, poised to ask, “But is it good for the economy?” (As if “the economy” were some entity different from the best interests of the general populace.) Since most policies require taxes to fund them, we are also told that taxes themselves are “bad for the economy.” But, as we have seen, there is no evidence that taxes do any harm at all to the economy; in fact, the economy grew just as fast when, during the years 1948–81, the highest tax rates were often twice their level today.

One of the main reasons that redistributive policies—from progressive taxes to rent control to food subsidies to Medicaid—are necessary in the first place is that modern economists have successfully sold the United States on their version of wage theory, in which workers do not earn enough to live on and executives earn obscene amounts. The ratio between an average worker’s pay and an average executive’s compensation is currently one to four hundred, or worse. But, as this book has shown, the claim that a person earns an amount determined by the value of what she produces is fundamentally flawed; production is carried out by teams, and the product of one member cannot be separated from the product of the whole team. Despite modern economists’ arguments to the contrary, the evidence shows that wages are determined by the power workers possess (or fail to possess) at the bargaining table. Classical economists recognized the relationship of wages to power more than two hundred years ago, before it was intentionally obfuscated by John Bates Clark and his neo-classical followers.

The remedy for the rule of power is the rule of law. New laws must be developed to check the unfair distribution of the fruits of our labor. One such law would set a maximum ratio at any given company between the
highest executive compensation and the lowest worker’s wage. Another would set a maximum ratio for the division of income between labor and corporate owners or shareholders. And a third new law would raise the minimum wage and tie it to the median wage, which would have the effect of making the minimum wage a consistent living wage.

Would executives agree to work for compensation lower than what they currently earn? We have seen that work effort is independent of the level of executive compensation; drastic cuts in the highest marginal tax rate following the election of President Reagan in 1980 did not cause executives to work more. What lower compensation will do, however, is lower the ability of executives to consume excessively. From apartments that are too large to private ranches and beaches that gobble up open space to doctors who promise to treat only a few wealthy patients, executives take more than their fair share and leave too little for the rest of us, while threatening our health to boot.

If social policies that pull children, college students, and old people out of the workforce are enacted, our current per capita GDP of $47,000 might decline, perhaps by as much as 10 percent. But with a GDP per capita of “only” $42,000 and new policies governing the distribution of our collective wealth, each family of four could have resources worth $168,000 a year. With such abundance, giving every child a childhood, every qualified young person a college education, and every senior the chance to retire would leave plenty of money to spare.

The economy is us, and we are not doing well. We need to turn economics from a weapon that is being used against us into a science that will show us how we can do better.
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NOTES

1. Income Equality


3. Ibid., 48.


2. Equality Does Not Matter

1. The example is adapted from Hal Varian, Intermediate Microeconomics (New York: Norton, 2005).

2. We also assume that apartments can be occupied and vacated costlessly and without any friction: landlords can evict tenants at will and without giving them prior notice, and in the same manner tenants can leave their
apartments at will and without prior notice. This assumption is unrealistic, but for an understanding of Pareto efficiency it makes no difference.

3. A more detailed calculation is as follows. To start with, Family G is indifferent between the combinations I and II where:

I = (city apt.–$1500/month rent);
II = (suburban apt.–$1,200/month rent).

If family G gets a rent-controlled apartment for which it has to pay only $500/month, then it is indifferent between combinations III and IV where:

III = (city apt.–$500/month rent)
IV = (suburban apt.–$1,200/month rent, $1,000 income).

In other words, it is indifferent between living in the rent-controlled apartment and living in the suburbs with an extra income of $1,000/month. If family G sublets the apartment for $4,000/month, its monthly income, after paying the rent of the rent-controlled apartment, is $3,500/month, which is combination V:

V = (suburban apt.–$1,200/month rent, $3,500 income).

V is preferred to IV, because it contains the same apartment with a higher income. Since IV is equivalent to III, V is preferred to III as well.

4. Our example may appear artificial because it asserts that if a poor family lives in a rent-controlled apartment for which it cannot afford to pay more than $1,500/month, it would agree to sublet if offered any sum above $1,500/month. In reality, even though this family cannot pay more than $1,500/month, it may nevertheless refuse to give it up unless it is paid a much higher sum. It is conceivable that that family would not give up the apartment even for $6,000/month, and in this case rent control is Pareto efficient after all. We will return to this issue in chapter 4. But for the exposition of what Pareto efficiency is, and, more important, for the exposition of how economists apply it in practice, we will assume that a family will always agree to vacate its apartment if offered more than its reservation price.
12. The New York Housing and Vacancy Survey, which is conducted by the Census Bureau every three years, lists only the actual rent paid but not the regulated rent.

3. The Pareto Efficiency Cops

9. Because of lower wages the cost of controlling pollution in the Third World
may be lower there than it is in the First. But in addition to labor, pollution control also involves inputs that are traded in the world market (e.g., power plants produce less pollution when they burn oil instead of coal). Therefore, while the value of life is proportional to wages, the cost of pollution control is not. If in our example the cost of controlling pollution in the Third World were $3 million instead of $4 million, the result that pollution should not be controlled there would still hold.


4. Why Redistributing Goods May Be Pareto Efficient After All

2. The lawyer Herbert Hovenkamp argues that the difference between WTA and WTP requires the government to supply the poor with the necessities of life. He explains that when it comes to food and shelter, the WTA of the poor, who do not have sufficient quantities of these goods to survive, exceeds the WTP of the rich, who have plenty of these goods. Redistributing these goods will therefore maximize the wealth of society, because the value of these goods is higher when the poor have them. This is a restatement of Bentham’s argument with two minor differences. It starts from the assumption that the objective of society is to maximize wealth, and from this objective it derives the conclusion that the only goods that government should redistribute are the necessities of life. But if the objective of society is to maximize society’s welfare, then (as Bentham has shown) redistribution should involve all of income and not just the sums necessary for the necessities of life. Herbert J. Hovenkamp, “Legal Policy and the Endowment Effect,” Journal of Legal Studies 20 (June 1991): 225–47.
3. Pfizer has denied that it had anything to do with the “clearing” of the neighborhood. According to the reporter Ted Mann, its Web site stated, “We at Pfizer have been dismayed to see false and misleading claims appear in the media that suggest Pfizer is somehow involved in this matter . . . the company has no requirements nor interest in the development of the land that is the subject of the case.” Mann investigated this claim for the New London (CT) Day, and came to doubt it: “Months-long review of state records and correspondence from 1997 and 1998—when officials from the administration of then-Gov. John G. Rowland were helping convince the pharmaceutical giant to build in New London—shows that statement is misleading, at best,” he wrote. Ted Mann, “Pfizer’s Fingerprints on Fort Trumbull Plan,” New London Day, October 16, 2005, http://www.freerepublic.com/focus/f -bloggers/1503363/posts (accessed May 26, 2009).


5. A Brief History of the Federal Income Tax


6. It Is Not Pareto Efficient


2. The 70 percent rate (table 4.1) applied to “non-earned” income, such as interest and dividends, not to earned income. But the effect on the work effort, assuming that there is such an effect, should be the same. Why should the rich work hard if their savings are heavily taxed?
3. When the income tax is progressive, each bracket of a person’s income is subject to a different tax rate. If income below $500,000 is subject to a 25 percent tax rate and above it to a 50 percent tax rate, then an individual who earns $1 million would owe a tax of $375,000.


7. Private Goods


13. Ibid.


16. The data for all the charts is from sales. The share of new construction among these observations is therefore higher than the share of new construction in the total inventory of apartments. The U.S. Bureau of the Census conducts a survey of housing in New York City every three years, but it does not collect data about the areas of apartments, which is why data about size must come from sales. How much the increase in apartment size is due to new construction and how much is the result of the assembly of smaller apartments into bigger ones is not known.


8. Government-Supplied Goods

9. Ibid.
10. Ibid.
15. Not all these resources are in the form of cash. Some of the income that people earn and that is part of the GDP is in the form of payments-in-kind. For example, a family that owns its home saves itself the profit that a landlord would have derived from the rent. Poor people are the least likely to have payments-in-kind.
17. Sources: U.S. Bureau of the Census, “American Community Survey, 2007,” Table C19101; “Family Income in the Past 12 Months” and Table B19127; “Aggregate Family Income in the Past 12 Months” (calculations by author). The actual proportion of families whose income is less than the average is probably significantly higher than 64 percent because the income variable in the survey does not include payments-in-kind such as those derived from home ownership.

Part II: Introduction

NOTES


6. Ibid.
10. The Neo-Classical Theory of Wages


2. Following the Haymarket Massacre hangings, May 1 was declared an international labor day and is celebrated in many countries, though not in the United States.


11. The Evidence


3. Orley Ashenfelter and Stépán Jurajda, “Cross-Country Comparisons of

12. The Minimum Wage


2. The authors did not contact McDonald’s because it had been unresponsive in a previous survey they had conducted.

3. The reader should be aware that Card and Krueger’s results were challenged by economists affiliated with right-wing think tanks, but the challenge has failed. See John Schmitt, “The Minimum Wage and Job Loss: Opponents of Wage Hike Find No Effect,” Economic Policy Institute Briefing Paper, 1996.

13. Theories of Wages and the Great Depression


3. Ibid., chap. 12.


NOTES


14. “Sticky Wages”


4. Ibid.


10. This assumes that the wage the employer offered was not at the minimum to begin with; the wage cannot fall below the costs that a worker incurs when filling it (the cost of having a clean shirt).

11. Arthur Higbee, “American Topics,” New York Times, September 28, 1992, http://www.iht.com/articles/1992/09/28/topi_7.php. (accessed May 26, 2009). Home Depot’s behavior created a Pareto inefficiency. Some owners of very expensive homes may have gone without supplies while owners of shacks may have obtained them instead. But given that in reality without Home Depot’s self-imposed price control the poor would have had no supplies and the rich would not have compensated them for their losses, the control was probably efficient in Utilitarian terms; the poor are less able to handle the loss of a house than are the rich.


15. “Efficiency Wages”

1. According to Stiglitz, “Though the Great Depression of the thirties was the most recent, prolonged, and massive episode, the American economy suffered major recessions from 1979 to 1982, and many European economies experienced prolonged high unemployment rates during the eighties. Information economics has provided explanations for why unemployment may persist and for why fluctuations are so large. The failure of wages to fall so that unemployed workers can find jobs has been explained by efficiency
wage theories, which argue that the productivity of workers increases with higher wages (both because they work harder and because employers can recruit a higher-quality labor force). If information about their workers’ output were costless, employers would not pay such high wages because they could costlessly monitor output and pay accordingly. But because monitoring is costly, employers pay higher wages to give workers an incentive not to shirk.” Joseph Stiglitz, “Information,” Concise Encyclopedia of Economics (2d ed., 2008), http://www.econlib.org/library/Enc/Information.html (accessed May 26, 2009).


4. If workers get paid a higher wage to give them an incentive not to disrupt the workflow, isn’t this a premium for not shirking? If shirking simply means work stoppages while bargaining over the wage, then shirking does take place, and a higher wage is a no-shirking premium. But work stoppages end once the wage has been determined. Workers do not enjoy work stoppages, and it is not the fear of losing their job that prevents them from engaging in them. According to the efficiency wage theory, however, workers always want to shirk, and the only reason they don’t is the fear of losing their job.


9. Ibid.

16. Executive Compensation

3. Ibid.
4. Ibid.