
R
ationalInattention

M
ark

D
ean

E
C
O
N
1820

-
B
ehavioralE

conom
ics

T
he
Story

So
Far.....

•
(H
opefully)

convinced
you

that
attention

costs
are

im
portant

•
Introduced

the
‘satisficing’

m
odelof

search
and

choice

•
B
ut,
this

m
odelseem

s
quite

restrictive:

•
SequentialSearch

•
‘A
llor

nothing’
understanding

of
alternatives

•
Seem

s
like

a
good

m
odelfor

choice
over

a
large

num
ber

of
sim
ple

alternatives

•
N
ot
for
a
sm
allnum

ber
of
com

plex
alternatives



A
N
on-Satisficing

Situation

A
ct

P
ayoff

47
red

dots
P
ayoff

53
red

dots
f2

20
0

g
2

0
10

R
ationalInattention

•
A
n
alternative

m
odelof

inform
ation

gathering

•
T
he
w
orld

can
be
in
one

of
a
num

ber
of
diff
erent

states

•
47
or
53
balls

on
a
screen

•
D
em
and

for
your

product
can

be
high

or
low

•
Q
uality

of
a
used

car
can

be
good

or
bad

•
Initially

have
som

e
beliefs

about
the

likelihood
of
diff
erent

states
of
the

w
orld

(prior)

•
B
y
exerting

eff
ort,

w
e
can

learn
m
ore

•
C
ount

som
e
of
the

balls
•
R
un
a
custom

er
survey

•
A
sk
a
m
echanic

to
look

at
the

car

•
B
ut
this

learning
com

es
w
ith
costs

•
T
im
e,
cognitive

eff
ort,

m
oney,

etc.



T
he
C
hoice

P
roblem

•
T
he
specifics

of
the

process
of
inform

ation
acquisition

m
ay
be

very
com

plex

•
W
e
m
odelthe

choice
of
inform

ation
in
an
abstract

w
ay

•
T
he
decision

m
aker

chooses
an
inform

ation
structure

•
Set

of
signals

to
receive

•
P
robability

of
receiving

each
signalin

each
state

of
the

w
orld

•
T
hen

choose
w
hat

action
to
take

based
only

on
the

signal.

•
V
alue

of
the

action
depends

on
the

state
of
the

w
orld

•
M
ore

inform
ative

inform
ation

structures
are

m
ore

costly,
but

lead
to
better

decisions

•
Sets

up
a
trade

off

Set
U
p

•
O
bjective

states
of
the

w
orld

•
e.g.

D
em
and

could
be
’good’,

’m
edium

’
or
’bad’

•
D
ecision

m
aker

chooses
an
action

•
e.g.

Set
price

to
be
high,

average,
or
low

•
G
ross

payoff
depends

on
action

and
state

•
e.g.

Q
uantity

sold
depends

on
price

and
dem

and

•
D
ecision

m
aker

get
to
learn

som
ething

about
the

state
before

choosing
action

•
e.g.

C
ould

do
m
arket

research,
focus

groups,
etc.



T
he
C
hoice

P
roblem

T
he
C
hoice

P
roblem



T
he
C
hoice

P
roblem

T
he
C
hoice

P
roblem



T
he
C
hoice

P
roblem

T
he
C
hoice

P
roblem



D
escribing

an
Inform

ation
Structure

•
Ω
=
{

ω
1 ,....ω

M }:
States

of
the

w
orld

(num
ber

of
balls,

quality
of
the

car,
etc)

•
w
ith
prior

probabilities
μ

•
Inform

ation
structure

defined
by:

•
Set

of
signals:

Γ
(π
)

•
P
robability

of
receiving

each
signal

γ
from

each
state

ω
:

π
(γ|ω

)

•
In
previous

exam
ple

Signal(Γ)
State

(Ω
)
R

S
G

1
0

M
12

12
B

0
1

W
hat

Inform
ation

Structure
to
C
hoose?

•
B
etter

inform
ation

w
illlead

to
better

choices

•
B
ut
w
illcost

m
ore

•
T
im
e,
eff
ort,

m
oney

etc

•
H
ow
to
decide

w
hat

inform
ation

structure
to
choose?

•
T
rade

off

•
B
enefit

of
inform

ation
(easy

to
m
easure)

•
C
ost

of
inform

ation
(hard

to
m
easure)

•
A
ssum

e
that

this
trade

off
is
done

optim
ally



T
he
V
alue

of
A
n
Inform

ation
Structure

•
W
hat

is
the

value
of
an
inform

ation
structure?

•
In
the

end
you

w
illhave

to
choose

an
action

•
D
efined

by
the

outcom
e
it
gives

in
each

state
of
the

w
orld

•
In
previous

exam
ple,

could
choose

three
actions

•
set

price
H
,
A
or
L

•
T
he
follow

ing
table

could
describe

the
profits

each
price

gives
at
each

dem
and

level

P
rice

State
H

A
L

G
10

3
1

M
1

2
1

B
-10

-3
-1

•
Let

u
(a(ω

))
be
the

utility
(profit)

that
action

a
gives

in
state

ω

T
he
V
alue

of
A
n
Inform

ation
Structure

•
W
hat

w
ould

you
choose

if
you

gathered
no
inform

ation?

•
i.e.

if
you

had
your

prior
beliefs

•
U
se

μ
to
describe

the
prior

μ
(G
)
=
16
,μ
(M
)
=
12
,μ
(B
)
=
13

•
C
alculate

the
expected

utility
for
each

act

16
u
(H
(G
))
+
12
u
(H
(M
))
+
13
u
((H

(B
))

=
−
76

16
u
(A
(G
))
+
12
u
(A
(M
))
+
13
u
((A
(B
))

=
12

16
u
(L
(G
))
+
12
u
(L
(M
))
+
13
u
((L
(B
))

=
13

•
C
hoose

A
•
G
et
utility

12



T
he
V
alue

of
A
n
Inform

ation
Structure

•
W
hat

w
ould

you
choose

upon
receiving

signalR
?

•
D
epends

on
beliefs

conditionalon
receiving

that
signal

•
Luckily

w
e
can

calculate
this

using
B
ayes

R
ule

P
(G|R

)
=

P
(G
∩
R
)

P
(R
)

=
μ
(G
)π
(R|G

)

μ
(G
)π
(R|G

)
+

μ
(M
)π
(R|M

)
+

μ
(B
)π
(R|B

)

=
16

16
+

14
+
0
=
25

T
he
V
alue

of
A
n
Inform

ation
Structure

•
W
e
can

therefore
calculate

posterior
beliefs

conditionalon
signalR

P
(G|R

)
=

25
=

γ
R
(G
)

P
(M
|R
)
=

35
=

γ
R
(M
)

P
(B|R

)
=

0
=

γ
R
(B
)

•
A
nd
calculate

the
value

of
choosing

each
act

given
these

beliefs

25
u
(H
(G
))
+
35
u
(H
(M
))

=
235

25
u
(A
(G
))
+
35
u
(A
(M
))

=
125

25
u
(L
(G
))
+
35
u
(L
(M
))

=
25



T
he
V
alue

of
A
n
Inform

ation
Structure

•
If
received

signalR
,
w
ould

choose
H
and

receive
235

•
B
y
sim
ilar

process,
can

calculate
that

if
received

signalS

•
C
hoose

L
and

receive−
17

•
C
an
calculate

the
value

of
the

inform
ation

structure
as

P
(R
) 235

+
P
(S
) −
17
=

512
235
+
712 −

17
=

116

•
H
ow
m
uch

w
ould

you
pay

for
this

inform
ation

structure?

T
he
V
alue

of
A
n
Inform

ation
Structure

•
V
alue

of
this

inform
ation

structure
is
116

•
V
alue

of
being

uninform
ed
is
12

•
W
ould

prefer
this

inform
ation

structure
to
being

uninform
ed
if

cost
is
below

86

•
N
ote

that
the

value
of
an
inform

ation
structure

depends
on

the
acts

available

G
(π
,A
)
=

∑γ∈
Γ
(π
) P
(γ
)g
(γ
,A
)

g
(γ
,A
)
=

m
ax

a∈
A

∑ω∈
Ω

γ
(ω
)u
(a(ω

))

•
g
(γ
,A
)
value

of
receiving

signal
γ
if
available

actions
are

A

•
H
ighest

utility
achievable

given
the

resulting
posterior

beliefs



T
he
C
hoice

of
Inform

ation
Structure

•
W
hat

inform
ation

structure
w
ould

you
choose?

•
In
general,

m
ore

inform
ation

m
eans

better
choices,

and
higher

values

•
W
ithout

further
constraints,

w
ould

choose
to
be
fully

inform
ed

•
T
o
m
ake

the
problem

interesting
and

realistic,
need

to
introduce

a
cost

to
inform

ation
K

•
T
he
‘net

value’of
an
inform

ation
structure

π
in
choice

set
A
is

G
(π
,A
)−

K
(π
)

W
hat

is
the

cost
of
inform

ation?

•
W
hat

form
should

inform
ation

costs
K
take?

•
G
ood

question!

•
M
any

alternatives
have

been
considered

in
the

literature

•
N
orm

alSignals
•
A
llor

nothing
•
P
artitions

•
W
e
w
illfocus

on
‘Shannon

m
utualinform

ation’
(Sim

s
2003)

•
A
w
ay
of
m
easuring

how
m
uch

inform
ation

is
gained

by
using

an
inform

ation
structure



Shannon
E
ntropy

•
Shannon

E
ntropy

is
a
m
easure

of
how

m
uch

‘m
issing

inform
ation’

there
is
in
a
probability

distribution

•
In
other

w
ords

-
how

m
uch

w
e
do
not

know
,
or
how

m
uch

w
e

w
ould

learn
from

resolving
the

uncertainty

•
For

a
random

variable
X
that

takes
the

value
x
i
w
ith

probability
p
(x
i )
for
i
=
1...n,

defined
as

H
(X
)
=

E
(−
ln
(p
(x
i ))

=
−

∑i
p
(x
i )
ln
(p
i )Shannon

E
ntropy

•
C
an
think

of
it
as
how

m
uch

w
e
learn

from
result

of
experim

ent
•
i.e.

actually
determ

ining
w
hat

x
is



Justification
for
Shannon

E
ntropy

•
Say

w
e
w
ant

our
m
easure

of
inform

ation
to
have

the
follow

ing
features

•
D
epends

only
on
the

probability
distribution

•
H
(X
)
=
H
(p
)

Justification
for
Shannon

E
ntropy

•
Say

w
e
w
ant

our
m
easure

of
inform

ation
to
have

the
follow

ing
features

•
D
epends

only
on
the

probability
distribution

•
M
axim

ized
at
a
uniform

probability
distribution

•
m
axp∈

Δ
M
H
(p
)
=
H

1M
,
1M
,...,

1M



Justification
for
Shannon

E
ntropy

•
Say

w
e
w
ant

our
m
easure

of
inform

ation
to
have

the
follow

ing
features

•
D
epends

only
on
the

probability
distribution

•
M
axim

ized
at
a
uniform

probability
distribution

•
U
naff

ected
by
adding

zero
probability

state

•
H
({ p

1 ....p
M }
)
=
H
({ p

1 ....p
M
,0}
)

Justification
for
Shannon

E
ntropy

•
Say

w
e
w
ant

our
m
easure

of
inform

ation
to
have

the
follow

ing
features

•
D
epends

only
on
the

probability
distribution

•
M
axim

ized
at
a
uniform

probability
distribution

•
U
naff

ected
by
adding

zero
probability

state

•
A
dditive

•
H
(X
,Y
)
=
H
(X
)
+

∑
x
P
(x
)H
(Y|x

)



Justification
for
Shannon

E
ntropy

•
Say

w
e
w
ant

our
m
easure

of
inform

ation
to
have

the
follow

ing
features

•
D
epends

only
on
the

probability
distribution

•
M
axim

ized
at
a
uniform

probability
distribution

•
U
naff

ected
by
adding

zero
probability

state
•
A
dditive

•
T
hen

it
m
ust

be
of
the

form
(K
hinchin

1957)

H
(X
)
=
−

λ∑i
p
(x
i )
ln
(p
i )

E
ntropy

and
Inform

ation
C
osts

•
R
elated

to
the

notion
of
entropy

is
the

notion
of
M
utual

Inform
ation

I (X
,Y
)
=

∑x
∑y
p
(x
,y
)
log

p
(x
,y
)

p
(x
)p
(y
)

•
M
easure

of
how

m
uch

inform
ation

one
variable

tells
you

about
another

•
N
ote

that
I(X

,Y
)
=
0
if
X
and

Y
are

independent
•
C
an
be
rew
ritten

as

∑y
p
(y
)∑x

p
(x|y

)
ln
p
(x|y

)−
∑y
p
(x
)
ln
p
(x
)

=
H
(X
)−

∑y
P
(y
)H
(X|y

)

•
T
he
expected

reduction
in
entropy

about
variable

x
from

observing
y



M
utualInform

ation
and

Inform
ation

C
osts

•
M
utualInform

ation
m
easures

the
expected

reduction
in

entropy
from

observing
a
signal

•
W
e
can

use
it
as
a
m
easure

of
inform

ation
costs

K
(π
,μ
)
=
−

λ
[
expected

entropy
of
signals

-
entropy

of
prior]

=
−

λ
∑γ∈
Γ
(π
) P
(γ
)

∑ω∈
Ω

γ
(ω
)
ln

γ
(ω
)−

∑ω∈
Ω

μ
(ω
)
ln

μ
(ω
)

•
C
an
be
justified

by
inform

ation
theory

•
C
onsider

a
signalw

hich
consists

of
a
sequence

of
n
ones

and
zeros

(an
inform

ation
channel)

•
A
n
inform

ation
structure

can
be
achieved

by
an
inform

ation
channelif

and
only

if
the

expected
decrease

in
the

entropy
is

less
than

the
am
ount

of
inform

ation
processed

•
P
roportionalto

n

W
orking

w
ith
R
ationalInattention

•
N
ow
w
e
have

defined
inform

ation
costs,

the
optim

ization
problem

is
w
elldefined

•
For

any
set

of
alternatives

A
,
choose

π
to
m
axim

ize

G
(π
,A
)−

K
(π
)

•
W
hat

does
this

tellus
about

behavior?



A
Sim

ple
E
xam

ple

•
C
onsider

the
case

of
tw
o
state

and
tw
o
acts

ω
1

ω
2

a
U
(a(ω

1 ))
U
(a(ω

2 ))
b

U
(b
(ω

1 ))
U
(b
(ω

2 ))

•
It
is
easy

to
show

that
decision

m
aker

w
illnever

choose
m
ore

than
2
signals

•
W
hy?

•
A
ssum

e
μ
(1)

=
μ
(2)

=
0.5

•
A
ssum

e
that

they
do
choose

tw
o
signals

•
γ
a,
after

w
hich

a
is
chosen

•
γ
b,
after

w
hich

b
is
chosenSolving

for
O
ptim

alB
ehavior

•
C
hoose
•
P
(γ
a):

P
robability

of
signal

γ
a

•
γ
a(ω

1 ):
P
osterior

probability
of
state

ω
1
follow

ing
γ
a

•
γ
b
(ω

1 ):
P
osterior

probability
of
state

ω
1
follow

ing
γ
b

•
T
o
m
axim

ize

P
(γ
a)
[ γ
a(ω

1 )u
(a(ω

1 ))
+
(1−

γ
a(ω

1 ))u
(a(ω

2 ))] +

( 1−
P
(γ
a))

γ
b(ω

1 )u
(b
(ω

1 ))
+
(1−

γ
b(ω

1 ))u
(b
(ω

2 ))

−
λ ⎡⎢⎢⎣

P
(γ
a)

γ
a(ω

1 )
ln

γ
a(ω

1 )+
(1−

γ
a(ω

1 ))
ln
(1−

γ
a(ω

1 ))

(1−
P
(γ
a))

γ
b(ω

1 )
ln

γ
b(ω

1 )
(1−

γ
b(ω

1 ))
ln
(1−

γ
b(ω

1 ))

⎤⎥⎥⎦
•
subject

toP
(γ
a)γ

a(ω
1 )
+
(1−

P
(γ
a))γ

b(ω
1 )
=

μ
(ω

1 )



Im
plies

•
Y
ou
w
illshow

γ
a(ω

1 )

γ
b(ω

1 )
=

exp
u
(a(ω

1 ))−
u
(b
(ω

1 ))

λ

γ
a(ω

2 )

γ
b(ω

2 )
=

exp
u
(a(ω

2 ))−
u
(b
(ω

2 ))

κ

•
R
atio

of
beliefs

in
each

states
depends

only
on
the

‘cost
of

m
istakes’

in
that

state

•
P
osterior

beliefs
do
not

depend
on
priors

Im
plies

•
W
e
can

use
these

form
ula

to
calculate

how
probability

of
correct

choice
changes

w
ith
rew
ard.

•
A
ssum

e
•
u
(a(ω

1 ))
=
u
(b
(ω

2 ))
=
c,
u
(a(ω

2 ))
=
u
(b
(ω

2 ))
=
0,

•
Im
ples

thatπ
(γ
a|ω

1 )
=

π
(γ
b(ω

2 ))
=

exp
cλ

1
+
exp

cλ



A
pplication:

P
rice

Setting
w
ith
R
ationally

Inattentive
C
onsum

ers

•
C
onsider

buying
a
car

•
T
he
price

of
the

car
is
easy

to
observe

•
B
ut
quality

is
diffi

cult
to
observe

•
H
ow
m
uch

eff
ort

do
consum

ers
put

into
finding

out
quality?

•
H
ow
does

this
aff
ect

the
prices

that
firm

s
charge?

A
pplication:

P
rice

Setting
w
ith
R
ationally

Inattentive
C
onsum

ers

•
M
odelthis

as
a
sim
ple

gam
e

1
Q
uality

of
the

car
can

be
either

high
or
low

2
Firm

decides
w
hat

price
to
set

depending
on
the

quality
3
C
onsum

er
observes

price,
then

decides
how

m
uch

inform
ation

to
gather

4
D
ecides

w
hether

or
not

to
buy

depending
on
their

resulting
signal

5
A
ssum

e
that

consum
er
w
ants

to
buy

low
quality

product
at

low
price,

but
not

at
high

price

•
K
ey
point:

prices
m
ay
convey

inform
ation

about
quality

•
A
nd
so
m
ay
eff
ect

how
m
uch

eff
ort

buyer
puts

into
determ

ining
quality



M
arket

Setting

•
O
nce

off
sales

encounter

•
O
ne
buyer,

one
seller,

one
product

M
arket

Setting

•
N
ature

determ
ines

quality
θ∈

{
θ
L ,θ

H }
•
P
rior

μ
=
P
r
( ω

H
)



M
arket

Setting

•
Seller

learns
quality,

sets
price

p∈
{ p
L ,p

H }

M
arket

Setting

•
B
uyer

learns
p,
form

s
interim

belief
μ
p
(probability

of
high

quality
given

price)

•
B
ased

on
prior

μ
(brand)

and
seller

strategies



M
arket

Setting

•
C
hoose

attention
strategy

contingent
on
price

π
H
,π

L

•
C
osts

based
on
Shannon

m
utualinform

ation

M
arket

Setting

•
N
ature

determ
ines

a
signal

•
P
osterior

belief
about

product
being

high
quality



M
arket

Setting

•
D
ecides

w
hether

to
buy

or
not

•
Just

a
unit

of
the

good

M
arket

Setting

•
Standard

utility
and

profit
functions

(risk
neutralE

U
)

•
u∈

R
+
is
outside

option,
K
∈

R
+
is
Shannon

cost



E
quilibrium

•
A
n
equilibrium

of
the

m
odelis

•
A
pricing

strategy
for
low

and
high

quality
firm

s
•
A
n
attention

strategy
for
the

consum
er
upon

seeing
low

and
high

prices
•
A
buying

strategy
for
the

consum
ers

•
Such

that

•
Firm

s
cannot

m
ake

any
m
ore

profit
by
changing

their
strategy

•
C
onsum

ers
cannot

increase
their

utility
by
changing

their
strategy

•
B
eliefs

are
correct

E
quilibrium

•
T
here

is
no
equilibrium

in
w
hich

low
quality

firm
charges

p
L

and
high

quality
firm

charges
p
H

•
W
hy?

•
If
this

w
ere

the
case,

the
consum

er
w
ould

be
com

pletely
inattentive

w
ith
probability

1
at
both

prices

•
P
rice

conveys
allinform

ation

•
Incentive

for
the

low
quality

firm
to
cheat

and
charge

the
high

price

•
W
ould

sellw
ith
probability

1



E
quilibrium

•
A
lw
ays

exists
“P
ooling

low
”
E
quilibrium

•
H
igh

quality
sellers

charge
a
low

price
w
ith
probability

1
•
Low

quality
sellers

charge
a
low

price
w
ith
probability

1
•
Strategic

ignorance:
B
uyers

never
attend,

strong
beliefs

•
H
ow
ever,

this
is
not

a
‘sensible’

equilibrium
:

•
P
erverse

beliefs
on
behalf

of
the

buyer:
•
H
igh

price
im
plies

low
quality

•
A
llow

ed
because

beliefs
never

tested
in
equilibrium

E
quilibrium

T
heorem
For

every
cost

λ
,
there

exists
an
equilibrium

(“m
im
ic
high”)

w
here

high
quality

sellers
price

high
w
ith
probability

1
and

low
quality

sellers
price

high
w
ith
a
unique

probability
η ∈

[ 0,1] .



E
xplaining

the
E
quilibrium

•
H
ow
do
rationally

inattentive
consum

ers
behave?

•
If
prices

are
low
,
do
not

pay
attention

•
If
prices

are
high,

choose
to
have

tw
o
signals

•
‘bad

signal’
-
w
ith
high

probability
good

is
of
low

quality
•
‘good

signal’
-
w
ith
high

probability
good

is
of
high

quality

•
B
uy
item

only
after

good
signal

E
xplaining

the
E
quilibrium

•
G
ive
rise

to
tw
o
posteriors

(prob
of
high

quality):

•
γ
0p
H
(bad

signal)
•

γ
1p
H
(good

signal)

•
W
e
show

ed
that

these
optim

alposterior
beliefs

are
determ

ined
by
the

relative
rew
ards

of
buying

and
not

buying
in
each

state

ln
γ
1p
H

γ
0p
H

=
( θ
H −

p
H
) −

u
λ

ln
1−

γ
1p
H

1−
γ
0p
H

=
( θ
L −

p
H
) −

u
λ



E
xplaining

the
E
quilibrium

•
Let

μ
p
H
(H
)
be
the

prior
probability

that
the

good
is
of
high

quality
given

that
it
is
of
high

price

•
Let

d
θ
L
p
H
be
the

probability
of
buying

a
good

if
it
is
actually

low
quality

if
the

price
is
high:

•
i.e

π
p
H
(γ
1p
H |θ

L
)

•
U
sing

B
ayes

rule,
w
e
(you!)

can
show

:

d
θ
L
p
H
=

1−
γ
1pH

γ
1pH −

γ
0pH

μ
p
H
(H
)−

γ
0p
H

1−
μ
p
H
(H
)

•
C
onditionaldem

and
is

•
Strictly

increasing
in
interim

beliefs
μ
p
H

•
So
strictly

decreasing
in
‘m
im
icking’

η

Firm
B
ehavior

•
W
hat

about
firm

behavior?

•
W
hen

η∈
( 0,1) ,

need
low

quality
seller

indiff
erence:

d
θ
L
p
H ×

p
H
=
p
L ⇒

d
θ
L
p
H
=
p
L

p
H



E
quilibrium

•
W
hat

is
the

unique
value

of
η
w
hen

η∈
( 0,1) ?

η
=

λ

1−
λ

1 −
γ
0p
H

1−
γ
1p
H

γ
0p
H
1−

γ
1p
H
+

p
L
p
H

γ
1p
H −

γ
0p
H

•
W
e
can

use
a
m
odelof

rationalinattention
to
solve

form

•
C
onsum

er
dem

and
•
Firm

pricing
strategies

•
C
an
use

the
m
odelto

m
ake

predictions
about

how
these

change
w
ith
param

eters
of
the

m
odel

•
E
.g
as

κ→
0,

η→
0

O
ther

A
pplications

•
C
onsum

ption
and

Savings
[Sim

s
2003]

•
Standard

perm
anent

incom
e
hypothesis:

consum
ption

responds
im
m
ediately

and
fully

to
changes

in
incom

e
•
R
ationalInattention:

consum
ption

responses
occur

gradually
over

tim
e

•
Fits

stylized
facts

in
the

m
acro

literature

•
D
iscrete

P
ricing

[M
atejka

2010]
•
Standard

m
odel:

Firm
s
prices

should
respond

continuously
to

cost
shocks

•
R
ationalInattention:

Firm
s
w
ill‘jum

p’
betw

een
a
sm
all

num
ber

of
discrete

prices
•
In
line

w
ith
observed

date

•
H
om
e
B
ias
[V
an
N
ieuw

erburgh
and

V
eldkam

p
2009]

•
Standard

m
odel:

investors
should

diversify
portfolio

internationally
•
R
ationalInattention:

investors
should

specialize
in
assets

they
know

m
ore

about
•
Leads

to
‘H
om
e
B
ias’

in
investm

ent



Sum
m
ary

•
R
ationalInattention

provides
a
w
ay
of
m
odelling

how
people

choose
to
learn

about
the

state
of
the

w
orld

•
A
pplicable

in
cases

in
w
hich

satisficing
is
not

appropriate

•
A
ssum

es
people

choose
inform

ation
to
m
axim

ize
value

net
of

costs

•
V
alue

depends
on
the

choices
to
be
m
ade

•
C
osts

generally
based

on
Shannon

E
ntropy

•
W
e
can

m
ake

predictions
about

learning
and

choice
based

on
the

rew
ards

available
in
the

environm
ent

•
C
an
be
used

to
address

a
num

ber
of
‘puzzles’


