IEOR E4602: Quantitative Risk Management (Spring 2016)
Columbia University
Instructor: Martin Haugh
Assignment 4: Due Monday 215 March 2016

Question 1

Consider the model setup in Section 5.2 of the An Introduction to Copulas lecture notes
where we assumed that the pairwise correlations were identical, that recovery rates were
identical and that there was a single factor, M. We defined p™(I,¢|M) to be the (risk-
neutral) probability of [ defaults before time ¢ in a portfolio of N names conditional on M.
We also assumed that Fj(¢|M), the risk-neutral probability that the i name defaults before
time ¢ conditional on M, is known for i =1,...  N.

(a) Assuming p*(l,¢|M) is known for [ = 0, ..., k, describe how you would compute p**1 (1, | M)
forl=0,....,k+ 1.

(b) Now write a program using your answer to part (a) to compute p™(I,t|M) for | =
1,..., N. Your code should begin with k£ = 0 and iterate until k = N.

Question 2

It is important that risk managers be able to stress correlation matrices as many securities
have significant exposure to correlation. Can you create a simple method for stressing a
correlation matrix “up” or “down” where the stress is a function of just a single parameter?
Note that your stressed matrix must also be a correlation matrix. Describe how you would
use your method to estimate the correlation sensitivity of a derivative instrument.

Note that these correlation stresses can also be applied to Gaussian or ¢ copula models (which
we will study later) with arbitrary marginal distributions. (This question is looking for an
alternative method to the one from the second assignment that was based on the spectral or
eigen decomposition of a correlation matrix.)

Question 3

Let o(-) be a risk measure on some convex cone, M, that satisfies the subadditivity and
positive homogeneity axioms. Show that the monotonicity axiom is then equivalent to the
requirement that o(L) < 0 for all L <0.

Question 4
Referring to Example 1 of the Risk Measures, Risk Aggregation and Capital Allocation lecture
notes, show that the 99% VaR for X + Y is indeed 9.8 as stated.

Question 5
Read carefully the New York Times article at
http://www.nytimes.com/2009/01/04/magazine/04risk-t.html.


http://www.nytimes.com/2009/01/04/magazine/04risk-t.html

Be sure to relate the various aspects of the story to what you've learned so far about risk
management.

Question 6

Write a piece of software to compute the VaR, contributions of each security in a given
portfolio of n securities. You may assume that the loss vector, L = (L4, ..., L,), satisfies
L ~ MN,,(0,X) so that the contributions can also be calculated analytically. You should
compute the analytic contributions as well as estimate the contributions using the Monte-
Carlo approaches outlined in Section 3.1 of the Risk Measures, Risk Aggregation and Capital
Allocation lecture notes. Finally, create a vertical bar chart as in Figure 1 of Section 3.1.
(Please provide a printed copy of your code with your assignment submission.)



