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ABSTRACT—This note implements two research designs that attempt to isolate the effect of class size on achievement. A first strategy focuses on variation in class size in rural schools with fewer than 30 students, and hence only one classroom, per grade. Second, an approach similar to Angrist and Lavy’s exploits regulations that allow schools with more than 30 students in a given grade to obtain an additional teacher. Both designs suggest class size negatively affects test scores.

I. Introduction

A large body of research suggests that class size has only small effects on educational outcomes. Nonetheless, economists have generally suspected that it may matter in certain contexts, and with nonlinear effects that are hard to isolate empirically. For example, Lazear (2001) presents a model in which a causal negative effect of class size on achievement is obscured as schools assign more disruptive students to smaller classes. More generally, if class size is endogenously determined, cross-sectional variation may yield biased estimates of its effects.

Angrist and Lavy (1999) highlight a particular way in which such bias can arise. Namely, class size is often positively related to enrollment, which may in turn be correlated with socioeconomic status (SES) and achievement. These channels seem to be empirically relevant: Lavy (1995) finds them in Israel, and points out that the Coleman (1966) report described a similar finding in the United States.

This paper illustrates that such correlations are also relevant in Bolivia, and presents two empirical strategies to identify the effects of class size. A first approach focuses on variation in class size in rural schools with fewer than 30 students, and hence only one classroom, per grade. This eliminates these schools’ ability to allocate weaker students to smaller classes. Additionally, they are likely to be in remote areas and enjoy a monopoly in educational supply, reducing the scope for parental choice. This may account for why—at least on observables—enrollment SES correlations are weak among these schools. In short, this strategy focuses on a situation where it is impossible to separate class size from enrollment, because they are in fact equal. Instead, it relies on the assumption that in this sample, enrollment-SES correlations may be less important.

Second, an approach similar to Angrist and Lavy’s (1999) exploits regulations that allow schools with more than 30 students in a given grade to obtain an additional teacher. This generates a discontinuity in the enrollment class-size relation, making it feasible to identify the latter’s effect using the resulting class size function as an instrumental variable. In short, this strategy accepts the presence of an enrollment-SES link, but identifies a situation where the effects of class size can potentially be separated from those of enrollment.

Both designs suggest larger classes result in lower test scores, with results that are consistent with specific nonlinearities in this effect.

II. Data

The data come from Bolivia’s Educational Quality Measurement System (SIMECAL), a testing program that samples private and public institutions. The schools and grades covered vary from year to year, so that the system does not provide panel data.

Table 1 describes the cross section used—that collected for the third grade in 1996. In addition to language and math scores, it includes data on students’ SES, their classrooms, and their teachers. Although there is information for higher grades, we focus on the third grade because enrollment rates are higher at earlier ages, and the endogeneity of attendance is therefore less relevant. Specifically, more than 93% and 100% of rural and urban children, respectively, eventually complete the third grade.

III. Empirical Challenges

Angrist and Lavy (1999) emphasize that if enrollment and class size are positively related, and enrollment is in turn positively correlated with SES, cross-sectional data might even suggest that raising class size improves achievement, as illustrated by simple comparisons of means in table 1. To see how this arises, suppose that the $j$th class in school $k$ has size

$$C_{jk} = \frac{E_j}{n_k}$$

where $E_j$ is enrollment, $n_k$ is the number of classes, and all variables are grade-specific.

The clearest association between enrollment and class size arises in sparsely populated rural areas, where schools often have only one class per grade. Figure 1 illustrates this by plotting class size against enrollment. For very small institutions, the two variables are identical, and a positive association remains over most ranges of enrollment.

The simplest way to see how enrollment SES correlations originate once again involves comparing small and large schools. Because the former are more often in rural and the latter in urban areas, welfare differences between these two (frequently observed in developing countries) will produce such correlations. For instance, table 2 explores the correlation between enrollment and SES in different samples, and shows, that children in larger schools
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Table 1.—Descriptive Statistics by Type of School

<table>
<thead>
<tr>
<th></th>
<th>Total (1)</th>
<th>Rural Public (2)</th>
<th>Urban Public (3)</th>
<th>Urban Private (4)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Test Scores</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean language score</td>
<td>49.8 (9.3)</td>
<td>47.2 (9.3)</td>
<td>49.8 (8.4)</td>
<td>58.2 (8.2)</td>
</tr>
<tr>
<td>Mean math score</td>
<td>53.2 (9.2)</td>
<td>50.9 (9.7)</td>
<td>53.2 (8.4)</td>
<td>60.8 (6.9)</td>
</tr>
<tr>
<td>Sample size*</td>
<td>10,018</td>
<td>3,594</td>
<td>5,285</td>
<td>1,139</td>
</tr>
<tr>
<td><strong>Class and Teacher Characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean third-grade class size</td>
<td>29.9 (9.9)</td>
<td>23.3 (8.4)</td>
<td>35.5 (6.4)</td>
<td>37.4 (9.8)</td>
</tr>
<tr>
<td>Mean third-grade enrollment</td>
<td>63.3 (44.1)</td>
<td>38.2 (27.4)</td>
<td>91.7 (39.0)</td>
<td>77.6 (59.6)</td>
</tr>
<tr>
<td>Mean number of third-grade classes</td>
<td>1.6</td>
<td>1.3</td>
<td>2.2</td>
<td>1.4</td>
</tr>
<tr>
<td>% of classrooms with a blackboard†</td>
<td>95.2</td>
<td>94.9</td>
<td>94.6</td>
<td>100.0</td>
</tr>
<tr>
<td>% of classrooms with textbooks‡</td>
<td>36.2</td>
<td>23.4</td>
<td>40.3</td>
<td>99.1</td>
</tr>
<tr>
<td>% of classrooms with libraries†</td>
<td>18.5</td>
<td>22.4</td>
<td>9.9</td>
<td>39.5</td>
</tr>
<tr>
<td>Mean age</td>
<td>40.0</td>
<td>38.1</td>
<td>41.7</td>
<td>45.1</td>
</tr>
<tr>
<td>% with Spanish as first language</td>
<td>80.0</td>
<td>74.5</td>
<td>85.5</td>
<td>89.2</td>
</tr>
<tr>
<td>% certified</td>
<td>79.3</td>
<td>74.1</td>
<td>82.5</td>
<td>97.6</td>
</tr>
<tr>
<td>% in top 2 (of 9) pay scale categories</td>
<td>21.1</td>
<td>14.0</td>
<td>25.5</td>
<td>46.4</td>
</tr>
<tr>
<td>% in bottom 2 (of 9) pay scale categories</td>
<td>34.9</td>
<td>51.0</td>
<td>19.3</td>
<td>4.4</td>
</tr>
<tr>
<td>Sample size*</td>
<td>608</td>
<td>310</td>
<td>252</td>
<td>46</td>
</tr>
<tr>
<td><strong>Student Characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean age</td>
<td>9.2</td>
<td>9.5</td>
<td>9.1</td>
<td>8.7</td>
</tr>
<tr>
<td>% with Spanish as first language</td>
<td>75.0</td>
<td>60.2</td>
<td>81.2</td>
<td>93.3</td>
</tr>
<tr>
<td>% who work at least occasionally</td>
<td>67.9</td>
<td>84.1</td>
<td>62.9</td>
<td>40.2</td>
</tr>
<tr>
<td>% whose mother finished at least grade school</td>
<td>87.3</td>
<td>78.6</td>
<td>90.6</td>
<td>99.5</td>
</tr>
<tr>
<td>% whose mother finished at least middle school</td>
<td>47.1</td>
<td>27.5</td>
<td>50.9</td>
<td>91.2</td>
</tr>
<tr>
<td>% whose mother finished at least high school</td>
<td>30.6</td>
<td>12.9</td>
<td>31.4</td>
<td>82.5</td>
</tr>
<tr>
<td>% whose mother has at least some higher education</td>
<td>14.0</td>
<td>4.8</td>
<td>11.7</td>
<td>53.9</td>
</tr>
<tr>
<td>% whose mother has a college degree</td>
<td>3.8</td>
<td>0.8</td>
<td>2.4</td>
<td>20.1</td>
</tr>
<tr>
<td>% whose house has a sewerage connection</td>
<td>30.7</td>
<td>9.6</td>
<td>35.8</td>
<td>74.1</td>
</tr>
<tr>
<td>% whose house has a phone line</td>
<td>17.5</td>
<td>2.7</td>
<td>15.9</td>
<td>71.6</td>
</tr>
<tr>
<td>Sample size*</td>
<td>10,018</td>
<td>3,594</td>
<td>5,285</td>
<td>1,139</td>
</tr>
</tbody>
</table>

Notes: Standard deviations are in parenthesis. *The sample size refers to the total number of observations in each category. Not all variables have valid data for that many observations. † The teacher indicates the classroom has these inputs. ‡ Computed using an indicator equal to 1 if the teacher responds that more than half of students in the class have their own textbooks.

Figure 1.—Enrollment and Class Size

Note: The figure uses class-level observations for the third grade. Class size is computed using equation (1).
are significantly less likely to work or have mothers with low levels of schooling.\textsuperscript{5}

IV. Empirical Strategies

To address these issues, this paper uses two identification strategies. As background, suppose that the test score of individual \(i\) in class \(j\) and school \(k\) is given by

\[
\text{T}_{ijk} = \alpha + \beta_j C_{jk} + X_{ijk}\beta_X + \mu_j + \eta_k + \epsilon_{ijk},
\]

where \(C_{jk}\) is class size, \(X_{ijk}\) is a vector of controls, and \(\mu_j\) and \(\eta_k\) allow for within-class and within-school correlations in scores.

A. Focusing on Small Towns

A first empirical strategy begins from the observation that the endogeneity of \(C_{jk}\) may be less of a concern among rural schools so small as to have one class per grade. Due to their size, these schools cannot seek additional instructors, or allocate students in a compensatory manner. They are more likely to be in small communities where the class size a child experiences is largely determined by her cohort’s size, and where parents can exercise little school choice. Among these institutions, therefore, enrollment-SES correlations might be less of a concern.

This is a significant assumption, because even in this sample, larger communities will tend to have larger cohorts, enrollments, and class sizes. One can study its validity as far as observables are concerned by returning to table 2. Column 1 shows that in the full sample there are significant correlations between enrollment and student, school, and teacher characteristics—in every case but one, these are significant at the 5\% level. Columns 2 and 3 restrict the sample to rural schools and to rural schools with fewer than 30 students, respectively. All correlations become weaker—by column 3, only two out of twelve are still significant.\textsuperscript{6}

Unfortunately, there is no way to verify that these schools are truly isolated, and one therefore cannot rule out the existence of children who live at the margin of two schools’ areas of influence, whose parents could send them to the one they perceived to be better.\textsuperscript{7}

Additionally, though parents could move in reaction to observed class sizes, that would typically be rather costly in this rural setting.

B. Teacher Allocation Patterns As an Instrumental Variable

A second design exploits the fact that schools with more than 30 students in a given grade can apply for another instructor. For now, assume one is always requested and granted, so that the number of classes in a school becomes a discontinuous function of its enrollment:

\[
n_{jk}^\text{n} = \frac{E_k}{\text{int}\left(E_k - 1\right) + 1}.
\]

With this, class size should fall discretely at enrollment intervals of 30 students.

The top segments of figure 2 show that in practice the actual does not always track the predicted class size (for reasons discussed later, figure 2 considers only rural schools). Rather, authorities wait until

\textsuperscript{5} Enrollment-SES correlations may also arise within urban areas, for instance, if wealthier or more motivated parents prefer certain schools.

\textsuperscript{6} One can also examine the fitted values of regressions of test scores on all the available observables. The relationship between this measure and enrollment is generally smooth and flat among rural schools. As expected, in the full sample there is a clear upward trend.

\textsuperscript{7} In general, this would tend to bias the estimated class size effect upward.
enrollments reach approximately 38 to assign new teachers. This may reflect resource constraints, but also illustrates that the teacher allocation mechanism reflects practice rather than a legally binding rule. At approximately 38 students, class sizes drop for most schools, creating a clear discontinuity. The fact that they do not immediately fall for all schools, however, yields a fuzzy discontinuity, making it impossible to rule out all biases.10 There is another drop at approximately 67 students (one generated by fewer observations), but beyond that the rule ceases to predict class size effectively.

Although equation (3) does not eliminate the relation between class size and enrollment, it does provide useful variation as long as SES is a smooth function of enrollment—an application of the regression discontinuity design introduced by Campbell (1969). Specifically, if the schools right above each peak in the class size function are similar to those right below, it is plausible that differences in their outcomes are caused by differences in class size.

To check whether this holds for observables, table 2 presents differences in means for several characteristics for schools within enrollment bands that include the first enrollment cutoff.11 These do not go in a single direction, and few are statistically significant, particularly within narrower bands.

In contrast, the bottom segments of figure 2 show that average test scores display an up-and-down behavior inverse to the class size function. In the first segment, covering enrollments up to approximately 38, there is a negative relation between test scores and class size. At almost the precise level where the rule first causes class sizes to fall discretely, test scores jump abruptly. Although their behavior between the two discontinuities is more erratic, scores jump again at enrollments (66–68 students) at which there is another discrete reduction in class size.

With this suggestive graphical evidence as background, below we use the predicted class size $C^*_k$ as an IV:

\[ C_i = \alpha_i + \gamma C^*_i + f(E_i) + \epsilon_i, \quad (4) \]

\[ T_{ijk} = \alpha + \beta_i \hat{C}_i + X_{ijk} \beta_k + g(E_i) + \mu_j + \gamma_k + \epsilon_{ijk}, \quad (5) \]

where $C_i$ stands for the predicted values from equation (4), and $f$ and $g$ are flexible functions of enrollment.12

Finally, figure 2 considers only rural schools because the teacher allocation rule does not bind in the urban area, where class sizes are substantially higher. Though no reasons for this asymmetry are immediately apparent, note that the existence of sparsely populated rural areas implies that authorities must be willing to tolerate lower class sizes there in order to achieve target enrollment ratios. Also, additional rural teachers are less costly because they are frequently less well trained.

### V. Results

Columns 1–4 in table 3 present the baseline OLS specifications for the full sample. The simplest bivariate regressions (1 and 3) suggest larger classes produce higher language and math scores, a result that is not surprising, given the previous discussion. When specifications 2 and 4 add a series of controls, the coefficient on class size becomes insignificant and approaches 0. Something similar happens in the rural sample (columns 5–8). In short, these baseline results are broadly consistent with the idea that class size does not matter.

10 See van der Klaauw (2002).
11 The table considers the first cutoff because it is the one with the most observations. Comparisons around the second cutoff yield similar conclusions.
12 If $f$ and $g$ have the same form, this reduces to two-stage least squares. See van der Klaauw, Hahn, and Todd (1999).
Columns 9–12 then implement the first empirical strategy, focusing on schools with enrollments less than or equal to 30, and hence only one third-grade class. The coefficients on class size are uniformly significant in this sample, and they are robust to the introduction of controls. It is relevant to note that if in this set of schools class size is indeed influenced by cohort size, these estimates may represent the cumulative effect of up to three years of small or large classes. This is also relevant, although perhaps less so, for the next research design.

To introduce this strategy, table 4 presents reduced-form regressions using the predicted class size as the key independent variable. In the first-stage regressions (columns 1 and 2), the coefficient on predicted class size is highly significant, and the $R^2$ always exceeds 0.5. Columns 3–6 present reduced forms for language and math. The coefficients are significant at least at the 10% level, and their magnitude is always greater than that observed in the OLS regressions. They are essentially unaffected by the addition of controls.

Table 5 presents the IV results. In the simplest specifications, the coefficients on class size are negative and significant. With controls, these become somewhat more negative. The addition of a cubic in enrollment renders them less significant, but leaves the point estimates essentially unchanged.

These effects are substantial in magnitude: a 1-standard-deviation reduction in class size (approximately eight students) raises scores by 0.25–0.3 standard deviations—sufficient to move a student from the 25th percentile to the median of the language score distribution. These effects might also be substantial in terms of the actual skills, like basic literacy, that they entail. Unfortunately, there is no outside evidence on what they might mean for outcomes such as dropping-out probabilities or earnings.

A further note is that combined with figure 2, these estimates suggest that the teacher allocation rule may be operating at a margin at which there are large returns to class size reductions. Note that

\begin{table}[h]
\centering
\begin{tabular}{lcccc}
\hline
& Language & Mathematics & Language & Mathematics \\
\hline
\textbf{Full Sample} & \textbf{Rural Schools} & \textbf{Rural Schools with Enrollments of 30 or Less} \\
\hline
(1) & (2) & (3) & (4) & (5) & (6) & (7) & (8) & (9) & (10) & (11) & (12) \\
\hline
0.09** & -0.01 & 0.07** & 0.01 & -0.10** & -0.09 & -0.12** & -0.06 & -0.22** & -0.23** & -0.19** & -0.19** \\
(0.04) & (0.03) & (0.03) & (0.03) & (0.06) & (0.08) & (0.05) & (0.07) & (0.10) & (0.10) & (0.09) & (0.10) \\
[0.09] & [-0.00] & [0.07] & [0.01] & [-0.09] & [-0.08] & [-0.10] & [0.05] & [-0.14] & [-0.14] & [-0.11] & [-0.11] \\
\hline
\end{tabular}
\caption{OLS Specifications: Class Size}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{lcccc}
\hline
& Class size & Language score & Math score \\
\hline
\textbf{Controls: student, teacher, and school characteristics} & \textbf{No} & \textbf{Yes} & \textbf{No} & \textbf{Yes} \\
\hline
\textbf{Number of students} & 3,594 & 3,594 & 3,594 & 3,594 \\
\textbf{Number of classes} & 298 & 298 & 298 & 298 \\
\hline
0.89*** & 0.65*** & -0.16*** & -0.19** & -0.18*** & -0.15* \\
(0.04) & (0.07) & (0.06) & (0.08) & (0.06) & (0.08) \\
[0.69] & [0.50] & [-0.11] & [-0.13] & [-0.12] & [-0.10] \\
\hline
\end{tabular}
\caption{Reduced-Form Regressions: Predicted Class Size}
\end{table}
whereas there is a decline in scores between enrollments of 10 and 31, the gradient becomes significantly steeper after ... whether regressions include all the variables in table 1 as controls.

Put differently, the IV procedure yields a local average treatment effect, or the average effect for the schools that are granted an additional teacher when their enrollment reaches the threshold; this effect could be larger than that observed for randomly selected schools. Note also that because not all schools receive a new teacher when their enrollment reaches the threshold level, one cannot rule out that schools likely to get the biggest return from an additional teacher are the ones actually granted one. Again, in this case the IV results would overestimate the returns to reducing class size at a random school (even one with an enrollment close to 38).

VI. Conclusion

The two research designs introduced in this paper suggest that larger class sizes have a negative effect on achievement. Further, they are consistent with a nonlinear effect: they are larger for the IV strategy, which emphasizes substantial class size reductions from high initial levels; and smaller for the first design, which emphasizes schools with smaller classes. However, it is also possible that part of the IV results originate in tracking that becomes feasible when schools get an extra teacher. If so, the returns to further increases in the number of instructors might be smaller, giving rise to a different type of nonlinearity. With the data used here, it is impossible to isolate to what extent tracking is responsible for the estimated effects, in part because few rural schools receive a third teacher. 20

Finally, in part because of such potential nonlinearities, these results must be interpreted with care. They cannot settle, for instance, whether across-the-board class size reductions would be worthwhile in Bolivia, let alone elsewhere. They also illustrate how difficult it is to rule out or confirm class size effects in a policy-relevant manner.

REFERENCES


Lavy, V., “Endogenous School Resources and Cognitive Achievement in Primary Schools in Israel,” Hebrew University, Falk Institute discussion paper no. 95.03 (1995).


Nonetheless, there is not much prima facie evidence of tracking—among schools with 45 or fewer students and two third-grade classes, there are few significant differences in scores or SES across classes.
FORECLOSING ON OPPORTUNITY: STATE LAWS AND MORTGAGE CREDIT

Karen M. Pence*

Abstract—Foreclosure laws govern the rights of borrowers and lenders when borrowers default on mortgages. In states with laws favoring the borrower, the supply of mortgage credit may decrease because lenders face higher costs. To examine the laws’ effects, I compare approved mortgage applications in census tracts that border each other but are located in different states. Using a regression-discontinuity design and semiparametric estimation methods, I find that loan sizes are 3% to 7% smaller in default-friendly states; this result suggests that default-friendly laws impose material costs on borrowers at the time of loan origination.

I. Introduction

State foreclosure laws balance the rights of lenders and borrowers when borrowers default on mortgages. Some states attempt to protect borrowers who have fallen upon hard times by providing extensive protections to defaulters. These protections, however, can impose substantial costs upon lenders. If lenders attempt to recoup these costs by increasing interest rates or requiring larger down payments, laws intended to protect homeowners in distress may impose costs on all borrowers.

In this paper, I examine the effect of foreclosure laws on the size of approved mortgage loans. This effect is, a priori, ambiguous because foreclosure laws may have offsetting effects on mortgage supply and demand. As mentioned above, the supply of mortgage credit may be lower in defaulter-friendly states because lenders experience higher costs. However, defaulter-friendly laws provide borrowers with wealth insurance against falling house prices. If borrowers value this insurance, mortgage demand may be higher.

Identifying the effect of foreclosure laws on the mortgage market is difficult because both the laws and the factors that affect the mortgage market vary by region. The northeastern and midwestern states, for example, are more likely to require the judicial foreclosure process examined in this paper. Factors that affect housing and mortgage supply and demand, such as weather, fertile soil, and proximity to amenities, also vary across the country, and real estate downturns generally affect some regions more than others. In a simple cross-section regression, then, a regional shock to a given housing market could be misinterpreted as an effect of foreclosure law. Although previous authors have established a connection between foreclosure laws and the supply of mortgage credit, no study has taken regional patterns into account.1

I address this identification problem by comparing approved mortgage applications in census tracts that border each other but are located in different states. Mortgages in these census tracts are subject to different laws, but because of their proximity may take on similar values for important unobserved variables. Analogous borders identification strategies were used by Holmes (1998) to estimate the effect of state right-to-work laws on the location of manufacturing, and by Black (1999) to explore the effect of school quality on house prices.

I implement the borders strategy with a fixed-effects model and a partial linear model. The fixed-effects model assumes that unobserved variables are constant across a given urban area. The partial linear model lets unobserved variables take on a different value for each census tract and requires only that these variables change smoothly over space. This semiparametric estimator fits within the regression discontinuity framework of Hahn, Todd, and Van der Klaauw (2001) and Porter (2002) and is a useful tool for estimating the effects of state policies while controlling flexibly for spatially varying unobserved factors. Taking account of these unobserved variables proves to be important for my results.

II. Judicial Foreclosure Requirement

In 21 states, lenders must go through the courts to foreclose on a property. This judicial foreclosure process takes 5 months longer on average than the nonjudicial alternative (Wood, 1997) and imposes more transaction costs. Several studies have verified that the judicial requirement can significantly raise lender foreclosure costs,2 perhaps by as much as 10% of the loan balance.3 From the borrower’s perspective, this requirement provides several months of free rent and protection against lender excesses.

3 Foreclosure costs come from three sources: time-dependent expenses such as maintenance, taxes, and foregone interest; transaction costs; and the loss on the sale of the property. The 5-month delay in judicial states implies that time-dependent expenses are higher by 5% of the loan balance (Wilson, 1995). I assume transaction costs are higher by 1% of the loan balance. At the foreclosure sale, houses in judicial states sell for 4% less (Pennington-Cross, 2003), presumably because of greater depreciation during the longer foreclosure period.