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Abstract

The theory of expected utility maximization (EUM) proposed by Bernoulli explains risk aversion as a consequence of diminishing marginal utility of wealth. However, observed choices between risky lotteries are difficult to reconcile with EUM: for example, in the laboratory, subjects’ responses on individual trials involve a random element, and cannot be predicted purely from the terms offered; and subjects often appear to be too risk averse with regard to small gambles (while still accepting sufficiently favorable large gambles) to be consistent with any utility-of-wealth function. We propose a unified explanation for both anomalies, similar to the explanation given for related phenomena in the case of perceptual judgments: they result from judgments based on imprecise (and noisy) mental representation of the decision situation. In this model, risk aversion is predicted without any need for a nonlinear utility-of-wealth function, and instead results from a sort of perceptual bias — but one that represents an optimal Bayesian decision, given the limitations of the mental representation of the situation. We propose a specific quantitative model of the mental representation of a simple lottery choice problem, based on other evidence regarding numerical cognition, and test its ability to explain the choice frequencies that we observe in a laboratory experiment.
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One of the most commonplace observations about economic life is that people often appear to be risk averse: they are unwilling to accept fair bets, and indeed pass up opportunities that would offer them a higher expected monetary reward for the sake of reduced uncertainty about the outcome. The standard explanation for such behavior, dating back to Bernoulli (1954 [originally 1738]), proposes that people do not choose so as to maximize their expected wealth, but instead to maximize expected utility, where utility is hypothesized to be a strictly concave (rather than linear) function of wealth. The consequences of this theory for choice under risk are now a staple element of undergraduate pedagogy, and the cornerstone of the modern theory of finance.

The theory of expected utility maximization (EUM), however, fails to account for a number of robust features of observed behavior, clearly documented by laboratory studies of choices between small monetary gambles.\(^1\) For one, EUM implies that choice should be a deterministic function of the monetary payoffs offered and their associated probabilities. In the laboratory, instead, choices appear to be random, in the sense that the same subject will not always make the same choice when offered the same set of simple gambles on different occasions (Hey and Orme, 1994; Hey, 1995, 2001). This was evident (though little remarked upon) already in Mosteller and Nogee (1951), one of the earliest experimental studies of the empirical support for EUM. Figure 1 (reproduced from their paper) plots the responses of one of their subjects to a series of questions of a particular type. In each case, the subject was offered a choice of the form: are you willing to pay five cents for a gamble that will pay an amount \(x\) with probability 1/2, and zero with probability 1/2? The figure shows the fraction of trials on which the subject accepted the gamble, in the case of each of several different values of \(x\). The authors used this curve to infer a value of \(x\) for which the subjects would be indifferent between accepting and rejecting the gamble, and then proposed to use this value of \(x\) to identify a point on the subject’s utility function.

The fact that the indifference point is at a value of \(x\) greater than 10 cents (the case of a fair bet) is taken by the authors to indicate a concave utility function. But in fact, no utility function is consistent with the data shown in the figure; for EUM implies that the probability of acceptance should be zero for all values of \(x\) below the indifference point, and one for all values above it. Instead one observes probabilistic choice for a range of values of \(x\), with the probability of acceptance increasing monotonically with \(x\). This randomness is often de-emphasized in discussions of the experimental evidence for particular types of preferences over risky gambles, by simply focusing on modal or median responses. Studies that model the randomness in individual responses (e.g., Loomes and Sugden, 1995; Ballinger and Wilcox, 1997; Holt and Laury, 2002; Loomes, 2005; Wilcox, 2008) typically treat the randomness as something that can be specified independently of a “core” deterministic model.

---

\(^1\)See Friedman et al. (2014) for a summary of known weaknesses of EUM and proposed generalizations of it.
of preference over lotteries (such as EUM), which is supposed to explain subjects’ risk attitudes. Here we propose instead that the randomness of responses may be intimately connected with apparent risk attitude.

A second problem, stressed by Rabin (2000), is that people are often much too averse to small bets for this to be consistent with EUM, under any reasonable utility function. For example, if we consider only the “indifference point” indicated in Figure 1, it implies that in the case of a gamble that pays off with probability $1/2$, the subject requires a possibility of gaining more than 5.5 cents to be willing to risk losing 5 cents. This would require a utility-of-wealth function $U(W)$ with the property that $U(W + 5.5) - U(W) < U(W) - U(W - 5)$, where $W$ is the subject’s existing wealth (in cents) at the time of considering the gamble. But a utility function with this property for all values of $W$ would be one that also implied that the subject should decline a bet offering a 50 percent chance of gaining unbounded wealth, if there were also a 50 percent chance of losing 84 cents — a highly implausible degree of risk aversion.  

We propose that both of these puzzles for the standard theory have a single explanation. Our proposed explanation relies on an analogy between judgments about the value of a risky prospect and perceptual judgments in various sensory domains. In fact, both of the phenomena just discussed are analogous to much-studied features of perceptual judgments. First, it has been extensively documented, since the classic work of Weber (1978 [originally 1834]), that judgments about the relative magnitudes of sensory stimuli are random, rather than perfectly consistent across repetitions using identical stimuli. It is common to plot the probability of a judgment that one stimulus is greater in magnitude (heavier, longer, brighter, etc.) than the other as a function of the true difference in their magnitudes, and obtain a continuously increasing function (called a “psychometric function”) rather than a step function, like the function shown in Figure 1. Indeed, it was doubtless due to familiarity with such figures in the literature on sensory perception that Mosteller and Nogee saw little need to remark on the stochasticity of their data, and found it natural to plot their data in the way that they did.  

Perceptual judgments are also subject to many well-documented systematic biases. For example, the orientations (degree of tilt) of tilted stimuli are not judged

---

2The calculations required to show this are explained in Rabin (2000), though not using these particular numerical values.

3We do not, of course, know how Mosteller and Nogee’s subject would behave when presented with larger bets, and there has been some dispute about whether people actually display the kind of paradoxical behavior discussed by Rabin (2000). See Cox et al. (2013) for examples of experiments in which subjects make choices with respect to both small and large bets that are inconsistent with EUM under any possible concave utility function.

4See, for example, Gabbiani and Cox (2010), chap. 25; Gescheider (1997), chap. 3; or Glimcher (2011), chap. 4.

5Note that the method used by Mosteller and Nogee to identify an indifference point for their subject corresponds to a standard way of defining a “point of subjective equality” between two different types of sensory stimuli using a psychometric function (see, e.g., Gescheider, 1997, p. 52).
AN EXPERIMENTAL MEASUREMENT OF UTILITY was determined (these are rounded values). These, and the arbitrarily defined points \( U(\infty) = \text{utiles} \) and \( U(-5S) = -\text{utiles} \) can be connected by straight-line segments to form the utility curve of a subject. In Figure 3, illustrations of the utility curves are given for a few subjects. For reasons of scale, we have shown values for only a few different utility positions. Logarithmic scales would be much more accurate, especially when the stimuli are blurry; not only are estimates of the angle of orientation variable from trial to trial, but they are not correct on average. Instead, orientations are perceived as being farther from vertical (if near-vertical) and farther from horizontal (if near-horizontal) than they truly are, an “oblique bias” that has been noted since Jastrow (1892). Such biases in average judgment can furthermore be attributed, at least in some cases, to the same source as the random variation in judgments: the fact that judgments must be based on an effect that the stimulus has on the subject’s nervous system, and that this effect is a random function of the objective properties of the stimulus. When judgments must be based on a subjective representation of the stimulus which involves random noise, then an optimal rule for forming such judgments (one that minimizes some measure of average distortion of the resulting judgments, subject to the constraint that the judgment can only be based on the subjective representation) will generally involve an average bias, as we explain further below. Hence the existence of the bias is actually adaptive, given unavoidable noise in the underlying sensory data on which judgments must be based.

We propose that risk aversion — at least, the kind of risk aversion that is observed in choices with regard to small gambles (as opposed to risks that would make a significant difference for one’s standard of living) — can be viewed as a bias of a similar...
According to our proposal, intuitive estimates of the value of risky prospects (not ones based on symbolic calculations) are based on mental representations of the magnitudes of the available monetary payoffs that are imprecise in roughly the same way that the representations of sensory magnitudes are imprecise, and in particular are similarly random, conditioning on the true payoffs. Intuitive valuations must be some function of these random mental representations. We explore the hypothesis that they are produced by a decision rule that is optimal, in the sense of maximizing the (objective) expected value of the decision maker’s expected wealth, subject to the constraint that the decision must be based on the random mental representation of the situation.

Under a particular model of the noisy coding of monetary payoffs, we show that this hypothesis will imply apparently risk-averse choices, in the sense that the expected net payoff of a bet will have to be strictly positive for indifference, in the sense that the subject accepts the bet exactly as often as she rejects it (as in Figure 1). Risk aversion in this sense is consistent with a decision rule that is actually optimal from standpoint of an objective (expected wealth maximization) that involves no “true risk aversion” at all; this bias is consistent with optimality in the same way that perceptual biases (such as the oblique bias in the perception of orientation) can be consistent with Bayesian inference from noisy sensory data. And not only can our theory explain apparent risk aversion without any appeal to diminishing marginal utility, but it can also explain why the “risk premium” required in order for a risky bet to be accepted over a certain payoff does not shrink to zero (in percentage terms) as the size of the bet is made small, contrary to the prediction of EUM.

Section 1 reviews some of the results from perceptual psychology and neuroscience that motivate our theoretical proposal, including evidence relating to the mental representation of numerical magnitudes. Section 2 presents an explicit model of choice between a simple risky gamble and a certain monetary payoff, of the kind that occurs in the experiment of Mosteller and Nogee, and derives predictions for both the randomness of choice and the degree of apparent risk aversion implied by an optimal decision rule. Section 3 describes a simple experiment in which we are able to test some of the specific quantitative predictions of this model. Section 4 discusses further implications of our theory of risk attitudes, and concludes.

---

6Our theory is thus similar to proposals in other contexts (such as Koszégi and Rabin, 2008) to interpret experimentally observed behavior in terms of mistakes on the part of decision makers — i.e., a failure to make the choices that would maximize their true preferences — rather than a reflection of some more complex type of preferences. More specifically, we follow Woodford (2012), Steiner and Stewart (2016), and Gabaix and Laibson (2017) in proposing that choice biases can reflect optimal Bayesian decision making on the basis of a noisy representation of the decision problem.
1 Noisy Coding and Biased Judgments

We begin by discussing the way in which even optimal judgments will almost inevitably be biased, when they must be based on a noisy mental representation of the decision maker’s current situation, and illustrate the application of this idea to explaining perceptual biases. We also review evidence as to the nature of mental representations of numerical magnitudes, in order to motivate a particular model of noisy coding of monetary payoffs.

1.1 Noisy Coding of Sensory Magnitudes

An important recent literature on the neuroscience of perception has argued that biases in perceptual judgments may actually reflect optimal decisions — in the sense of minimizing average error, according to some well-defined criterion, in a particular class of situations that are possible ex ante — given the constraint that the brain can only produce judgments based on the noisy information provided to it by sensory receptors and earlier stages of processing in the nervous system, rather on the basis of direct access to the true physical properties of external stimuli (e.g., Stocker and Simoncelli, 2006; Wei and Stocker, 2015). As an illustration, we briefly discuss a proposed explanation for the “oblique bias” in estimates of the orientation of visual stimuli, already mentioned in the introduction.

The fact that judgments of the orientation of visual stimuli are based on a noisy internal representation of this stimulus feature is indicated by a variety of types of evidence. First, judgments of orientation (both estimates of the orientation of a single stimulus, and comparative judgments of the relative orientation of two stimuli that are presented together) are random; a given subject will not give an identical response each time the same stimulus is presented. This has been thought, since the work of Fechner (1966 [originally 1860]), to reflect randomness in the effect of the physical stimulus on the subject’s nervous system. More recently, the celebrated work of Hubel and Wiesel (1959) on the way that differently oriented stimuli affect the production of electrical spikes by neurons in the V1 visual area of the cerebral cortex of the cat launched a large literature that has shown how the pattern of neural activity in this region encodes the orientation of a visual stimulus. What experiments show is that individual neurons produce spikes at a particular average rate per unit time, depending on the orientation of the stimulus. The representation of the stimulus orientation provided by the pattern of neural activity is however a random, rather than a deterministic function of the true orientation, as the spikes produced by each neuron over a given time interval are a random variable (roughly a Poisson variable, with a rate that depends on the orientation in a way summarized by the neuron’s “tuning curve”).

The degree of noise in this neural representation of orientation can furthermore account for the degree of randomness that is observed in orientation judgments. A
common measure of the accuracy of perceptual judgments is the “discrimination threshold” — the amount by which one stimulus must differ from another (e.g., the number of degrees by which the second must be tilted counterclockwise relative to the first) in order for a subject to correctly judge that the second magnitude is greater than the first (is in fact counterclockwise relative to the first) at least 75 percent of the time. The discrimination threshold should be larger the greater the degree of randomness in the internal representation of each of the stimuli. In the case of orientation, it is well-established both in humans and a number of other animals, that judgments of orientation are more accurate in the case of near-cardinal orientations (i.e., orientations that are nearly vertical or horizontal) than in the case of more oblique orientations; measured discrimination thresholds are about twice as large in the case of maximally oblique orientations as in the case of near-cardinal orientations.\(^7\)

This can be accounted for by differences in the degree of randomness of the neural representation of orientation in area V1 in the case of the different orientations that is implied by the degree of inhomogeneity in the number and in the precision of the tuning of the neurons that respond to orientations in different ranges.\(^8\)

This inhomogeneity in the degree of imprecision of the neural coding of stimulus orientation also makes it unsurprising that there should be systematic biases in judgments — because it is actually optimal for such judgments to be biased, given that they must be based on a noisy internal representation of the kind that can not only be shown to exist (by direct measurement of the neural activity associated with processing of particular stimuli) but that is needed in order to account for the degree of imprecision in judgments of orientation. A simple calculation (based on Wei and Stocker, 2015) can illustrate the connection.

Let the true stimulus magnitude be measured by a real number \(\theta\), and let the internal representation of the stimulus magnitude also be summarized by a single real number \(r\).\(^9\) Suppose furthermore that conditional on the value of \(\theta\), the internal representation is a random draw from a probability distribution

\[ r \sim N(F(\theta), \nu^2), \]

where \(F(\theta)\) is a smooth, monotonically increasing function that maps the real line onto itself, and the parameter \(\nu^2\) measures the degree of noise in the internal representation.

---

\(^7\)See Appelle (1972) for an early review, and Girshick et al. (2011) for a recent discussion.

\(^8\)See Girshick et al. (2011) and Ganguli (2012) for references on the neurophysiology of orientation perception, and for quantitative demonstrations that a theoretical model of discrimination based on noisy neural coding, parameterized to match the measured distribution of neural tuning curves, can account well for the degree of imprecision in judgments of orientation. A simple calculation (based on Wei and Stocker, 2015) can illustrate the connection.

\(^9\)Here for convenience we let the state \(\theta\) be a value on the real line, following the exposition by Wei and Stocker, even though orientation should really take values on a circle. Note that this allows us to use the mathematics of normal random variables in the discussion below, and also provides an introduction to the calculations needed below for our discussion of the coding of numerical information. Note also that it is not necessary for the conclusions reached below that the internal representation be summarized by a single number; Wei and Stocker offer a more general treatment, which is simplified here.
sentation. If we suppose that the magnitude of stimulus \( \theta_2 \) is perceived as greater than that of stimulus \( \theta_1 \) if and only if the corresponding internal representations satisfy \( r_2 > r_1 \), then the probability of such a judgment will be an increasing function of \( [F(\theta_2) - F(\theta_1)]/\nu \). Hence the discrimination threshold near a given magnitude will be inversely proportional to the rate of increase of \( F(\theta) \) near that value of \( \theta \). We can account for the facts cited above about the accuracy of orientation discrimination if we assume that \( f(\theta) \equiv F'(\theta) \) is a periodic, positive-valued function, with \( f(\theta + \pi/2) = f(\theta) \) for all \( \theta \), achieving its maximum for values of \( \theta \) near integral multiples of \( \pi/2 \) (cardinal orientations), and its minimum for values that are near odd multiples of \( \pi/4 \) (maximally oblique orientations).

Let us next consider the estimate of the stimulus magnitude that a subject should make, if it must be based on the internal representation \( r \). The mean squared error will be minimized if the estimate is given by the Bayesian posterior mean,\(^\text{10}\)

\[ \hat{\theta}(r) \equiv E[\theta|r], \]

computed using a prior distribution over values of \( \theta \). Girshick et al. (2011) show (by numerical analysis of the edges contained in a database of natural scenes) that horizontal and vertical orientations occur more often than do oblique orientations; in fact, they show that the frequency of occurrence of different orientations in the world is roughly inversely proportional to measured discrimination thresholds. We can therefore follow Wei and Stocker, and assume a prior for \( \theta \) with a density function given by \( f(\theta) \), the function used above to characterize the inhomogeneity in the discriminability of nearby orientations.\(^\text{11}\) This means that if we work in terms of the transformed state variable \( \tilde{\theta} \equiv F(\theta) \), the prior distribution for \( \tilde{\theta} \) is uniform.

In this case, the estimate implied by an internal representation \( r \) will be given by

\[ \hat{\theta}(r) = E[F^{-1}(r + \epsilon)], \]

where the expectation is over realizations of \( \epsilon \), an independent draw from the distribution \( N(0, \nu^2) \). It then follows that for any true magnitude \( \theta \), the mean estimate should be given by

\[ E[\hat{\theta}|\theta] = g(\theta) \equiv E[F^{-1}(F(\theta) + \bar{\epsilon})], \quad (1.1) \]

where \( \bar{\epsilon} \sim N(0, 2\nu^2) \).

An optimal estimate need not be unbiased: in general, (1.1) implies that \( E[\hat{\theta}|\theta] \neq \theta \).\(^\text{12}\) In particular, our assumptions above about \( f(\theta) \) imply that \( F^{-1}(\hat{\theta}) \) will have the smallest slope at values of \( \tilde{\theta} \) corresponding to cardinal orientations, and the greatest

\(^{10}\)Qualitatively similar biases, though not quantitatively identical, can be predicted under other assumptions about how a subject’s estimate is derived from the internal representation, as shown by Girshick et al. (2011).

\(^{11}\)If \( \theta \) takes values on the real line, this implies an improper prior. However, the posterior implied by any representation \( r \) remains well-defined.

\(^{12}\)Bayesian rationality requires that \( E[\hat{\theta}|\theta] = \hat{\theta} \), but not that \( E[\hat{\theta}|\theta] = \theta \).
slope at values corresponding to maximally oblique orientations. Thus for values of $\tilde{\theta}$ near some cardinal orientation $\theta^* \equiv F(\theta^*)$, $F^{-1}(\tilde{\theta})$ will have a decreasing slope (will be concave) for $\tilde{\theta} < \theta^*$, and will have an increasing slope (will be convex) for $\tilde{\theta} > \theta^*$. By Jensen’s inequality, (1.1) then implies that $E[\tilde{\theta}|\theta] < \theta$ for $\theta < \theta^*$, while $E[\tilde{\theta}|\theta] > \theta$ for $\theta > \theta^*$, at least in the case of a small enough noise variance $\nu^2$.

Estimates are thus predicted to be biased away from the cardinal orientations; a similar argument can be made near any of the maximally oblique orientations, to show that estimated orientations should be biased toward the maximally oblique orientations. Thus this theory predicts exactly the kind of “oblique bias” that had been noted since Jastrow (1892). Tomassini et al. (2010) and Wei and Stocker (2015) show that Bayesian models of this kind, calibrated to match the measured degree of inhomogeneity in the neural coding of orientation in area V1, can account quantitatively for the size of experimentally measured biases in estimates of orientation. This explanation implies that the existence of the biases is intimately bound up with the noise in the internal representation, which also results in randomness of estimates and discriminations. In fact, experiments also show, as the theory would predict, that when the randomness of the internal representation is increased (by presenting lower-contrast stimuli, so that the orientation is perceived less sharply), the size of the oblique bias increases (De Gardelle, 2010).

It should be clear that in a theory of this kind, the predicted biases in judgment depend crucially on the nature of the inhomogeneity in the precision with which magnitudes are mentally coded, over different ranges of value for the magnitude in question. (Equation (1.1) only predicts a biased estimate to the extent that $F(\theta)$ is non-linear, which is to say, to the extent that $f(\theta)$ is non-uniform.) Hence we must consider what it would be reasonable to assume about the imprecision in mental coding of the quantities that are relevant to economic decisions like the one faced by the subjects of Mosteller and Nogee (1951). In this regard, it will be useful to review what is known about imprecision in the mental representation of numbers.

### 1.2 Noisy Coding of Numerical Magnitudes

The relevance of these observations about perceptual judgments for economic decision making might be doubted. Some may suppose that the kind of imprecision in mental coding just discussed matters for the way in which we perceive our environment through our senses, but that an intellectual consideration of hypothetical choices is an entirely different kind of thinking. Moreover, it might seem that typical decisions about whether to accept gambles in a laboratory setting, such as the experiment of Mosteller and Nogee (1951), involve only numerical information that is presented to the subjects in an exact (symbolic) form, offering no obvious opportunity for imprecise perception. However, we have reason to believe that reasoning about numerical information often involves imprecise mental representations of a kind directly analogous to those involved in sensory perception.
Despite an inability to use symbols or language, both animals and human infants are able to perceive the number of items in a set, and to carry out simple calculations — for example, not only estimating whether one set has more items than another, but whether the sum of the numbers of items in two sets is greater than the number of items in some third set (Dehaene, 2011, chaps. 2 and 3). The same is true of Amazonian tribesmen whose language lacks words for numbers larger than five, and have no training in arithmetic calculations (Pica et al., 2004). It appears that they use a non-verbal system — a so-called “number sense” — which represents numbers analogically and approximately, rather than exactly, in a way that resembles the mental representation of sensory magnitudes (Dantzig, 2007; Dehaene, 2011). This same capacity appears also to be used by adults from cultures with complex number systems and formal training in arithmetic, under certain circumstances, such as when required to estimate numerical magnitude and undertake numerical reasoning on the basis of numerical information that is not presented symbolically.

For example, people are able to estimate the number of dots present in a visual display of a random cloud of dots, without counting them.\textsuperscript{13} The estimate given for any presented visual array is random, just as with estimates of sensory magnitudes such as length or orientation. And just as in the case of sensory magnitudes, the randomness in judgments can be attributed to randomness in the neural coding of numerosity, resulting from the width of the “tuning curves” of neurons that selectively respond to arrays with greater or smaller numbers of dots.\textsuperscript{14}

We can learn about how the degree of randomness of the mental representation of a number varies with its size from the frequency distribution of errors in estimation of numerosity. A well-established finding is that when subjects must estimate which of two numerosities is greater, or whether two arrays contain the same number of dots, the accuracy of their judgments is a function of the ratio of the two numbers (but independent of their absolute magnitudes) — a “Weber’s Law” for the discrimination of numerosity analogous to the one observed to hold in many sensory domains (Ross, 2003; Cantlon and Brannon, 2006; Nieder and Merten, 2007; Nieder, 2013). Moreover,\textsuperscript{15}

\textsuperscript{13}Of course, adults from numerate cultures are able to count large numbers of dots, one by one, when given sufficient time and willing to exert the effort. However, they may also form an estimate using the “number sense” that they share with infants and animals, when time is short or precision is not too important, in order to economize on cognitive effort. For example, when Dewan and Neligh (2017) allow their subjects to spend as long as they like before announcing their estimate of the number of dots present, they find that some subjects appear to switch their cognitive strategy depending on the monetary incentive for a correct answer — taking much more time and making many fewer errors (presumably by counting the individual dots) when the incentive exceeds a certain threshold, answering more quickly but with more errors (while still doing better than by pure guessing) when the incentive is lower.

\textsuperscript{14}The tuning curves of “number neurons” have been measured using single-cell recording techniques in the brains of both cats and macaques (Thompson et al., 1970; Nieder and Merten, 2007; Nieder and Dehaene, 2009). While similar methods cannot be used with humans, more indirect evidence suggests the existence of “number neurons” in the human brain as well (Piazza et al., 2004; Nieder, 2013).
when subjects must report an estimate of the number of dots in a visual array, the
standard deviation of the distribution of estimates grows in proportion to the mean
estimate, with both the mean and standard deviation being larger when the true
number is larger (Izard and Dehaene, 2008; Kramer et al., 2011); and similarly, when
subjects are required to produce a particular number of responses (without counting
them), the standard deviation of the number produced varies in proportion to the
target number (and to the mean number of responses produced) — the property of
“scalar variability” (Whalen et al., 1999; Cordes et al., 2001).

All of these observations are consistent with a theory according to which such non-
symbolic computations are based on a “semantic” mental representation of numbers
which is stochastic, and can be represented mathematically by a quantity that is
proportional to the logarithm of the numerical value that is being encoded, plus a
random error the variance of which is independent of the numerical value that is
encoded (van Oeffelen and Vos, 1982; Izard and Dehaene, 2008).\footnote{Buckley and
Gillman (1974) had earlier proposed a similar model to explain behavior in exper-
iments involving magnitude comparisons between numbers represented by Arabic numerals; these
related experiments are discussed below.}

Let the number \( n \) be represented by a real number \( r \) that is drawn from the distribution \( N(\log n, \nu^2) \),
where \( \nu^2 \) is a parameter independent of \( n \). Then the degree of overlap between
the distributions of possible subjective representations (which should determine the
frequency of errors in telling the two numbers apart) depends on the difference of
their logarithms, or equivalently on the ratio of the two numbers.

If an estimate of the number must be produced based on this subjective represen-
tation, and the estimate \( \hat{n} \) is a number whose logarithm is an affine function of \( r \),\footnote{We provide a justification for an estimation rule of this form below. Note that we abstract
from the requirement that the estimate be an integer, in order to simplify our calculations, which
should be regarded as only an approximation to the predictions of a more exact model of numerosity
estimation, like the ones presented by van Oeffelen and Vos (1982) and Izard and Dehaene (2008).}
then \( \hat{n} \) will be log-normally distributed; specifically, \( \log \hat{n} \) will have the distribution \( N(\hat{\mu}(n), \hat{\sigma}^2) \),
where \( \hat{\mu}(n) \) is an affine function of \( \log n \), and \( \hat{\sigma}^2 \) is independent of \( n \). It
thus follows that the estimate \( \hat{n} \) will be drawn from a distribution with mean and
standard deviation

\[
E[\hat{n}|n] = m(n) \equiv e^{\hat{\mu}(n)+(1/2)\hat{\sigma}^2}, \quad \text{SD}[\hat{n}|n] = m(n) \cdot \sqrt{e^{\hat{\sigma}^2} - 1}
\]

respectively. Hence the standard deviation is a positive multiple of the mean, and
the property of scalar variability is verified as well.

Human subjects’ estimates of numerosity are not only variable, but generally
biased as well (in the sense that \( m(n) \neq n \)). The mean estimate \( m(n) \) is often found
to be well fit (for numbers of dots greater than five\footnote{Authors beginning with Kaufman et al. (1949) have argued that in the case of visual arrays,
a distinct cognitive process, “subitizing,” is used to quickly apprehend the number of dots; this
process is faster, more accurate, and allows greater confidence than the method of estimation that
must be used for larger numbers of dots, which the model of logarithmic coding presented in the
text is intended to describe.}) by a concave power law; that
is,

\[ m(n) = An^\beta \]  

(1.2)

for some \( A > 0, 0 < \beta < 1 \) (Krueger, 1972, 1984; Indow and Ida, 1977). It follows that the number of dots is over-estimated, on average, in the case of small enough numbers of dots (no more than 10, in the studies of Kaufman et al. (1949) and Indow and Ida (1977); less than 25, in the studies reviewed by Krueger (1984); but all numbers less than 130 dots, in the study of Hollingsworth et al. (1991)), and instead under-estimated on average when the number of dots is larger.

The model of noisy logarithmic coding of numerosity also predicts this type of bias, under a simple hypothesis about how estimates are produced. Suppose that the estimate \( \hat{n} \) must be based on the mental representation \( r \) of the number of dots in a visual array. If we suppose further that the decision rule \( \hat{n}(r) \) is the one that minimizes the mean squared error of the estimate (that is, that minimizes \( E[(\hat{n} - n)^2] \)), given some prior distribution over the possible numbers of dots that might be presented, then it follows that the decision rule should be given by \( \hat{n}(r) = E[n|r] \). That is, the estimate \( \hat{n} \) should correspond to the posterior mean of the possible values for \( n \), where the posterior can be derived from the prior distribution and the likelihood function implied by the noisy logarithmic coding, using Bayes’ rule.\(^{18}\)

If the prior is also log-normal (\( \log n \sim N(\mu, \sigma^2) \)), then under the above model of noisy coding, the posterior distribution corresponding to any mental representation \( r \) is a log-normal distribution, \( \log n|r \sim N(\mu_{post}(r), \sigma^2_{post}) \), where

\[ \mu_{post}(r) \equiv (1 - \beta)\mu + \beta r, \quad \sigma^2_{post} \equiv (1 - \beta)\sigma^2, \]  

(1.3)

in which expressions

\[ \beta \equiv \frac{\sigma^2}{\sigma^2 + \nu^2}, \]  

(1.4)

so that \( 0 < \beta < 1 \). It then follows that the optimal (minimum-MSE) decision rule is given by

\[ \hat{n}(r) = E[n|r] = e^{\mu_{post}(r) + (1/2)\sigma^2_{post}}, \]

so that \( \log \hat{n}(r) \) is an affine function of \( r, \alpha + \beta r \), where

\[ \alpha \equiv (1 - \beta) \left[ \mu + \frac{1}{2} \sigma^2 \right] \]  

(1.5)

and \( \beta \) is defined in (1.4).

\(^{18}\)As in our discussion above of a Bayesian model of judgments of orientation, such a hypothesis does not imply that subjects in numerosity estimation experiments consciously calculate anything using Bayes’ rule; only that, in some way or another, their intuitive judgments have come to be calibrated so as to be optimal for a certain environment.
We thus obtain a quantitative model of magnitude estimation consistent with the property of scalar variability. Moreover, the predicted average estimate, conditional on the true number of dots presented, is given by

\[ m(n) = \mathbb{E}[\hat{n}(r)|n] = e^{\alpha + \beta \log n + (1/2)\beta^2\nu^2}, \]

which is a power law of the form (1.2), with

\[ A \equiv e^{\alpha + (1/2)\beta^2\nu^2} \]

and an exponent \( \beta \) given by (1.4). Thus the model can explain the observation of a power law, and both the over-estimation of small numerosities and the under-estimation of large ones.

More precise quantitative predictions are obtainable only with some independent source of evidence as to the appropriate parameterization of the prior. We shall not make a proposal about this, but note that the fact that the values of both \( A \) and \( \beta \) in (1.2) are predicted to depend on the prior provides a possible explanation for the differing findings of different studies with regard to the quantitative specification of the \( m(n) \) curve. Izard and Dehaene (2008) point out that the study of Hollingsworth et al. (1991), in which \( m(n) > n \) was found for much larger values of \( n \) than in the classic earlier studies, was also a study in which subjects were presented with a range of numerosities including larger values (arrays containing up to 650 dots), and suggest that “the estimation pattern seems to be influenced by the range of stimuli tested” (p. 1222).\(^{19}\)

This is exactly what our theory of optimal estimation based on a noisy mental representation would imply: if the prior to which the subject’s estimation rule is adapted is determined by the frequency with which different numbers of dots are presented in the experiment, then an experiment in which numbers are drawn from a log-normal distribution with a larger value of \( \mu \) (but the same value of \( \sigma \)) should result in a shift up of the \( m(n) \) curve (with \( \log m(n) \) increased for each \( n \) by an amount proportional to the increase in \( \mu \)), and a corresponding increase in the critical number at which the sign of the estimation bias changes. Our theory also predicts, for a given prior, that increased imprecision in mental coding (a larger value of \( \nu^2 \)) should result in a lower value of \( \beta \), and hence a more concave relationship between the true and estimated numerosities; and this is what Anobile et al. (2012) find when subjects’ cognitive load is increased, by requiring them to perform another perceptual classification task in addition to estimating the number of dots present.

\(^{19}\)This can be clearly seen in the results of Anobile et al. (2012) for numerosity estimation under conditions of increased cognitive load. These authors required subjects to report their estimate of the numerosity of a field of dots by moving a slider on a number line that ranged either from 1 to 10, from 1 to 30, or from 1 to 100, with corresponding variation in the range of numbers of dots presented under the three conditions; the number at which subjects switched from over-estimation to under-estimation progressively increased as the allowed scale of responses (and the range of numbers of dots actually presented) increased — see panel B of their Figure 3.
The evidence just summarized relates to estimation of the number of dots in a visual array, and other non-symbolic presentations of numerical information. It might be thought that even if a “number sense” analogous to the faculties used in sensory perception is used in such cases, this would have no obvious implication for the cognitive processes involved with numerical information is presented using number words and symbols, as in the classic experiments of Mosteller and Noge (1951), Kahneman and Tversky (1979), or the experiments described below. However, there is a significant body of evidence suggesting that a faculty that allows simple arithmetic judgments to be made on the basis of approximate, non-symbolic number representations is also used by numerate adults, even when answering certain kinds of questions using information that has been presented verbally or symbolically (Dehaene, 2011, chaps. 3, 5, 10).

For example, Moyer and Landauer (1967) presented subjects with two numerals, and required them to press one of two keys to indicate which numeral indicated the larger number. They found that both the fraction of incorrect responses and the time required to decide were decreasing functions of the numerical distance between the two numbers referred to by the numerals; these findings are analogous to the way that both error rates and response times vary with the magnitude difference between two sensory stimuli in experiments where a subject must determine which of two stimuli is greater in magnitude (the louder sound, the longer line, and so on). Moyer and Landauer conclude that “the displayed numerals are converted [by the mind] to analogue magnitudes, and a comparison is then made between those magnitudes in much the same way that comparisons are made between physical stimuli” (p. 1520).

Exact arithmetic calculations appear to use a distinct brain system (connected to language processing) from that used for approximate magnitudes. For example, Dehaene and Cohen (1991) report a patient with brain damage who was severely impaired at finding exact solutions to even the simplest problems (the patient judged 2+2=3 and 2+2=4 to be equally plausible), but who could nonetheless perform approximate calculations (and so could readily reject 2+2=9 as not plausible). Bilingual adults typically perform exact arithmetic calculations (including exact counting) only in one language (the one in which they were taught arithmetic); but Spelke and Tsivkin (2001) found that bilingual students were able to recall information about approximate numbers equally rapidly in either language (while being faster in their native language in the case of exact numerical information), suggesting that approximate quantitative information (even when presented verbally) is represented in some analog fashion, not tied to particular symbols.

Moreover, there is evidence that the mental representation of numerical information used for approximate calculations involves the same kind of logarithmic compression as in the case of non-symbolic numerical information, even when the numerical magnitudes have originally been presented symbolically. Moyer and Landauer (1967), Buckley and Gillman (1974), and Banks et al. (1976) find that the reaction time required to judge which of two numbers (presented as numerals) is larger varies with
the distance between the numbers on a compressed, nonlinear scale — a logarithmic scale, as assumed in the model of the coding of numerosity sketched above, or something similar — rather than the linear (arithmetic) distance between them. In an even more telling example, Dehaene and Marques (2002) showed that in a task where people had to estimate the prices of products, the estimates produced exhibited the property of scalar variability, just as with estimates of the numerosity of a visual display, even though both the original information people had received about prices and the responses they produced involved symbolic representations.

Our hypothesis is that when people make judgments about whether a risky prospect (offering either of two possible monetary amounts as the outcome) is worth more or less than another monetary amount (that could be obtained with certainty), they use the same mental faculty as is involved in judging whether the sum of two numbers is greater or less than some other number. If this is approached as an approximate judgment rather than an exact calculation (as will often be the case, even with numerate subjects), such a judgment is made on the basis of mental representations of the monetary amounts that are approximate and analog, rather than exact and symbolic; and these representations involve a random location of the amount on a logarithmically compressed “mental number line.” We shall show that the fact the judgment must be based on imprecise representations of this kind can account for both the randomness of the choices made by experimental subjects, and the fact that they appear to be surprisingly risk averse even when offered very small gambles.

20 Buckley and Gillman (1974) develop an extension of the model of noisy logarithmic coding of numerical magnitudes sketched above that explicitly models the dynamic process of comparison between two magnitudes, and show that the model predicts not only that the frequency of correct ranking should depend on the ratio of the two numbers (as discussed above) but that the mean time required to decide should depend on this ratio as well, as they find in their experiment. (See also Dehaene, 2008, for a related model.) The dynamic version of the model is not needed for our purposes here.

21 This example is of particular relevance for our purposes, as it involves the mental representation of monetary amounts.

22 Note that we do not assume that all decisions involving money are made in this way. If someone is asked to choose between $20 and $22, either of which can be obtained with certainty, we do not expect that they will sometimes choose the $20, because of noise in their subjective sense of the size of these two magnitudes. The question whether $20 is greater or smaller than $22 can instead be answered reliably (by anyone who remembers how to count) using exact knowledge about symbolic quantities.

23 Schley and Peters (2014) also propose that a compressive nonlinear mapping of symbolically presented numbers into mental magnitudes can give rise to additional risk aversion, alongside the risk aversion that can be attributed to diminishing marginal utility; but as we discuss in section 4.2 below, their theory differs in important respects from the one that we propose here.
2 A Model of Noisy Coding and Risky Choice

We now consider the implications of the model of noisy mental representation of numerical magnitudes sketched above for choices between simple lotteries, of the kind that subjects are presented with in experiments like that of Mosteller and Nogee (1951). We assume a situation in which a subject is presented with a choice between two options: receiving a monetary amount $C > 0$ with certainty, or receiving the outcome of a lottery, in which she will have a probability $0 < p < 1$ of receiving a monetary amount $X > 0$. We wish to consider how decisions should be made if they must be based on imprecise mental representations of the quantities $X$ and $C$ rather than their exact values.

In line with the evidence discussed in the previous section regarding the mental representation of numerical magnitudes, we assume that the quantities $X$ and $C$ have mental representations $r_x$ and $r_c$ respectively, each a random draw from a probability distribution of possible representations, with distributions

$$r_x \sim N(\log X, \nu^2), \quad r_c \sim N(\log C, \nu^2). \quad (2.1)$$

Here $\nu^2 > 0$ is a parameter that measures the degree of imprecision of the mental representation of such quantities (assumed to be the same regardless of the monetary amount that is represented); we further assume that $r_x$ and $r_c$ are distributed independently of one another. We wish to consider possible decision rules that specify whether the subject should choose the risky lottery or the certain payment, on the basis of the mental representations $r_x$ and $r_c$ specifying the available options on the particular occasion. We treat the parameter $p$ as known (it does not vary across trials in the experiment described below), so that the decision rule can (and indeed should) depend on this parameter as well.\(^{24}\)

In order to determine an optimal decision rule, it is necessary to specify what is to be optimized. We assume an objective of maximizing the mathematical expectation of the subject’s wealth; thus there is assumed to be no true risk aversion (resulting from diminishing marginal utility of additional wealth, as proposed by Bernoulli), at least in the case of modest gambles of the size with which we are concerned. This assumption has the advantage of allowing us to show that apparently risk averse choices can be justified even in the absence of diminishing marginal utility. It also allows us to make much sharper quantitative predictions: there are no free parameters associated with the specification of a nonlinear utility function, and the predicted probability of choosing the risky lottery is independent of contextual variables such as the subject’s existing wealth or other sources of income risk in the subject’s life.

\(^{24}\)We leave the implications of imprecise mental representation of probabilities for future work. An assumption that $p$ also has a noisy mental representation, and that the decision rule can be based only on that representation, would affect the precise formulas describing both the bias and randomness associated with an optimal decision rule; but it would not change our conclusion that an optimal rule implies both bias and randomness, nor would it lessen the importance of the consequences (for both bias and randomness) of the logarithmic coding of monetary payoffs treated here.
In order to determine the optimal decision in the case of a pair of mental representations \( r = (r_x, r_c) \), it is also necessary to specify the set of possible decision situations in which those representations can have arisen. Note that our theory is not one in which the mental representation \( r_x \) of some amount of money represents a particular belief about the amount of money in question — the representation should not be thought of as a “mental picture” of a pile of coins, which the subject regards as a literal depiction of the truth, even if it is not — and so we cannot settle the question of what the decision should be by asking what it would be right to decide if the amounts of money offered were the ones depicted in the subject’s mind. These representations are simply mental states (patterns of neural activation), on which the decision may depend; and the answer to what decision will best serve the objective of maximizing expected wealth depends not on what the representations “say” but on what possible objective situations they may have arisen in.

This in turn depends not only on the specification (2.1) of the noisy coding, conditional on the true magnitudes, but also on the relative ex ante likelihood of different possible decision situations, which we specify by a prior probability distribution over possible values of \((X, C)\). We can then consider the optimal decision rule from the standpoint of Bayesian decision theory. It is easily seen that the subject’s expected wealth is maximized by a rule under which the risky lottery is chosen if and only if

\[
p \cdot E[X | r] > E[C | r],
\]

which is to say if and only if the expected payoff from the risky lottery exceeds the expected value of the certain payoff \( C \). Here \( E[\cdot] \) indicates an expectation under the joint distribution for \( X, C \), and \( r \) implied by the prior probability distribution over decision situations and the conditional probabilities (2.1) for different possible mental representations.

The implications of our logarithmic model of noisy coding are simplest to calculate if (as in the previous section) we assume a log-normal prior distribution for possible monetary quantities. To reduce the number of free parameters in our model, we assume that under the prior \( X \) and \( C \) are assumed to be independently distributed, and furthermore that the prior distributions for both \( X \) and \( C \) are the same (some ex ante distribution for possible payments that one may be offered in a laboratory experiment). It is then necessary only to specify the parameters of this common prior:

\[
\log X, \log C \sim N(\mu, \sigma^2)
\]

where \( \sigma^2 > 0 \). Under the assumption of a common prior for both quantities, the common prior mean \( \mu \) does not affect our quantitative predictions about choice behavior;

---

Note that while the payoff \( C \) is certain, rather than random, once one knows the decision situation (which specifies the value of \( C \)), it is a random variable ex ante (assuming that many different possible values of \( C \) might be offered), and continues to be random even conditioning on a subjective representation of the current decision situation, assuming that mental representations are noisy as assumed here.
the value of $\sigma^2$ does instead matter, as this influences the ex ante likelihood of $X$ being sufficiently large relative to $C$ for the gamble to be worth taking. The model thus has two free parameters, to be estimated from subjects’ behavior: $\sigma^2$, indicating the degree of ex ante uncertainty about what the payoffs might be, and $\nu^2$, indicating the degree of imprecision in the mental coding of information that is presented about those payoffs on a particular trial.

2.1 Predicted Frequency of Acceptance of a Gamble

Under this assumption about the prior, the posterior distributions for both $X$ and $C$ are log-normal, as in the model of numerosity estimation in the previous section. The posterior distribution for $X$ is given by

$$\log X|\mathbf{r} = \log X|r_x \sim N(\mu_{post}(r_x), \sigma^2_{post}),$$

where the function $\mu_{post}(r)$ and the value of $\sigma^2_{post}$ are again the ones defined in (1.3), with the sensitivity factor $\beta$ again defined by (1.4). Similarly, the posterior distribution for $C$ is given by

$$\log C|\mathbf{r} = \log X|r_c \sim N(\mu_{post}(r_c), \sigma^2_{post}),$$

using the same definitions. It follows that the posterior means of these variables are given by

$$E[X|\mathbf{r}] = e^{\alpha + \beta r_x}, \quad E[C|\mathbf{r}] = e^{\alpha + \beta r_c},$$

with $\alpha$ again defined by (1.5).

Taking the logarithm of both sides of (2.2), we see that this condition will be satisfied if and only if

$$\log p + \beta r_x > \beta r_c,$$

which is to say, if and only if the mental representation of the decision situation satisfies

$$r_x - r_c > \beta^{-1} \log p^{-1}.$$

Under our hypothesis about the mental coding, $r_x$ and $r_c$ are independently distributed normal random variables (conditional on the true decision situation), so that

$$r_x - r_c \sim N(\log X/C, 2\nu^2).$$

It follows that the probability of (2.4) holding, and the risky gamble being chosen, is given by

$$\text{Prob}[\text{accept risky}|X, C] = \Phi \left( \frac{\log X/C - \beta^{-1} \log p^{-1}}{\sqrt{2\nu}} \right),$$

where $\Phi(z)$ is the cumulative distribution function of a standard normal random variable.
Figure 2: Theoretically predicted probability of acceptance of a simple gamble, as a function of \( X/C \). Circles show the data from Figure 1, in which \( C = 5 \) cents.

Equation (2.5) is the behavioral prediction of our model. It implies that choice in a problem of this kind should be stochastic, as observed by Mosteller and Nogee (1951). Furthermore, it implies that across a set of gambles in which the values of \( p \) and \( C \) are the same in each case, but the value of \( X \) varies, the probability of acceptance should be a continuously increasing function of \( X \), as shown in Figure 1. Figure 2 gives an example of what this curve is predicted to be like, in the case that \( \sigma = 0.25 \) and \( \nu = 0.08 \). Note that these values allow a reasonably close fit to the choice frequencies plotted in the figure from Mosteller and Nogee.

Moreover, the parameter values required to fit the data are fairly reasonable ones. The value \( \nu = 0.08 \) for the so-called “Weber fraction” is only half as large as the value of 0.17 in the logarithmic coding model that best fits human performance in comparisons of the numerosity of different fields of dots (Dehaene, 2008, p. 540); on the other hand, Dehaene (2008, p. 552) argues that one should expect the Weber fraction to be smaller in the case of numerical information that is presented symbolically (as in the experiment of Mosteller and Nogee) rather than non-symbolically (as in the numerosity comparison experiments). Hence this value of \( \nu \) is not an implausible degree of noise to assume in the mental representations of numerical magnitudes used in approximate calculations.\(^{26}\)

\(^{26}\)In the experiment reported below, our subjects’ choices are best fit by values of \( \nu \) larger than
The value of $\sigma$ for the degree of dispersion of the prior over possible monetary rewards implies that if under the prior, the median value of $X$ was expected to be 10 cents in the experiment, then the subject should have expected $X$ to fall within a range between 6 cents and 16 cents 95 percent of the time — and this is more or less the range of values offered to the subject, as shown in Figure 1. Hence a prior with this degree of uncertainty would be fairly well calibrated to the subject’s actual situation.

2.2 Explaining the Rabin Paradox

Our model explains not only the randomness of the subject’s choices, but also his apparent risk aversion, in the sense that the indifference point (a value of $X$ around 10.7 cents in Figure 1) corresponds to a gamble that is better than a fair bet. This is a general prediction of the model, since the indifference point is predicted to be at $X/C = (1/p)^{\beta-1} > 1/p$, where the latter quantity would correspond to a fair bet. The model predicts risk neutrality (indifference when $X/C = 1/p$) only in the case that $\beta = 1$, which according to (1.4) can occur only in the limiting cases in which $\nu = 0$ (perfect precision of the mental representation of numerical magnitudes), or $\sigma$ is unboundedly large (radical uncertainty about the value of the payoff that may be offered, which is unlikely in most contexts).

The model furthermore explains the Rabin (2000) paradox: the fact that the compensation required for risk does not become negligible in the case of small bets. According to EUM, the value of $X$ required for indifference in a decision problem of the kind considered above should be implicitly defined by the equation

$$pU(W_0 + X) + (1 - p)U(W_0) = U(W_0 + C), \quad (2.6)$$

where $U(W)$ is the utility associated with wealth $W$ after the outcome of the gamble, and $W_0$ is the subject’s wealth before being offered the two choices. For any increasing, twice continuously differentiable utility function $U(W)$ with $U'' < 0$, if $0 < p < 1$, condition (2.6) implicitly defines a solution $X(C; p)$ with the property that $pX(C; p)/C > 1$ for all $C > 0$, implying risk aversion. However, this solution is such that for small $C$,

$$\frac{pX(C; p)}{C} = 1 + \frac{1-p}{2p} \left( \frac{U''(W_0)}{U'(W_0)} \right) \cdot C + \mathcal{O}(C^2).$$

Hence the ratio $pX/C$ required for indifference exceeds 1 (the case of a fair bet) only by an amount that becomes arbitrarily small in the case of a small enough bet. It is not possible for the required size of $pX$ to exceed the certain payoff even by 7 percent (as in the case shown in Figure 1), in the case of a very small value certain (this — in fact, more similar to the Weber fraction obtained in the study of numerosity comparisons.)
payoff, unless the coefficient of absolute risk aversion \((-U''/U')\) is very large — which would in turn imply an implausible degree of caution with regard to large bets.

In our model, instead, the ratio \(pX/C\) required for indifference should equal \(\Lambda \equiv p^{-\beta(\beta^{-1} - 1)}\), which is greater than 1 (except in the limiting cases mentioned above) by the same amount, regardless of the size of the gamble. As discussed above, the degree of imprecision in mental representations required for \(\Lambda\) to be on the order of 1.07 is one that is quite consistent with other evidence. Hence the degree of risk aversion indicated by the choices in Figure 1 is wholly consistent with a model that would predict only a modest degree of risk aversion in the case of gambles involving thousands of dollars.

It is also worth noting that our explanation for apparent risk aversion in decisions about small gambles does not rely on loss aversion, the explanation proposed by Rabin. The hypothesis of loss aversion proposes that the utility assigned to a prospective eventual wealth \(W\) is a function \(U(W; \tilde{W})\) that evaluates \(W\) relative to a “reference point” \(\tilde{W}\). It is further assumed that \(U\) is not a differentiable function of \(W\) at the value \(W = \tilde{W}\); specifically, the left derivative (the limiting value of \([U(\tilde{W} + \Delta; \tilde{W}) - U(\tilde{W}; \tilde{W})]/\Delta\) as \(\Delta\) approaches zero from below) is assumed to be a larger positive number than the right derivative (the limit of the same expression as \(\Delta\) approaches zero from above). If in the problem considered above, the reference point is assumed to be the amount that it would be possible to obtain with certainty, \(\bar{W} = W_0 + C\), and at this point the left derivative is \(\lambda > 1\) times as large as the right derivative, then the value of \(pX/C\) required for indifference will approach \(\lambda > 1\) for all small enough values of \(C\). Thus a modest degree of loss aversion (a value \(\lambda = 1.07\)) would suffice to explain the indifference point in Figure 1.

This calculation, however, depends on assuming that the reference point should be the amount that the subject could obtain with certainty, \(W_0 + C\), rather than his wealth \(W_0\) prior to being offered the choice. In the case of the latter reference point, loss aversion would yield the same prediction as EUM, since only the properties of the utility function for values \(W \geq \tilde{W}\) would be relevant.

The explanation that we offer, instead, does not assume that subjects should have a different attitude to prospective gains in excess of \(C\) than to gains that fall short of \(C\). Our model of the mental representation of prospective gains assumes that the coding and decoding of the risky payoff \(X\) are independent of the value of \(C\), so that there is no way that small increases in \(X\) above \(C\) can have a materially different effect than small decreases of \(X\) below \(C\).\(^{28}\) Thus the explanation offered for aversion

---

\(^{27}\)Alternatively, one can obtain a similar conclusion by assuming that the reference point is given by the subject’s expected eventual wealth (as proposed by Koszegi and Rabin, 2006, 2007), which would equal \(W_0 + pX\) in the case that the subject has expected to face this opportunity at the time that the reference point is determined, and that the subject chooses to accept the gamble. But it is important that the reference point not be given by the subject’s wealth \(W_0\) prior to being offered the choice.

\(^{28}\)Our theory can be extended so as to predict loss aversion (see footnote 47 below); but in this case, the distinction is between gains and losses relative to the prior wealth \(W_0\), not gains and losses
to small gambles does not involve an assumed kink in the valuation function, as in explanations based on loss aversion.

Instead, in our theory the EUM result that the compensation for risk must become negligible in the case of small enough gambles fails for a different reason. In our theory, the risky gamble is chosen more often than not if and only if $p \cdot m(X) > m(C)$,\textsuperscript{29} where $m(\cdot)$ is the function defined in (1.2). The EUM result would still obtain in such a theory if the derivative $m'(0)$ were equal to some finite positive value, but instead, in our theory, $m'(\Delta)$ becomes unboundedly large as $\Delta$ approaches zero. This is, however, not an arbitrary assumption on our part, but an inevitable consequence of the hypothesis of logarithmic coding of numerical magnitudes, and more specifically of the existence of a power law for estimates of numerical magnitudes based on noisy mental coding of the numbers in question — a law for which we have seen that there is experimental support in other contexts.

3 An Experimental Test

In order to test the predictions of our model in more detail — in particular, to consider the validity of its prediction that the degree of compensation required for risk (in percentage terms) should be independent of the size of the stakes — we conducted an experiment of our own, in which we varied the magnitudes of both $X$ and $C$. We recruited 20 subjects from the student population at Columbia University,\textsuperscript{30} each of whom was presented with a sequence of several hundred trials, with each independent trial involving a choice between a certain monetary payment and a risky payment.

Figure 3 illustrates the screen observed by one of our subjects on a single trial. The two sides of the screen indicate the two options available on that trial; the subject must indicate whether she chooses the left or right option (by pressing the corresponding key). On the left side of the screen, the dollar amount shown is the quantity $C$ that can be obtained with certainty if “left” is chosen. The right side of the screen shows the possible payoffs if the subject chooses the risky lottery instead. The amounts at the top and bottom of the right side indicate the two possible monetary prizes; the colored rectangular regions in the center indicate the respective probabilities of these two outcomes, if the lottery is chosen. The relative areas of the two rectangular regions provide a visual indication of the relative probabilities of the two outcomes; in addition, the number printed in each region indicates the probability (in percent) that that outcome will occur. (Thus on the trial shown, the subject must choose between a certain payment of $5.55 and a lottery in which there would be a 58 percent chance of receiving $15.70, but a 42 percent chance of receiving nothing.) The subject is told that at the end of the experiment, one trial will

\textsuperscript{29}See section 4.2 for the derivation of this consequence of the model presented above.

\textsuperscript{30}Our procedures were approved by the Columbia University Institutional Review Board, under protocol IRB-AAAQ2255.
be selected at random, and the subject will actually receive the certain or random monetary reward chosen on that trial, in addition to a fixed monetary payment for participation in the experiment.

The probability $p$ of the non-zero outcome under the lottery was 0.58 on all of our trials, as we were interested in exploring the effects of variations in the magnitudes of the monetary payments, rather than variations in the probability of rewards, in order to test our model of the mental coding of monetary amounts. Maintaining a fixed value of $p$ on all trials, rather than requiring the subject to pay attention to the new value of $p$ associated with each trial, also made it more plausible to assume (as in the model above) that the value of $p$ should be known precisely, rather than having to be inferred from an imprecisely coded observation on each occasion. We chose a probability of 0.58, rather than a round number (such as one-half, as in the Mosteller and Nogee experiment discussed above), in order not to encourage our subjects to approach the problem as an arithmetic problem that they should be able to solve exactly (“Which is larger, 10 dollars or half of 22 dollars?”). We expect Columbia students to be able to solve simple arithmetic problems using methods of exact mental calculation that are unrelated to the kind of approximate judgments about numerical magnitudes with which our theory is concerned, but did not want to test this in our experiment. We chose dollar magnitudes for $C$ and $X$ on all trials that were not round numbers, either, for the same reason.

The value of the certain payoff $C$ varied across trials, taking on the values $5.55, 7.85, 11.10, 15.70, 22.20,$ or $31.40$. (Note that these values represent a geometric series, with each successive amount $\sqrt{2}$ times as large as the previous one.) The non-zero payoff $X$ possible under the lottery option was equal to $C$ multiplied by a factor $2^{m/4}$, where $m$ took one of the values 0, 1, 2, 3, 4, 5, 6, 7, or 8. There were thus
only a finite number of decision situations (defined by the values of \( C \) and \( X \)) that ever appeared, and each was presented to the subject several times over the course of a session. This allowed us to check whether a subject gave consistent answers when presented repeatedly with the same decision, and to compute the probability of acceptance of the risky gamble in each case, as in the experiment of Mosteller and Nogee. The order in which the various combinations of \( C \) and \( X \) were presented was randomized, in order to encourage the subject to treat each decision as an independent problem, with the values of both \( C \) and \( X \) needed to be coded and encoded afresh, and with no expectations about these values other than a prior distribution that could be assumed to be the same on each trial.

Our experimental procedure thus differed from ones often used in decision-theory experiments, where care is taken to present a sequence of choices in a systematic order, so as to encourage the subject to express a single consistent preference ordering. We were instead interested in observing the randomization that, according to our theory, should occur across a series of genuinely independent reconsiderations of a given decision problem; and we were concerned to simplify the context for each decision by eliminating any obvious reason for the data of one problem to be informative about the next.

We also chose a set of possible decision problems with the property that each value of \( X \) could be matched with the same geometric series of values for \( C \), and vice versa, so that on each trial it was necessary to observe the values of both \( C \) and \( X \) in order to recognize the problem, and neither value provided much information about the other (as assumed in our theoretical model). At the same time, we ensured that the ratio \( X/C \), on which the probability of choosing the lottery should depend according to our model, always took on the same finite set of values for each value of \( C \). This allowed us to test whether the probability of choosing the lottery would be the same when the same value of \( X/C \) recurred with different absolute magnitudes for \( X \) and \( C \).

### 3.1 Testing Scale-Invariance

Figure 4 shows how the frequency with which our subjects chose the risky lottery varied with the monetary amount \( X \) that was offered in the event that the gamble paid off, for each of the five different values of \( C \). (For the analysis in this section, we pool the data from all 20 subjects.) Each data point in the figure (shown by a circle) corresponds to a particular combination \((C, X)\).

In the first panel, the horizontal axis indicates the value of \( X \), while the vertical axis indicates the frequency of choosing the risky lottery on trials of that kind \([\text{Prob} (\text{Risky})]\). The different values of \( C \) are indicated by different colors of circles, with the darker circles corresponding to the lower values of \( C \), and the lighter circles the higher values. (The six successively higher values of \( C \) are the ones listed above.) We also fit a sigmoid curve to the points corresponding to each of the different values
Figure 4: The probability of choosing the risky lottery, plotted as a function of the risky payoff $X$ (data pooled from all 20 subjects). (a) The probability plotted as a function of $X$, for each of the different values of $C$ (indicated by darkness of lines). (b) The same figure, but plotted against log $X$ for each value of $C$.

Each curve has an equation of the form

$$\text{Prob(Risky)} = \Phi(\delta_C + \gamma_C \log X),$$

where $\Phi(z)$ is again the CDF of the standard normal distribution, and the coefficients $(\delta_C, \gamma_C)$ are estimated separately for each value of $C$ so as to maximize the likelihood of the data corresponding to that value of $C$. Note that for each value of $C$, we obtain a sigmoid curve similar to the one in Figure 2, though the fit is less perfect (at least partly because here, unlike in Figure 2, we are pooling the data from 20 different subjects).

The similarity of the curves obtained for different values of $C$ can be seen more clearly if we plot them as a function of log $X$, rather than on a scale that is linear in $X$, as shown in the second panel of Figure 4. (The color coding of the curves corresponding to different values of $C$ is again the same.) The individual curves now resemble horizontal shifts of one another. The elasticity $\gamma_C$ is similar for each of the values of $C$ (with the exception of the highest value, $C = $31.40), and the value of log $X$ required for indifference increases by a similar amount each time $C$ is multiplied by another factor of $\sqrt{2}$.
Figure 5: The same data as in Figure 4, now plotted as a function of log $X/C$. (a) A separate choice curve estimated for each value of $C$, as in Figure 4. (b) A single choice curve, with parameters estimated to maximize the likelihood of the pooled data.

These observations are exactly what we should expect, according to the proposed model of logarithmic mental coding of the data. Condition (2.5) implies that a relationship of the form

$$\text{Prob(Risky)} = \Phi(\delta + \gamma \log(X/C))$$ (3.2)

should hold for all values of $C$, meaning that in equation (3.1), $\gamma_C$ should be the same for each value of $C$, and that the value of log $X$ required for indifference should equal a constant plus log $C$. We can see more clearly the extent to which these precise predictions hold by plotting the curves in Figure 4(b) as functions of log($X/C$), rather than as functions of log $X$; this is done in the first panel of Figure 5. The six different curves come close to falling on top of one another, as predicted by the model (although, again, the curve for $C = \$31.40$ is somewhat out of line with the others). If we instead simply estimate parameters ($\delta, \gamma$) to maximize the likelihood of the pooled data under the model (3.2), we obtain the single choice curve shown in the second panel of Figure 5. This fits the data for the different values of $X/C$ slightly worse than the individual choice curves shown in the previous panel, but not by much.

The maximum-likelihood parameter estimates for the different choice curves (estimates of (3.1) for each of the individual values of $C$, and the estimate of (3.2) using
Table 1: Maximum-likelihood estimates of choice curves for each of the values of $C$ considered separately, and when data from all values of $C$ are pooled. (In each case, data from all subjects are pooled.)

The pooled data) are shown in Table 1. For each estimated model, the table also indicates the number of observations $N_{\text{obs}}$ used to estimate the parameters, and the maximized value of the log-likelihood of the data, LL. We can use this information to compute a Bayes information criterion (BIC) statistic for each model, defined as

$$BIC \equiv -2LL + 2\log N_{\text{obs}},$$

since each model has two free parameters.

We can consider quantitatively the extent to which our data are more consistent with the more flexible model (3.1) than with the more restrictive predictions of our theory, using the BIC to penalize the use of additional free parameters. If we consider as one possible model of our complete data set a theory according to which there is a curve of the form (3.1) for each value of $C$, with parameters that may differ (in an unrestricted way) for different values of $C$, then the BIC associated with this theory (with 12 free parameters) is the sum of the BIC statistics shown in the last column of Table 1 for the individual values of $C$, equal to 7545.5. The BIC associated with our more restrictive theory (with only two free parameters) is instead only 7521.0, as reported in the bottom row of the table.

The more restrictive model is therefore preferred under the BIC: it leads to a lower value of the BIC, since the increase in the log-likelihood of the data allowed by the additional free parameters is not large enough to offset the penalty for additional free

---

31 Here, as elsewhere in the paper, “log” refers to the natural logarithm.

32 Here the BIC is equal to minus 2 times the log-likelihood of the complete data set under the optimized parameters, plus a penalty of $N_{\text{obs}}(\theta)$ for each free parameter $\theta$, where $N_{\text{obs}}(\theta)$ is the number of observations that are fit using the parameter $\theta$. In the present application, this is the sum of the BICs reported for the models fit to the data for individual values of $C$.

33 Our theory implies not only that choice probabilities should be given by a relationship of the form (3.2), but also that the parameters must satisfy conditions (3.3) stated below. However, the unrestricted maximum of the likelihood is attained by parameter values (shown in the bottom line of Table 1) that satisfy these restrictions, so that the best-fitting parameter estimates consistent with our theory, and the associated BIC, are the ones given in the table.
parameters. In fact, the BIC for our more restrictive model is lower by 24.6 points, which implies that the data increase the relative posterior probability of the restrictive model being the correct one, over whatever prior probability may have been assigned to this, by a factor of more than 200,000.\textsuperscript{34} Thus our subjects’ behavior (pooling the data for the different subjects) exhibits the scale-invariance predicted by our model of noisy mental coding.

Our data fail to be completely scale-invariant in one respect: the estimated choice curve in the case $C = \$31.40$ is not a perfect horizontal translation of the others, and instead is somewhat flatter.\textsuperscript{35} This may indicate inaccuracy of the assumption of a log-normal prior (2.3), used in our theoretical calculations above for convenience. Under the assumption of a log-normal prior, $\log E[X|r]$ is a linearly increasing function of $r_x$, with constant slope $\beta$. But if people instead form correct inferences based on a prior under which monetary payments greater than $\$50$ are less likely than a log-normal prior would allow (as was actually the case in our experiment, since we never offered lotteries involving $X/C > 4$), then $\log E[X|r]$ would increase less rapidly with further increases in $r_x$, for values of $r_x$ above $\log 50$. (Under the prior, such large values of $r_x$ would more likely result from mis-coding of a payment of less than $\$50$ than from a large value of $X$ that has been correctly coded.) This would result in a frequent failure to recognize how attractive the risky lottery truly is when $X$ exceeds $\$50$, and hence less frequent acceptance of the risky lottery in such cases than the scale-invariant model would predict, as can be observed in Figure 4. (We leave for future work more detailed consideration of the extent to which our data may be better explained by a more subtle account of subjects’ prior beliefs.)

Holt and Laury (2002) also obtain nearly perfect scale-invariant choice curves (see their Figure 1), when the amounts offered in hypothetical gambles are scaled up by a factor as large as 90 times those used in their small-stakes gambles. They find, however, that their subjects’ apparent degree of risk aversion increases when the scale of the gambles is increased, in the case of gambles for real money (their Figure 2). It is unclear whether this difference from our results (which also involve real money) reflects a difference in the kind of gambles presented to their subjects, or the fact that their large gambles involved greater amounts of money than even our largest gambles (hundreds of dollars rather than mere tens of dollars). Further studies would be desirable to clarify this.

\textsuperscript{34}The ratio of the posterior probability of the restrictive model being correct to the posterior probability of the flexible model is approximately equal to the ratio of the prior probabilities of the two models being correct, times a factor equal to $e^{\Delta BIC/2}$, where $\Delta BIC$ is the amount by which the BIC of the flexible model exceeds that of the restrictive model. See, for example, Burnham and Anderson (2002), p. 303.

\textsuperscript{35}Note however that this curve is also less well estimated than the others shown in Figure 4, as a number of our subjects were not presented with trials including values of $C$ this large, so that the $N_{\text{obs}}$ for this case is smaller, as indicated in Table 1.
3.2 Heterogeneity in the Precision of Mental Coding

Our data analysis in the previous section pools the data from all subjects, as if a single choice curve should describe each of our subjects. In fact, however, if we estimate separate curves for each subject, we find that they are not identical — in particular, that there is considerable variation in the sensitivity of the choice frequencies to the value of \(X/C\). We can interpret this, in terms of our model, as an indication of heterogeneity across subjects in the degree of precision of the mental coding of prospective monetary payoffs (measured by the parameter \(\nu^2\)).

The choice curves of individual subjects are on the whole consistent with the theoretical predictions of our model, if we allow the model parameters \(\sigma^2\) and \(\nu^2\) to vary across subjects. Note that the model predicts that there should be a curve of the form (3.2) for each subject, albeit with coefficients \(\gamma\) and \(\delta\) that may be subject-specific. In addition, the coefficients for each subject should satisfy the inequalities

\[
\gamma \geq 0, \quad -\frac{\delta}{\gamma} \geq \log p^{-1},
\]

which are required in order for there to exist values of \(\sigma^2\) and \(\nu^2\) that will imply a choice curve with those coefficients.

We can test the prediction of scale-invariance for each individual subject’s behavior using the method employed above in the case of the pooled data. For the individual subject, we again estimate a curve of the form (3.1) for each individual value of \(C\), and also estimate a single curve of the form (3.2), pooling the subject’s data for all values of \(C\). The scatter plot in Figure 6 shows for each subject, on the vertical axis, the amount by which the BIC is larger for the model that allows a separate choice curve for each value of \(C\), relative to the model that imposes scale-invariance.\(^{36}\) We see that not only is the BIC larger for the unrestricted model when we estimate choice curves using the pooled data (as discussed in the previous section), but that for the majority of our subjects, we reach the same conclusion when estimating subject-specific choice curves. The value of \(\Delta BIC\) is instead negative for a few of our subjects, but in all cases but one, the degree to which the more flexible model is preferred remains modest. Only in the case of subject 9 (the data point toward the bottom of the figure) do we find that the model that assumes scale-invariance fits very poorly.

We next consider the scale-invariant choice curves estimated for the other 19 subjects. We see from Figure 6 that in all but one case, the estimated value of \(\gamma\) is positive, in accordance with the theoretical prediction of our model; however, the estimated values of \(\gamma\) are quite different across subjects. Even in the case of the subject for whom the best-fitting parameter values involve \(\gamma < 0\), the value of \(\gamma\) is

\(^{36}\)The vertical axis actually plots the difference in the values of the BIC for the two models divided by \(N_{obs}\), the number of observations used to compute the BIC for that subject. Because \(N_{obs}\) is not the same for each of our subjects, the value of \(\Delta BIC/N_{obs}\) is more directly comparable across subjects.
Figure 6: Heterogeneity in individual subjects’ choice curves. The vertical axis shows for each subject the statistic used to test whether a scale-invariant choice curve better accounts for that subject’s data. The horizontal axis shows the individual subject’s estimated value of $\gamma$, assuming a scale-invariant choice curve.

only slightly negative; and since a likelihood of acceptance of the risky lottery that is genuinely decreasing in $X$ would be difficult to interpret, we presume that this represents sampling error, and treat this subject as having a $\gamma$ of zero.

In what follows, we estimate a scale-invariant choice curve (3.2) for each of the 19 subjects other than subject 9, now also imposing the constraint that $\gamma \geq 0$ from (3.3). (This last constraint affects our estimates for only one subject.) We next wish to determine whether the other constraint in (3.3) is satisfied as well for each subject. In comparing the choice curves of the different subjects, it is useful to parameterize them not by $\gamma$ and $\delta$, but instead by the values of $\gamma$ and

$$\pi \equiv e^{\delta/\gamma}.$$  

In terms of this alternative parameterization, the constraints (3.3) can be written:

$$\gamma \geq 0, \quad \pi \leq p.$$  \hspace{1cm} (3.4)

Note that when $\delta/\gamma \leq 0$ (as required by our theoretical model), $0 \leq \pi \leq 1$, and $\pi$ has the interpretation of a “risk-neutral probability”: the subject’s indifference point
Figure 7: Heterogeneity in subjects’ choice curves. Each shaded region indicates the credible region for an individual subject’s parameters $\gamma$ and $\pi$, with an open circle at that subject’s maximum-likelihood values. The dashed line shows the theoretical relationship between $\gamma$ and $\pi$ that should exist if all subjects share a common prior, under which $\sigma = 0.35$.

is the same as that of a risk-neutral, optimizing decision maker who believes that the probability of the non-zero lottery payoff is $\pi$ (rather than the true probability $p$). The prediction that $\pi \leq p$ is another way of saying that our theoretical model predicts apparent risk aversion; and the degree to which a subject’s estimated $\pi$ is less than $p$ provides a simple measure of the degree of apparent risk aversion.

The scatter plot in Figure 7 shows the estimated values of $\gamma$ and $\pi$ for each of the 19 subjects for whom it is not grossly inaccurate to estimate a scale-invariant choice curve (now imposing the theoretical constraint that $\gamma \geq 0$). For each subject, an open circle indicates the parameter values that maximize the likelihood of the data for that subject (the ML estimate), and the surrounding shaded region indicates the set of parameter values for which the log likelihood of the data is no more than 2 points lower than at the maximum.\(^{37}\) Thus the shaded region indicates a Bayesian

\(^{37}\)The estimated coefficients of two subjects are shown by pink regions rather than blue ones. These are subjects for whom the accuracy of single estimated choice curves may be doubted, on the ground that their behavior is fairly different during the second half of the session relative to the first half.
credible region for the parameter estimates, under the assumption of a uniform prior for those parameters.\footnote{The boundary of each maximum-posterior density credible region is chosen according to a criterion which, in the case of a Gaussian posterior for a single variable, would report the interval corresponding to the mean estimate plus or minus two standard deviations.}

The largest value of $\pi$ that would be consistent with prediction (3.4) is indicated by the horizontal dotted line in Figure 7; we see that for all but one of the 19 subjects, the credible region includes points consistent with this prediction. Thus the individual choice curves of 18 out of our 20 subjects are reasonably consistent with both the model prediction of scale invariance and with the coefficient constraints (3.4).

Accounting for the choice curves of all subjects in this way, however, requires us to allow different subjects to have different priors (more specifically, different values for $\sigma^2$). If instead we assume a common log-normal prior (2.3) for all subjects, but allow the precision of mental coding of monetary amounts (i.e., the parameter $\nu^2$) to vary across subjects, then the values of $\gamma$ and $\pi$ estimated for each subject are predicted by the model to be linked by a relationship of the form

$$
\pi = p^{1 + (2\sigma^2 \nu^2)^{-1}},
$$

(3.5)

where $\sigma^2$ is a parameter common to all subjects.\footnote{Equation (3.5) can be derived by using (1.4) and (2.5) to obtain an equation for $\gamma$ as a function of $\sigma^2$ and $\nu^2$; inverting this to obtain the value of $\nu^2$ implied by any subject’s value for $\gamma$; and then using this result to eliminate $\nu^2$ from the model prediction for the value of $\pi$.} This is an upward-sloping relationship, of the kind illustrated by the dashed curve in Figure 7, which graphs equation (3.5) in the case that $\sigma = 0.35$.\footnote{This particular value is chosen because it is the one that maximizes the likelihood of the data for the 17 subjects other than subject 9 (omitted from Figure 7) and the two subjects who are indicated by pink regions in Figure 7. It represents a somewhat low assumed degree of prior uncertainty, given the variability of the monetary amounts actually presented in the experiment; if we pool the data from all trials, the standard deviation of log $C$ is 0.55, and the standard deviation of log $X$ is 0.68.} Here $\nu^2$ is decreasing (the precision of mental coding is increasing) as one moves up and to the right along the dashed curve.

If we estimate a choice curve for each subject without imposing the restriction of a common $\sigma^2$, the estimated coefficients do not all line up perfectly on a curve consistent with (3.5); nonetheless, there is a strong positive correlation between the ML estimates of $\gamma$ and $\pi$ for the various subjects, as can be seen in Figure 7. That is, the degree of apparent risk aversion (measured by the degree to which $\pi$ is less than $p$) is generally greater for those subjects whose choices are less sensitive to variation in $X/C$ (measured by the size of $\gamma$). The fact that these two features of behavior go hand in hand is consistent with our theory, which attributes both to greater imprecision in the mental coding of monetary payoffs (a larger value of $\nu^2$).
4 Discussion

We have shown that it is possible to give a single unified explanation for the observed randomness in choices by subjects evaluating risky income prospects on the one hand, and the apparent risk aversion that they display on average on the other, as natural consequences of people’s intuitions about the value of gambles being based on imprecise mental representations of the monetary amounts that are offered. Our proposed explanation not only explains the possibility of risk aversion without any need to appeal to diminishing marginal utility of wealth, but can also explain the fact (demonstrated in our experiment) that the degree of risk aversion, as measured by the percentage by which the expected value of a random payoff must exceed the certain payoff in order for a subject to be indifferent between them, is relatively independent of the size of the stakes (as long as these remain small), contrary to what should be found if risk aversion were due to diminishing marginal utility.

4.1 Further Implications of the Theory

Our model of noisy mental coding of monetary amounts can also account for further anomalous features of subjects’ choices with regard to small gambles documented by Kahneman and Tversky (1979). For example, Kahneman and Tversky report that if subjects must choose between a risky loss and a certain loss — with similar probabilities and monetary quantities as in the kind of problem considered above, but with the signs of the monetary payoffs reversed — risk seeking is observed more often than risk aversion (something they call the “reflection effect”). The coexistence of both risk-averse choices and risk-seeking choices by the same subject, depending on the nature of the small gambles that are offered, is a particular puzzle for the EUM account of risk attitudes, since a subject should be either risk averse or risk seeking (depending whether the subject’s utility of wealth is concave or convex) regardless of the sign of the gambles offered.

The explanation of risk aversion for small gambles offered here instead naturally implies that the sign of the bias (i.e., of the apparent risk attitude) should switch if the signs of the monetary payoffs are switched. Consider instead the case of a choice between a risky gamble that offers a probability $p$ of losing an amount $X$ (but losing nothing otherwise), and the option of a certain loss of an amount $C$. If we assume that the quantities $X$ and $C$ are mentally represented according to the same model of noisy logarithmic coding as above, regardless of whether they represent gains or

\[\text{The results referred to here are for cases in which, as in the experiments discussed above, the probability of the non-zero payoff (whether positive or negative) is substantial, on the order of one-half or more. Kahneman and Tversky find that risk attitudes change again if instead the probability of the non-zero payoff is small. This kind of effect is also consistent with our theory, if we allow for noisy mental coding of the probability in addition to the noisy mental coding of the monetary amount that can be obtained; but we leave this extension of the theory for a separate treatment.}\]

\[\text{Note that we assume that the absolute value of each of the monetary payoffs is coded, rather}\]
losses, then in the case of losses, the subject’s expected wealth is maximized by a rule
under which the risky lottery is chosen if and only if
\[ p \cdot E[X|r] < E[C|r], \] (4.1)
reversing the sign in (2.2).

The set of representations \( r \) for which this holds will be the complement of the
set discussed earlier, so that the model predicts
\[
\text{Prob[accept risky}|X,C] = \Phi\left(\frac{\beta^{-1}\log p^{-1} - \log X/C}{\sqrt{2\nu}}\right). \tag{4.2}
\]

Indifference again will require \( pX > C \), but this will now count as risk-seeking
behavior; when \( pX = C \), the risky loss should be chosen more often than not.

Kahneman and Tversky (1979) further show that subjects’ preferences between a
risky and a safe outcome can be flipped, depending whether the options are presented
as involving gains or losses. In one of their problems, subjects are asked to imagine
being given a substantial monetary amount \( 2M \), and then being presented with a
choice between (a) winning an additional \( M \) with certainty, or (b) a gamble with a 50
percent chance of winning another \( 2M \) and a 50 percent chance of winning nothing.
In a second problem, the initial amount was instead \( 4M \), and the subsequent choice
was between (a) losing \( M \) with certainty, and (b) a gamble with a 50 percent chance
of losing \( 2M \) and a 50 percent chance of losing nothing.

These two problems are equivalent, in the sense that in each case the subject
chooses between (a) ending up with \( 3M \) more than their initial wealth with certainty,
or (b) a gamble under which they have an equal chance of ending up with \( 2M \) or
\( 4M \) more than their initial wealth. Nonetheless, a substantial majority of their sub-
jects chose (a) in the first problem, while a substantial majority chose (b) in the
second. This contradicts any theory (not just EUM) under which people should have
a consistent preference ranking of probability distributions over final wealth levels.

Our theory easily explains this finding. If the initial gift is denoted \( G \), and the
monetary amounts \( G, X, \) and \( C \) defining the decision problem must each be inde-
dependently represented in the fashion postulated above, then in the first problem, an
expected wealth-maximizing decision rule will choose (b) if and only if
\[
E[G|r] + p \cdot E[X|r] > E[G|r] + E[C|r],
\]

than a signed magnitude. This is in accordance with the model of approximate numerical cognition
proposed by authors such as Dehaene (2008), which assumes that all numerical quantities are coded
as positive amounts, making use of brain circuits originally developed to represent information
about the numerosity of sets of items in one’s environment. The information whether the quantity
in question represents a monetary gain or loss must also be represented, but is assumed to be coded
separately, and without error.

\(^{43}\)In their experiment, conducted in the 1970s, \( 2M \) was equal to 1000 Israeli shekels, a substantial
fraction of a typical monthly income at the time.
which is equivalent to (2.2), while in the second problem it will choose (b) if and only if
\[ E[G|r] - p \cdot E[X|r] > E[G|r] - E[C|r], \]
which is equivalent to (4.1). We then get different probabilities of choosing (b) in the two cases, given by equations (2.5) and (4.2) respectively.

Note that our theory assumes that the decision rule is in all cases the one that maximizes expected final wealth, so that only the sum of the initial gift and the additional gain or loss from the further option is assumed to matter to the decision maker; there is no intrinsic interest assumed in gains or losses relative to what one had in the past or what one expected to have. The relevance of the sequence of gains and losses by which one arrives at a given final wealth comes not from the decision maker’s assumed objective, but from the need to mentally represent the quantities used in the description of the options, in the form in which they are presented, before integrating the separate pieces of information in further calculations. If this representation were possible with infinite precision (and subsequent operations could also be perfectly precise), then different ways of presenting information that imply the same possible final wealth levels would indeed be equivalent, and lead to the same choices. But when the precision with which each monetary amount can be represented is limited, mathematically equivalent problems are not processed in identical ways, and the resulting behavior can be different as a result, despite its optimality in each case (conditional on the mental representation).

Thus far, we have discussed implications of our model, taking the precision of coding (parameterized by \( \nu^2 \)) to be fixed. But the model also makes predictions about the effects of varying \( \nu^2 \), which might be subject to predictable variation for a variety of reasons. For example, one might well suppose that increased time pressure, distraction or cognitive load should reduce the cognitive resources used to represent the monetary magnitudes that define a particular decision problem, and that this should correspond, in our model, to an increase in \( \nu^2 \). According to our model, this should result in both decreased sensitivity of a subject’s decisions to variations in the risky payoff \( X \) that is offered (i.e., a lower value of \( \gamma \)) and increased apparent risk aversion (a value of \( \pi \) that is lower relative to \( p \)).\(^{44}\) Interestingly, Whitney \textit{et al.} (2008) find that subjects make less risk-averse choices between risky and certain gains when cognitive load is increased, by requiring them to concurrently maintain a list of random letters in memory. However, they also find that their subjects make less risk-seeking choices between risky and certain losses (or more precisely, reductions of the amount that they expect to gain from the experiment), which would not be predicted by our model, under the explanation proposed above for risk-seeking in the domain of losses. We hope to further examine these implications of our model in future work.

\(^{44}\)Recall that the dashed curve in Figure 7 shows the effect on both \( \gamma \) and \( \pi \) of varying \( \nu^2 \), while holding fixed the prior distribution over possible values of \( X \) and \( C \).
A number of studies have found that subjects who score better on tests of numeracy or reasoning ability exhibit less apparent risk aversion in their choices between small gambles — and more specifically, are more likely to make choices that maximize expected monetary reward (e.g., Frederick, 2005; Cokely and Kelley, 2009; Benjamin et al., 2013; Weller et al., 2013; and Schley and Peters, 2014). Such results are often interpreted as evidence for two alternative mental “systems” that may be used, with the more numerate subjects (for whom explicit calculation has lower cost) more likely to solve the problem by calculation of expected values, while others instead rely on an intuitive valuation system that produces biased judgments. Our theory is consistent with a view of this kind; the model presented above offers an explanation of the bias in intuitive valuations, while not denying that educated adults with some facility for arithmetic should be able to value simple gambles more accurately through calculations based on symbolic number representations, rather than the approximate representations modeled here.

But our theory also makes possible another interpretation of the association between numeracy and less risk-averse choices. Even when people rely upon intuitive valuations, some may devote more processing capacity (for example, more space in working memory) to the task than others, allowing them more precise approximate representations of the monetary payoffs (a smaller $\nu^2$, in our model); according to our theory, this should result in less randomness in choice and closer conformity to expected-value maximization. The fact that our subjects display a range of degrees of apparent risk aversion, as well as a range of degrees of randomness in their choices, as shown in Figure 7 — rather than simply two clusters corresponding to the users of two very different mental systems — is more easily explained under this latter view.

4.2 Comparison with Related Theories

The predictions of our theory developed above, apart from those relating to the randomness of subjects’ choices, are also predictions of prospect theory (Kahneman and Tversky, 1979). In fact the explanation that we offer is not so much an alternative to the prospect-theoretic explanation as it is an explanation for why the sort of distorted perceptions proposed in prospect theory should exist; in particular, we offer an explanation for the kind of biases implied by the nonlinear “value function” proposed by Kahneman and Tversky, that assigns values to prospective gains or losses relative to some “reference point.” Kahneman and Tversky motivate their assumptions about the shape of the value function on the basis of an analogy with sensory perception;45

---

45 As justification for the proposed shape of their value function, Kahneman and Tversky note: “Many sensory and perceptual dimensions share the property that the psychological response is a concave function of the magnitude of physical change.... We propose that this principle applies [as well] to the evaluation of monetary changes” (p. 278). They also justify their assumption that the value function is applied to the gain or less relative to a reference point, rather than to the absolute level of wealth that would prospectively be reached, by analogy with adaptation effects in sensory perception (p. 277).
we explain more fully the biases in choices between risky prospects that are predicted if one takes such an analogy seriously.

The predictions of our theory about the cases considered above can in fact be expressed in a form similar to the one proposed by Kahneman and Tversky. Our theory assumes that each risky option is evaluated on the basis on the expected value of the final wealth \( W \) that would be obtained, if the estimate of expected final wealth is based on a mental representation \( r \) of the features of the option. This subjective expected value can be written as

\[
E[W | r] = E[W_0 | r] + \sum_i p_i E[\Delta_i | r],
\]

where \( W_0 \) is the subject’s wealth prior to additional gains or losses offered by the risky prospect, the quantities \( \{\Delta_i\} \) represent the additional net gains offered by the risky prospect (with the different possible outcomes indexed by \( i \)), and the \( \{p_i\} \) are the respective probabilities of these outcomes.\(^{46}\) If we further assume that the mental representation \( r \) has independent components \( r_0 \) and \( \{r_i\} \) representing the initial wealth \( W_0 \) and the possible net gains \( \{\Delta_i\} \) respectively, with each component being drawn from a probability distribution of possible values that depends only the value of the corresponding component of the true state, and that the prior distribution over possible true states is one in which each of these components is distributed independently of the others, then the subjective expected value is given by a term

\[
V(r) = \sum_i p_i E[\Delta_i | r_i]
\]

that depends only on the potential net gains associated with the risky prospect, plus a term \( E[W_0 | r_0] \) that is independent of the risky prospect. The prospect that is chosen on a given trial should then be the one with the larger value of \( V(r) \).

The mean value of this subjective valuation, integrating over the possible realizations of the random mental representation \( r \), conditional on the true potential net gains, is in turn given by

\[
EV = \sum_i p_i v(\Delta_i),
\]

where \( v(\Delta) \) is equal to the function \( m(\Delta) \) defined in (1.2) if \( \Delta \geq 0 \), and equal to \(-m(-\Delta)\) if \( \Delta \leq 0 \). Note that this has the form of an expected value with a nonlinear “value function” for net gains, as assumed in prospect theory; moreover, the value function is concave for gains, and convex for losses, as assumed by Kahneman

\(^{46}\)For simplicity, in this paper we treat the probabilities as precisely understood. Noisy coding of this information as well (which would be entirely consistent with our general argument) can give rise to additional biases, similar to those resulting from nonlinear probability weighting in prospect theory. Because the experiments reported in this paper do not involve comparisons between different probabilities of gain or loss, we leave such an extension of our theory for development elsewhere.
and Tversky.\footnote{Kahneman and Tversky assume that their value function has a kink at $\Delta = 0$, reflecting loss aversion. If we assume an identical model of noisy coding for gains and losses, and also identical priors for the potential true sizes of gains and losses, then the model derived here implies that the value function should exhibit perfect antisymmetry ($v(-\Delta) = -v(\Delta)$), and hence no loss aversion. However, if we assume that the prior distribution for losses differs from that for gains, this will not be the case. We will then have different functions $m^{gain}(\Delta)$ and $m^{loss}(\Delta)$, each defined as in (1.2) but with different values of $A$ and $\beta$ in the case of gains and losses, owing to the different values of $\mu$ and $\sigma^2$ in the two cases; and (depending on how the prior distributions differ) the asymmetry can imply loss aversion. The idea that loss aversion results from a difference in the distributions of gains and losses which subjects expect to encounter is supported by the results of Walasek and Stewart (2015), who are able to change subjects’ degree of loss aversion by manipulating the distributions of gains and losses presented in experimental trials. It is also consistent with the finding of Ert and Erev (2008) that the degree to which subjects’ choices exhibit loss aversion depends on how the options are presented to them, in a ways that might well lead to different priors regarding the distribution of likely offers. Note that both of these latter results are inconsistent with the view that loss aversion reflects a difference in the degree to which decision makers care about losses as opposed to gains.} In our case, however, the nonlinearity of the valuation function is derived from an explicit model of decision making on the basis of a noisy mental representation.

In the case that (as in the problems considered above) each option involves only one possible non-zero net gain, then $V(r)$ will be a log-normal random variable, conditional on the true net gains $\{\Delta_i\}$.\footnote{As in the model of numerosity estimation discussed in section 1.2, the logarithm of $|V(r)|$ will be an affine function of the subjective representation $r_i$ of the non-zero payoff, which is normally distributed.} In fact, we can show that

$$\log |V| \sim N(\log |EV| - (1/2)\beta^2\nu^2, \beta^2\nu^2)$$

for each option of this simple kind (with the sign of $V$ also necessarily equal to the sign of $EV$). The option that is predicted to be chosen more often is then the option with the higher value of $EV$,\footnote{Note that this would not always be true in the case of more complex gambles.} so that modal behavior is predicted by the ranking of alternative risky prospects under a bilinear form (4.3), as in prospect theory.

While the predictions of our theory are thus (at least in certain simple cases discussed in this paper) the same as those of prospect theory, we believe that the account given here nonetheless adds to that provided by Kahneman and Tversky (1979). First, our theory predicts not only the modal choices, but the probability of making each choice, as a function of the parameters of the decision problem; Kahneman and Tversky instead do not seek to model the randomness of their subjects’ behavior.

In addition, our theory provides a functional explanation for the existence of a nonlinear value function. If one supposes that the value function of prospect theory represents a deterministic distortion of the data presented to the subjects, the result of which is available to subjects with perfect precision, one might well wonder why their brains should have evolved to produce such a distorted report (rather than a
correct one), and why their decisions treat the distorted value as if it were a true value (when instead it is inaccurate in a perfectly predictable way, and an alternative decision rule based on the same information — namely, one that inverts each of the valuations $v(\Delta_i)$ to recover the true valuation $\Delta_i$ before weighting and summing to estimate the expected value — would yield better outcomes on average). In our interpretation, instead, the available mental representation of the decision problem is instead imprecise (an inevitable result of the use of limited mental resources for such representations), and the decision rule is actually the one that achieves the highest possible expected wealth for the decision maker, among all rules that use no more information than that contained in the imprecise representation.

Schley and Peters (2014) similarly offer an explanation for apparent risk aversion which is based on the idea that the perception of the numerical magnitudes of prospective monetary payoffs is biased, and more specifically that perceived magnitudes are an increasing, strictly concave function of the magnitudes. Like us, they base their proposal on limitations on people’s general ability to accurate represent numbers mentally, rather than on the true utility obtained from having more money (as in the EUM explanation of risk aversion) or a theory of distorted valuations that is specific to the domain of value-based decision making (as with prospect theory); and in fact they show that subjects who less accurately represent numbers for other purposes also exhibit greater apparent diminishing marginal utility of income and greater apparent risk-aversion in choices between risky gambles.\footnote{More precisely, they fit each of their subjects’ choices to a prospect-theoretic valuation formula, where the value function for either gains or losses is assumed to be of the power-law form (1.2), and estimate a value of the exponent $\beta$ for each subject. They find that subjects who score higher on a test of ability to accurately locate symbolically presented numbers on a spatial number line have values of $\beta$ closer to 1.}

However, their discussion assumes that less capacity for symbolic number mapping results in a deterministic distortion of perceived numerical magnitudes (a true quantity $X$ is always perceived as exactly $\hat{X} = AX^\beta$), rather than in a more random mental representation as in our theory. This means that they do not explore the connection between the randomness of subjects’ choices and apparent risk aversion, as we do here; and their theory provides no explanation for why people should value lotteries according to the average value of the perceived payoffs $\hat{X_i}$ instead of, say, according to the average value of $\hat{X_i}^{1/\beta}$ — a criterion that would reliably maximize expected wealth, taking into account the perceptual distortion.

A theory more similar to ours is the model of risk-sensitive foraging by animals (such as starlings) proposed by Kacelnik and Abreu (1998). These authors are concerned with how animals choose between options that they repeatedly face (alternative possible locations for foraging), on the basis of past experience of the probability distribution of possible outcomes associated with each, and their theory accordingly turns on the way that previously experienced outcomes are represented in memory, and the way in which the distribution represented in memory is drawn upon at the
time of a new prospective choice; it is not a theory of the representation of numerical descriptions of available options (which are not available to foraging starlings). Moreover, the variability in the choices made across repeated presentations of the same options is attributed to variation in the random samples drawn on each occasion from a fixed mental representation of the distribution of possible outcomes under each option (with the situation being recognized by the organism as a repetition of the same situation as before), rather than randomness in new representations of the payoffs that are assumed in our theory to be formed each time the decision problem is presented again (and not recognized as having been previously encountered).

Nonetheless, the implications of their theory — which like ours is based on randomness in the representation of rewards that conforms to “Weber’s Law,” and derives predictions for both choice probabilities and apparent risk aversion — are similar to those of ours, while not mathematically identical. The fact that a similar model can successfully explain animal behavior of the kind that Kacelnik and Abreu review provides further reason, in our view, to consider our proposed explanation for intuitive judgments by humans a plausible one.

Finally, the model of Woodford (2012) is similar to ours, in that it derives both risk aversion with respect to gains and risk seeking with respect to losses from a model of noisy coding of prospective net gains, with a decision rule that maximizes the subject’s expected wealth. However, the model of noisy coding is different: net gain is coded as a single variable (which may be of either sign), rather than gains and losses being coded separately, and the assumed inhomogeneity in the precision of coding of net gains makes the mean Bayesian estimate of net gain an S-shaped function of the true net gain, rather than there being separate concave functions for the mean estimates of gains and losses as above. We feel that the model of mental coding proposed here is more realistic, because in the experiments that we seek to explain, the prospective outcomes are described to subjects in terms of positive quantities of money that can be gained or lost, rather than in terms of a signed net gain. Whether the kind of inhomogeneity in the precision of coding relied upon here can be justified as an efficient use of finite processing resources, as in the model proposed in Woodford (2012), is an important topic for further investigation.

51 A key mathematical difference is that Kacelnik and Abreu do not model random coding in conformity with Weber’s Law in the same way that we do; they assume a truncated normal distribution for the mental representations, with a standard deviation proportional to the mean, rather than a log-normal distribution. 52 Other arguments for a subjective representation of net gain that is an S-shaped function of the actual net gain, as an optimal form of mental coding under a constraint on the feasible overall precision of cognitive representations, include those of Friedman (1989), Robson (2001), Rayo and Becker (2007), and Netzer (2009).
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