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Processing in the probed-sinewave paradigm is likely retinal
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Abstract

In the probed-sinewave paradigm—used to study the dynamics of light adaptation—a small probe of light is
superimposed on a sinusoidally flickering background. Detection threshold for the probe is measured at various
times with respect to the flickering background. Here we present such stimuli using three methods: monoptic (the
probe and the flickering background are presented to the same eye), dichoptic (the probe is presented to one eye
and the flickering background is presented to the other eye), and binocular (the probe and the flickering background
are both presented to both eyes). The results suggest that the processing associated with detecting the probe is
primarily in the retina (or any place with monocular input). However, the results also suggest a slight amount of
processing in the cortex (or any place with binocular input), particularly at the higher frequency of flickering
background used here (9.4 Hz vs. 1.2 Hz). A simple schematic model with three ocular-dominance channels is

consistent with the results.
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Introduction

The probed-sinewave paradigm has been used to explore the
dynamics of light adaptation and has been found to be a strong test
of light-adaptation models (Hood et al., 1997). Results from the
probed-sinewave paradigm have been compared to various mod-
els’ predictions with varying degrees of success. The model of
Snippe et al. (2000) has been compared to probed-sinewave data in
that paper and in Wolfson and Graham (2001). The model of
Wilson (1997) has been compared to probed-sinewave data in
Hood and Graham (1998), DeMarco et al. (2000), Shady (1999),
and Wolfson and Graham (2000, 2001). Such comparisons are
useful in evaluating a model, but it is also useful to consider the
biological plausibility of the processes within a model. The first
step is to determine whether the biological substrates for this task
are primarily retinal or cortical. The experiments reported here
suggest that the majority of the processing involved in the probed-
sinewave task is likely retinal.

In the probed-sinewave paradigm, threshold is measured for
detecting a brief test probe superimposed on a temporally modu-
lating background (for example, Fig. 1). Detection threshold for
the test probe is measured at various times with respect to the
modulating background (for example, Fig. 2).

This type of experiment was introduced by Boynton et al.
(1961) using squarewave modulation of the background. Sub-
sequent early work by Shickman (1970) and Maruyama and
Takahashi (1977) used sinusoidal modulation (as we do here). The
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probed-sinewave paradigm combines pieces from two different
traditions of studying light adaptation: the periodic tradition, in
which temporal contrast sensitivity for a flickering light is mea-
sured (e.g. de Lange, 1958; Kelly, 1961), and the aperiodic tradi-
tion, in which, for example, threshold is measured for a small, brief
probe presented on a large, longer flash (e.g. Crawford, 1947;
Geisler, 1978; Hood, 1978; Adelson, 1982). For excellent reviews
of the light-adaptation literature, see Shapley and Enroth-Cugell
(1984), Hood and Finkelstein (1986), and Hood (1998). Graham
and Hood (1992; von Wiegand et al., 1995) constructed merged
models which could account for results from both the periodic and
aperiodic traditions (these merged models combined pieces of
individual models which could account for results from the peri-
odic or the aperiodic tradition, but not from both traditions).
However, Hood et al. (1997) found that these merged models could
not account for important characteristics of probed-sinewave data.
Subsequently, the models of Wilson (1997) and Snippe et al.
(2000) were introduced and compared to probed-sinewave data.
These two models have been relatively successful.

Some probed-sinewave results are shown in Fig. 3. Detection
threshold for decrement probes was measured at eight different
phases with respect to the flicking background (spatial configura-
tion in Fig. 1, temporal characteristics in Fig. 2, and procedure as
in Wolfson & Graham, 2000). As the frequency of the flickering
background increased (from 1.2 Hz to 9.4 Hz in Fig. 3), the overall
height of the curve (the average threshold elevation, also called the
dc-level) increased markedly while the shape of the curve re-
mained similar.

In the experiments reported below, we present probed-sinewave
stimuli monoptically and dichoptically (and binocularly) at 1.2 Hz
and 9.4 Hz. In the dichoptic condition, we present the probe to one
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Fig. 1. Example probed-sinewave stimulus (decrement probe). The inten-
sity of the flickering background modulates sinusoidally over time. The
observer’s task is to detect the probe which is presented at various times
with respect to the flickering background (shown at a phase of 90° in this
example).

eye and the flickering background to the other eye, and in the
monoptic condition we present the probe and background to the
same eye (and in the binocular condition we present both the probe
and the background to both eyes). The resulting fused stimulus
looks like that shown in Fig. 1. This technique has been employed
extensively in visual psychophysics.

The general notion behind this technique is the following: If the
flickering background does not affect probe threshold in the dich-
optic condition (when the probe and background are presented to
different eyes) but does in the monoptic condition (when presented
to the same eye), we take this as evidence that the variations in
probe threshold in the monoptic condition are probably the result
of retinal processing. (A caveat: Of course we are not claiming that
all of the processing in the task is retinal.) If, however, the
dichoptic and monoptic results are the same, the substrate for the
task is probably cortical. (A further caveat: We use the term
“retinal” as shorthand for “a place with primarily monocular
input”, and we use the term “cortical” as shorthand for “a place
with primarily binocular input”.)

Battersby and Wagman (1962) used this technique to investi-
gate light adaptation. They used a background with abrupt onset
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Fig. 2. The eight different phases at which the probe is presented on the
flickering background in our experiments.
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and offset, and found only a small dichoptic effect (relative to the
size of the monoptic effect). Here we extend this technique to
flickering backgrounds.

Overall, our results suggest that processing in the probed-
sinewave task is primarily retinal. However, a slight modulation
and dc-level elevation in the dichoptic results suggest some cor-
tical contribution, particularly when the frequency of the flickering
background is increased (from 1.2 Hz to 9.4 Hz).

Methods

Observers

All observers were Columbia University undergraduates (or recent
graduates). Two of the observers (AF and MK) were not naive as
to the purpose of the present experiments. The other two observers
(HH and JC) had participated in previous probed-sinewave exper-
iments but were naive. All observers had normal or corrected-to-
normal visual acuity.

Apparatus

The stimuli were presented on an AppleVision 1710 monitor
(75 Hz refresh rate) controlled by an Apple Macintosh 9500. The
mean luminance of the stimuli was approximately 52 cd/m?.
Lookup-table values were set so that the relationship between pixel
value and display luminance was linear. The viewing distance was
50 cm for all observers. The experimental room was dimly lit.
The stimuli were viewed through a system of mirrors (see
top-down view in Fig. 4) such that half of the monitor was seen
only by the right eye and the other half of the monitor was seen
only by the left eye. This setup enabled us to present a stimulus to
the left eye (for example, the flickering background) and a differ-
ent stimulus to the right eye (for example, the probe). To minimize
light scatter, we used a box (with open ends) lined with black
light-absorbing paper. The box was placed between the monitor
and the mirrors (creating a “tunnel”). Inside the box was a divider
between the two halves of the monitor. The divider, the backs of
the mirrors, and the mirror holders were also covered in light-
absorbing paper. Observers used a chin rest to which each attached
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Fig. 3. Probed-sinewave data at 1.2 Hz and 9.4 Hz, averaged across three
observers. Probe detection threshold is plotted relative to the steady-state
detection threshold (horizontal line at zero). An example of the stimulus is
shown in Fig. 1. This data is from Wolfson and Graham (2000) Fig. 7 and
was collected under “free-viewing” conditions (i.e. the observer did not use
the apparatus shown here in Fig. 4). Error bars show =+ 1 standard error
(S.E.) of the mean across observers.
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monitor

Fig. 4. Top—down sketch of the experimental setup. One half of the
monitor projects to the observer’s left eye and the other half of the monitor
projects to the observer’s right eye.

a individually tailored “mask”. The mask had two small holes
(approximately 2-3 mm) through which the observer viewed the
stimuli (such that the observer only saw the monitor’s screen
through the holes).

Stimuli

Stimuli were generated and presented using MathWork’s MAT-
LAB with the Psychophysics Toolbox extensions (Brainard, 1997;
Pelli, 1997). There were five different stimulus layouts as shown in
Fig. 5. For each of these layouts, the left side was projected to the
left eye of the observer and the right side was projected to the right
eye of the observer, resulting in a fused percept of one large
flickering background on which the small test probe appeared. The
following is a list of the viewing conditions:

* Dichoptic—Probe presented to one eye, background presented
to the other eye (Fig. 5, rows 1 & 2).

* Monoptic—Probe and background both presented to one eye
(Fig. 5, rows 3 & 4).

* Binocular—Probe and background both presented to both eyes
(Fig. 5, row 9).

The probe was 1.5 degrees of visual angle (deg) (including a
smoothed edge of width 0.5 deg) and the flickering background
was 10 deg (including a smoothed edges of width 3 deg). As
shown in Fig. 5, the flickering background was surrounded in
black (circle diameter 12 deg) with four small (less than 1 deg)
black lines pointing towards the center of the stimulus to help the
observer get the images properly aligned. The frequencies of the
flickering background were 1.2 Hz and 9.4 Hz (a low frequency
and a frequency enough higher to elicit qualitatively different
results). The probe was always a decrement in intensity with
respect to the flickering background. Decrement probes were used
(rather than increment probes) since, at 9.4 Hz, the increment
probe thresholds of some observers (at some phases of the flick-
ering background) are greater than the maximum possible probe
intensity (Wolfson & Graham, 2001).

The probe was presented for one frame (which was 1/75th of
a second since the monitor’s refresh rate was 75 Hz). The mean
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Fig. 5. The five different stimulus layouts. The top two are dichoptic
(stimulate one eye with the probe and the other eye with the flickering
background). The next two are monoptic (stimulate one eye with both the
probe and the flickering background). The bottom is a binocular stimulus
(stimulates both eyes with both the probe and the flickering background).
When viewed through the system of mirrors (Fig. 4) each stimulus would
fuse (be seen as one probe on one background). The phase of the flickering
background in each of the layouts shown here is 270°. The symbols on the
right of each layout are used in the data figures (Figs. 6-7 & 9-10).
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intensity during the frame is what is reported as the probe’s
intensity. For a further discussion of the CRT display, see Wolfson
and Graham (2001).

The flickering background’s modulation was 57% in the 1.2-Hz
conditions and 28.5% in the 9.4-Hz conditions. We have shown (in
free-viewing experiments, Wolfson & Graham, 2001) that results
are quite similar with 57% and 28.5% modulations, but the 28.5%
modulation results are slightly less elevated. Because of this we
used the lower modulation in the 9.4-Hz conditions so that thresh-
olds would not be greater than intensities that are physically
realizable on the monitor (this was unnecessary in the 1.2-Hz
conditions since the thresholds are much lower).

We can consider the flickering background’s modulation in
terms of the observer rather than in terms of what is presented on
the monitor. If the flickering background is presented to only one
eye (as in the top four rows of Fig. 5), then that eye is stimulated
with modulation M (where M is 57% at 1.2 Hz and 28.5% at
9.4 Hz) while the other eye is stimulated with zero modulation. If
we consider some later stage in the processing (after the informa-
tion from the two eyes has been combined), the resulting modu-
lation of the sum of the stimuli in the two eyes is (M + 0) + 2.
However, in the condition when the flickering background is
presented to both eyes (bottom row of Fig. 5), the modulation
at either eye is M, and the resulting modulation at some later stage
is (M + M) =+ 2 which is still M.

Procedure and design

We measured probe detection threshold using a Yes/No paradigm.
At the start of each session, the observer adjusted the equipment to
bring the left- and right-eye images into alignment. After aligning
the images, the observer pressed a key which started the session.

Each trial consisted of the following: the background flickered
for 2 s, then the background flickered for one more cycle in which
the probe was presented at one of the eight possible phases, then
the background flickered for another second (the flickering in
these three events was continuous). After this flickering, the screen
(except for the black background shown in Fig. 5) became steady
gray at the mean luminance of the stimulus. After 1 s of steady
gray, the computer beeped, indicating that the observer could
respond (“y” or “n” on the keyboard). The observer’s response
initiated the next trial. No feedback was provided.

Each time a observer ran, she or he ran two sessions (randomly
ordered): one session was the experimental session and the other
was a steady-state session.

In an experimental session, three probe conditions were used:
in two of these probe conditions there were probes (at two of the
eight possible phases); in the third probe condition there was no
probe (we refer to these as blank). A staircase was run for each of
these three probe conditions for each of the five stimulus layouts
shown in Fig. 5. Thus, an experimental session consisted of 15
(randomly intermixed) staircases, one for each of the 3 probe
conditions X 5 stimulus layouts = 15 staircases. (Note that only
two of the eight possible phases were used in any single experi-
mental session. The same phases were always run together in a
session. These phase pairs were 0° and 90°, or 45° and 135°, or
180° and 270°, or 225° and 315°.)

In a steady-state session, the background did not flicker (0-Hz
flicker). Phase is irrelevant on a steady background. Thus, there
were only two possible probe conditions: one in which a probe was
presented, and one in which there was no probe. Since the back-
ground is steady, only three of the five stimulus layouts in Fig. 5
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are distinct (the layouts in rows 1 and 3 become identical on a
steady background, as do those in rows 2 and 4). Thus, a steady-
state session consisted of six (randomly intermixed) staircases, one
for each of the 2 probe conditions X 3 stimulus layouts = 6
staircases.

There were 16 trials in each staircase, so an experimental
session consisted of 15 X 16 = 240 trials (1/3rd of which were
blank) and a steady-state session consisted of 6 X 16 = 96 trials
(1/2 of which were blanks). The intensity of the probe on each trial
(within each staircase) was determined using a QUEST procedure
(Watson & Pelli, 1983). The detection threshold was set at 60%.
The initial probe intensity was set to the maximum available
contrast (and the initial step size was large).

Each experimental session (and corresponding steady-state ses-
sion) was repeated three times for each phase pair. This results in
each observer running 2880 trials per frequency of the flickering
background in the experimental sessions (240 trials per session X
4 phase pairs X 3 repeats) and 1152 trials per frequency of the
flickering background in the steady-state sessions (96 trials per
session X 4 phase pairs X 3 repeats).

The blank trials (in the experimental and steady-state sessions)
were used to measure the false alarm rate. Overall the false alarm
rate was very low—averaging about 1%. There were no systematic
differences across conditions although observers differed in their
average false alarm rate. Note that there are only two types of
blank trial in experimental sessions: the flickering background is
presented to both eyes, or the flickering background is presented to
one eye. (Since trials of the monoptic and dichoptic conditions
were intermixed in each experimental session, we cannot measure
separate false alarm rates for these two conditions.) Note also that
there is only one type of blank trial in steady-state sessions.

Results and discussion

Dichoptic versus monoptic

The dichoptic and monoptic data are shown in Fig. 6 for individual
observers (in different rows) and Fig. 7 averaged across observers.
The two columns show data obtained with the two frequencies of
the flickering background (1.2-Hz left column, 9.4-Hz right col-
umn). The horizontal axis shows probe phase. The vertical axis
shows probe detection threshold. In Fig. 6 the threshold is shown
in luminance units (A7 is on a scale from O to 1 where 1 is twice
the mean luminance). In Fig. 7 the threshold is shown relative to
the steady-state detection threshold. In both figures, steady-state
detection thresholds are shown by horizontal lines, dichoptic thresh-
olds by star symbols, and monoptic thresholds by circle symbols.

The 1.2-Hz dichoptic and monoptic results (Figs. 6 & 7, left
column) are very different from each other (compare star to circle
symbols within a panel). In the monoptic condition (circle sym-
bols) probe detection threshold varies as a function of phase, with
a distinct drop at 270°. In the dichoptic condition (star symbols),
detection threshold (at all phases) is very similar to the steady-state
threshold. However, dichoptic condition results are not identical to
the steady-state results (compare star symbols to the horizontal
line). The dichoptic thresholds are slightly higher than the steady-
state thresholds (that is, the dc-level is elevated). While this
elevation is slight, it is consistent. (The average elevation, = 1 S.E.
of the mean across observers, is 0.071 + 0.018 log units.)

The 9.4-Hz dichoptic and monoptic results are shown in the
right column of Figs. 6 and 7. In the monoptic condition (circle
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Fig. 6. Dichoptic versus monoptic probe thresholds. The dichoptic data
(star symbols) is the average across the two dichoptic conditions (shown in
Fig. 5, rows 1 & 2). The monoptic data (circle symbols) is the average
across the two monoptic conditions (shown in Fig. 5, rows 3 & 4). The
steady-state level in each panel is shown by a horizontal line. Columns
show different frequencies of the flickering background; rows show dif-
ferent observers’ data. A is on a scale from O to 1 where 1 is twice the
mean luminance. Error bars show = 1 S.E. of the mean across three
sessions.

symbols), probe detection threshold varies as a function of phase.
In the dichoptic condition (star symbols), thresholds are different
from both the monoptic condition (circle symbols) thresholds and
the steady-state thresholds (horizontal line). First, consider the
shape of the dichoptic results. The shape—when not flat—is
reversed from that in the monoptic condition. In the monoptic
condition threshold is lowest when the background is dimmest
(225°-315°), but in the dichoptic condition threshold is highest
during this part of the cycle. Next, consider the dc-level in the
dichoptic results. The dc-level is elevated (particularly for AF and
HH) though not as elevated as in the monoptic results. (The
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Fig. 7. Dichoptic versus monoptic probe thresholds, averaged across the
four observers. The dichoptic data (star symbols) is the average across the
two dichoptic conditions (shown in Fig. 5, rows 1 & 2). The monoptic data
(circle symbols) is the average across the two monoptic conditions (shown
in Fig. 5, rows 3 & 4). Data are plotted relative to their steady-state levels
(the steady-state level in each panel is shown by a horizontal line at 0).
Error bars show + 1 S.E. of the mean across observers.

average dichoptic elevation, = 1 S.E. of the mean across observers,
is 0.184 + 0.034 log units; the average monoptic elevation is
0.414 £ 0.028 log units.)

All effects in the dichoptic condition that are not present in the
steady-state condition should be ascribed to cortical processing.
Stated another way, in the dichoptic condition the eye which views
the probe does not view the flickering background, so if all the
processing is retinal this condition is equivalent to the steady-state
condition (in which there is no flickering background). Our results
suggest that cortical processing produces

1. a small dc-elevation in the 1.2-Hz condition,
2. a larger dc-elevation in the 9.4-Hz condition, and

3. a small phase effect (change in shape of the threshold
function) in the 9.4-Hz condition.

The cortical processing could be intrinsic to detecting the probe, or
it could be higher level processing such as binocular rivalry. While
we cannot definitively rule out higher level processes, we suspect
the cortical processing is at a lower level (as in the simple model
discussed in the following section).

By the simple logic presented in the Introduction, the threshold
elevation in the monoptic results (both the dc-level and shape) that
exceeds that in the dichoptic results is produced by retinal pro-
cessing. Note that this (presumably retinal) threshold elevation is
actually the majority of the threshold elevation measured here.

A possible model: Part 1

Fig. 8 shows a simple schematic model that can explain the
dichoptic versus monoptic results (Figs. 6 & 7). In this model,
there are three channels sensitive to the probe and thus participat-
ing in its detection. There are other channels as well but they are
not shown here for simplicity’s sake. The three channels differ in
ocular dominance: one channel is sensitive only to the left eye (the
LEFT channel), another is sensitive only to the right eye (the
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Fig. 8. Simple schematic model. There are three ocular-dominance chan-
nels: two are monocular (LEFT and RIGHT) and one is binocular (BOTH).
The amount of adaptation due to the flickering background is a (where a
is zero if the flickering background is not viewed by that eye). Our results
suggest that (1) a is less in the binocular channel (¢ < c) than in the
monocular channels (a = ¢), and (2) c is greater when the background
flickers at 9.4 Hz than at 1.2 Hz. Note that the contrast of the flickering
background used in the experiments at 9.4 Hz was half that used at 1.2 Hz;
thus, the adapting power for 9.4 Hz versus 1.2 Hz at identical contrasts
would probably be even greater. Note also that the time course of the
adaptation in the model is assumed to be such that it can produce facili-
tation rather than inhibition relative to the steady-state at some phases of
the flickering background.

RIGHT channel), and the third channel linearly sums the activity
from both eyes (the BOTH channel). The observer’s response is
assumed to be determined by some simple decision rule combining
the outputs of these three channels (for example, the observer
detects a stimulus if and only if the maximum of the channels’
outputs exceeds criterion). This kind of model—in which there are
multiple ocular-dominance channels—has been proposed before
for psychophysical results (for example, Anderson & Movshon,
1989). Also, single neurons in the visual cortex are well known to
differ in ocular dominance (for example, Hubel & Wiesel, 1977).

The flickering background is assumed to primarily adapt the
LEFT and RIGHT channels since the measured adaptation effects
in the monoptic conditions (circle symbols, Figs. 6 & 7) are much
bigger than in the dichoptic conditions (star symbols). To explain
the difference between the 9.4-Hz and 1.2-Hz monoptic conditions
(which is even bigger than the difference between the 9.4-Hz and
1.2-Hz dichoptic conditions), one also needs to assume that adap-
tation of the LEFT and RIGHT channels is greater when the
background is flickering at 9.4 Hz than at 1.2 Hz. The flickering
background is also assumed to have a small adaptation effect on
the BOTH channel (in all conditions). To explain the dichoptic
results, this adaptation effect on the BOTH channel must be greater
when the background is flickering at 9.4 Hz than at 1.2 Hz. In
summary, we assume that

1. adaptation effects on the LEFT, RIGHT, and BOTH channels
are greater at 9.4 Hz than at 1.2 Hz, and

2. adaptation effects on the LEFT and RIGHT channels are
equal (to one another) and greater than the adaptation effects
on the BOTH channel. We will return to this model after
presenting the rest of the experimental data.

S.S. Wolfson and N. Graham

Binocular summation?

We have not yet looked at the results from the binocular condition.
Figs. 9 and 10 show the binocular results along with the monoptic
results. In the binocular condition, the probe and flickering back-
ground were both presented to both eyes. In the monoptic condi-
tion, the probe and flickering background were both presented to
only one eye.

The comparison between our binocular and monoptic condi-
tions is what is often called a binocular summation experiment. An
improvement of about 0.15 log units (a factor of about 1.4 or 21/2)
for binocular relative to monoptic thresholds has been found in
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Fig. 9. Monoptic versus binocular probe thresholds. The monoptic data
(circle symbols) is the average across the two monoptic conditions (shown
in Fig. 5, rows 3 & 4). The binocular data is plotted with square symbols
and dashed line style (the stimulus layout is shown in Fig. 5, row 5). The
associated steady-state levels are shown by horizontal lines (with the
same—but much smaller—symbols). Columns show different frequencies
of the flickering background; rows show different observers’ data. Error
bars show = 1 S.E. of the mean across three sessions.
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Fig. 10. Monoptic versus binocular probe thresholds, averaged across the
four observers. The monoptic data (circle symbols) is the average across
the two monoptic conditions (shown in Fig. 5, rows 3 & 4). The binocular
data is plotted with square symbols and dashed line style (the stimulus
layout is shown in Fig. 5, row 5). The associated steady-state levels are
shown by horizontal lines (with the same—but much smaller—symbols).
Error bars show + 1 S.E. of the mean across observers.

many—but not all—binocular summation experiments (see review
in Graham, 1989, Chapter 12). We find that the binocular steady-
state thresholds (dashed horizontal lines, Figs. 9 & 10) are approx-
imately 0.15 log units lower than the monoptic steady-state
thresholds (solid horizontal lines). The mean difference across all
sessions (£ 1 S.E. of the mean across observers) is 0.148 £ 0.012
log units (which is 0.135 = 0.022 log units in the 1.2-Hz sessions
and 0.160 = 0.009 log units in the 9.4-Hz sessions).

Now consider the probe thresholds on the flickering back-
ground in Figs. 9 and 10. When the background flickers at 1.2 Hz,
the difference between the binocular (square symbols) and monop-
tic (circle symbols) probe thresholds is 0.121 £ 0.012 log units,
which is very like—though slightly smaller than—the binocular
summation in the steady-state conditions (0.148 = 0.012 log units).
The difference at 9.4 Hz is definitely smaller (0.083 = 0.011 log
units).

A possible model: Part 11

Why should there be a difference of about 0.15 log units (approx-
imately the difference between the binocular and monoptic steady-
state thresholds here) for binocular summation in any condition? A
somewhat smaller effect is expected from so-called probability
summation of independent channels (approximately 0.08 log units
or a factor of about 2'/4), and this smaller factor is what is found
for summation across two far-apart values on many other dimen-
sions (for example, spatial frequency, spatial position, orientation;
see review in Graham, 1989, Chapters 4 & 12). The existence of
the BOTH channel in the simple model of Fig. 8 is one explanation
of the greater factor found for binocular summation. The predicted
amount of summation over the LEFT, RIGHT, and BOTH channel
outputs is greater than that expected from only the LEFT and
RIGHT channel outputs.

Why do we find less binocular summation in the 9.4-Hz con-
dition than in the 1.2-Hz condition (and less in the 1.2-Hz condi-
tion than in the steady-state condition)? These differences can be
predicted by the assumption in the simple model of Fig. 8—
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previously used to explain the results in the dichoptic condition—
that the BOTH channel is adapted more by the 9.4-Hz flickering
background than by the 1.2-Hz background. Also, as one changes
from a monoptic to a binocular stimulus, there is a greater contri-
bution of the BOTH channel to detection. Thus, in the 1.2-Hz
binocular condition the BOTH channel is less adapted (than at
9.4 Hz) and more influential (than in the monoptic condition),
resulting in greater binocular summation at 1.2 Hz than at 9.4 Hz.
Similar logic applies when comparing results on the 1.2-Hz flick-
ering background to those on a steady background.

Thus, the simple model in Fig. 8 is consistent with our results.

Implications for dynamic models of light adaptation

These results have some implications for the plausibility of mech-
anisms used in current dynamic models of light adaptation. The
models which have predicted some probed-sinewave results suc-
cessfully are those of Wilson (1997) and Snippe et al. (2000).

The success of Wilson’s (1997) model depends on a push-pull
mechanism (Hood & Graham, 1998; Wolfson & Graham, 2000,
2001). The available evidence suggests that there is no push-pull
mechanism in the retina (Hood, 1998). Here we find evidence that
most of the probed-sinewave effects are likely retinal.

Snippe et al.’s (2000) model depends critically on a contrast
gain control. There is evidence that such contrast gain control
exists in the retina (see Hood, 1998, for references).

Conclusion

Our results suggest that most of the processing in the probed-
sinewave paradigm is retinal (or any place with primarily monoc-
ular input). However, there is a small cortical (or any place with
primarily binocular input) contribution, particularly at higher fre-
quencies of the flickering background (9.4 Hz compared to 1.2 Hz
here).
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