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Abstract. We propose a human-machine hybrid approach to automating decision making in 
high human-interaction environments and apply it in the business-to-business (B2B) retail con-
text. Using sales transactions data from a B2B aluminum retailer, we create an automated ver-
sion of each salesperson, which learns and automatically reapplies the salesperson’s pricing 
policy. In a field experiment with the B2B retailer, we provide salespeople with their own mod-
el’s price recommendations in real time. We find that, despite the loss of private salesperson 
information, reducing intertemporal behavioral biases by providing the model’s price to the 
salesperson increases profits for treated quotes by 11% relative to a control condition. Using 
counterfactual analyses, we show that although the model’s pricing leads to higher profitability 
in most cases, salespeople generate higher profits when pricing out-of-the-ordinary or complex 
quotes. Accordingly, we propose a machine learning hybrid pricing strategy with two levels of 
automation. First, a random forest model automatically allocates quotes to either the model or 
the salesperson based on its prediction of whose pricing would generate higher profits. Then, if 
the quote is allocated to the model, the model determines the price. The hybrid strategy gener-
ates profits significantly higher than either the model or the salespeople.

History: K. Sudhir served as the senior editor for this article. This paper was selected as a finalist in the 
2018 Gary L. Lilien ISMS-MSI Practice Prize Competition. 

Supplemental Material: The online appendix and data are available at https://doi.org/10.1287/mksc.2023.1449. 
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1. Introduction
In the past century, automation has changed the labor 
market by consistently substituting for predictable and 
repetitive human tasks. In the early days of automation, 
its goal was first and foremost scalability and efficiency 
of well-defined tasks with clear inputs and outputs. 
Recent advances in computational methods and artifi-
cial intelligence (AI) allowed automation to tap into 
occupations that involve nonroutine aspects, such as 
judgment, perception and manipulation, creative intel-
ligence and social intelligence (Brynjolfsson and McA-
fee 2012, Chui et al. 2016, Frey and Osborne 2017). 
Consequently, automation is bound to transform a sig-
nificant share of soft-skills-based occupations in the 
near future (Nedelkoska and Quintini 2018).

Recent applications of automation and AI methods 
include tasks such as screening resumes (Cowgill 2018), 
identifying irregularities in computed tomography scans 
(Chilamkurthy et al. 2018), and replacing judges in de-
ciding whether defendants will await trial at home or in 
jail (Kleinberg et al. 2018). Yet, although these examples 

require a high level of expertise (medical doctors, human 
resource personnel, or court judges), the task is still rel-
atively well-defined, and subjective cues in the envi-
ronment should play little role in the decision process. 
That is, the X-ray image or the resume file should con-
tain all (or most) of the information needed to make 
the judgment.

In this research, we ask whether automation, either 
in the form of replacing the human agents or support-
ing them, could be applied to domains where soft skills 
and interpersonal interactions play an important role in 
the decision-making process and where interpretation 
of environmental cues may provide valuable informa-
tion. Specifically, we introduce automation to one such 
domain with high importance to marketers: pricing 
decision making in business-to-business (B2B) retail. 
The B2B market is estimated at trillions of dollars, yet it 
largely lags behind the business-to-consumer (B2C) 
market in adopting technology and automation (Asare 
et al. 2016). Pricing decisions in B2B are often based 
on a combination of sales expertise and soft skills. On 
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the one hand, B2B salespeople’s pricing decisions are 
good candidates for automation because they are often 
repetitive and arguably predictable. On the other hand, 
such pricing decisions may be difficult to automate 
because they involve a high degree of interpersonal 
communication, interpretation of behavioral cues, and 
persuasion skills.

We collaborate with a B2B aluminum retailer, where 
salespeople interact with business clients on a daily basis 
and price incoming requests for products to maximize 
profitability. The company has thousands of stock- 
keeping units (SKUs), customizable products, and varying 
commodity prices, giving salespeople pricing autonomy 
on a quote-by-quote basis. The pricing process is 
relationship-based (Zhang et al. 2014), and, in determining 
prices, salespeople often respond to case-based informa-
tion available to them. Thus, the same product may be 
sold to the same client at a different price over time, and in 
the same time period, the same product may be sold to dif-
ferent clients at different prices. On the one hand, this vari-
ation in pricing decisions may be justified, as during the 
interaction with the client, salespeople may use soft skills 
to adjust prices according to their assessment of the client’s 
willingness to pay. On the other hand, such variations may 
be caused by a host of human behavioral decision-making 
intertemporal biases (e.g., Payne et al. 1993), overweighing 
contextual information in making pricing decisions, or 
incentive scheme moral hazard effects. Examples of such 
biases reported in the context of pricing decisions include, 
for example, higher loss aversion in the afternoon to recover 
from morning losses (Coval and Shumway 2005), intertem-
poral incentive scheme misalignment (Misra and Nair 
2011, Larkin and Leider 2012), and adverse selection of 
easy-to-acquire, but less profitable, customers (Kim et al. 
2019). Thus, automation of the salesperson pricing decisions 
poses a performance trade-off. On the one hand, it can elim-
inate behavioral intertemporal biases and, consequently, 
improve performance, but on the other hand, it may miss 
justifiable response of the salesperson to relevant private 
information that cannot be automated, but on which sales-
person can capitalize. Given this trade-off, it is unclear 
whether automating the B2B pricing process would be 
beneficial.

We propose a hybrid approach to automation, in 
which the salesperson and an automated pricing algo-
rithm participate in the pricing process, utilizing the 
algorithm’s reliability in consistently applying pricing 
rules and eliminating intertemporal biases and using 
human judgment for interpreting relevant noncodable 
contextual cues. In a field experiment and in counter-
factual simulations, we show that combining auto-
mated and human pricing can lead to higher profits 
than using either approach separately.

Our automated algorithm is a model version of the 
B2B salesperson that mimics their past pricing behavior 
and applies it systematically to new pricing decisions. 

We create a representation of each salesperson in the 
company by regressing the salesperson’s past pricing 
decisions on different variables observed by the sales-
person when making the pricing decision (e.g., cost of 
the material, order size, or the identity of the client). 
The approach that uses the decision variable (price mar-
gin), rather than the outcome (whether the client 
accepted the price or gross profit conditional on accep-
tance), is called judgmental bootstrapping in the judgment 
and decision-making literature (Dawes 1979). It allows 
one to easily capture and consistently apply the sales-
person’s expertise and pricing knowledge.

In order to test the profit performance of the bootstrap 
automated-pricing model relative to that of the salesper-
son, we worked with the B2B retailer to conduct a real- 
time pricing field experiment. Over the course of eight 
business days, involving over 2,000 price quotes and 
over 4,000 product requests (lines), each incoming quote 
was randomly assigned to either treatment (receive price 
recommendation based on the model) or control (do not 
receive price recommendation) to test the causal effect of 
providing salespeople with the model-based pricing. We 
worked with the company to integrate our pricing model 
for each salesperson into their customer-relationship 
management (CRM) system and provide price recom-
mendations in real time for quotes assigned to the treat-
ment condition. After receiving the price predicted by 
the model-of-themselves in the treatment condition, the 
salespeople could decide whether to accept it, adjust it, 
or keep their original price.

Providing salespeople with price recommendations of 
their own model led to substantially and statistically sig-
nificantly higher profits than not providing such recom-
mendations. Specifically, treatment increased profitability 
by 11%, totaling in added profits to the company of over 
$26,000 during the eight days of the experiment, or over 
$1.4 million when extrapolated yearly. An instrumental 
variable (IV) analysis with treatment as the exogenous 
instrumental variable demonstrates that treatment (price 
recommendations) affected client acceptance by anchor-
ing salespeople to offer prices that are closer to the recom-
mended model prices.

Looking at salespeople’s compliance with the mod-
el’s suggested prices, we find that salespeople are more 
likely to comply with the model following a treatment 
quote that was converted, having observed the useful-
ness of the model. Similarly, we find that success in con-
verting a control quote leads to lower compliance rates. 
That is, the salesperson did not use the model and suc-
ceeded, and, therefore, is not inclined to use it for the 
current quote.

To support the findings of the field experiment, we 
perform a counterfactual analysis that allows us to 
examine the potential benefits of hybrid automation. 
We find that although pure automation performs better 
than the salespeople in terms of profitability, in some 
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cases, using human skills will lead to higher profits 
than using a model. Consequently, we propose a two- 
level human-machine hybrid that combines automation 
and human decision making to increase profitability: 
First, we train a machine learning (ML) Random Forest 
(RF) model that predicts whether human or model pric-
ing would lead to higher expected profitability based on 
the quote’s and client’s characteristics (e.g., quote weight 
or client purchase frequency) and allocates each quote 
accordingly. Next, if the quote is assigned to the model, 
the model prices the quote. This hybrid model generates 
expected profits that are 7.8% higher than those of the 
salespeople. Aligned with our theoretical predictions 
that salespeople” shine” when human judgment is re-
quired, we find that the hybrid model allocates to the 
salesperson out-of-the-ordinary or complex quotes (e.g., 
infrequent clients, quotes that include multiple items or 
require processing). The proposed hybrid model pushes 
a step forward on the human-machine continuum in 
automating not only the pricing decision itself, but also 
the decision of who should price the quote: the salesper-
son or the model.

Thus, in this work, we demonstrate that a human- 
machine hybrid approach to automation could transform 
B2B sales. Through a field experiment and supporting 
counterfactual analyses, we show that using both model 
pricing (for routine cases) and human judgment (for 
special cases, possibly with private information invol-
ved) generates higher profits to the company than pure 
human pricing. The company with which we collabo-
rated is implementing our model permanently into its 
CRM system.

The remainder of the paper is organized as follows: 
Section 2 discusses our contribution to the work on B2B 
pricing and automation. Section 3 lays out the specifica-
tion of the bootstrap model of the salesperson and the 
empirical context for evaluating it. Section 4 describes 
the field experiment conducted with the company and 
explains the mechanism underlying the improved per-
formance due to automation. Section 5 describes the coun-
terfactual analysis used to create the human-machine 
hybrid, and Section 6 concludes by discussing implications 
of our findings to salesforce automation.

2. B2B Pricing and Automation
2.1. B2B Marketing
Our work builds on and contributes to several streams 
of literature. We add to the relatively limited literature 
on B2B marketing (Grewal et al. 2015, Lilien 2016), and 
specifically on B2B pricing. The B2B market was esti-
mated at nearly $9 trillion in transactions in 2018. Nev-
ertheless, B2B pricing decisions remain a relatively 
understudied topic in the literature. Increasingly, sell-
ers face business clients that prefer to interact and place 
orders via e-commerce (Forrester 2018). It is therefore 

of great interest to examine the possibility of automat-
ing pricing decisions in a B2B context.

Buyer-seller interactions in B2B are typically long- 
term and relationship-based (Morgan and Hunt 1994, 
Lam et al. 2004). Variation of prices across clients and 
across purchases is common in B2B (Zhang et al. 2014). 
Consequently, responding to clients’ needs and under-
standing their state of mind are essential to the B2B 
salesperson’s job when it comes to making pricing deci-
sions. Although automation has gone a long way with 
respect to emulating human behavior, “the real-time 
recognition of natural human emotion remains a chal-
lenging problem, and the ability to respond intelli-
gently to such inputs is even more difficult” (Frey and 
Osborne 2017, p. 262). Therefore, the potential benefit 
from automating B2B pricing decisions is unclear.

2.2. Automation and Judgmental Bootstrapping
We add to the literature on automation by providing an 
empirical test for automating the B2B salesperson’s job. 
Although automation has come a long way in substitut-
ing for human tasks, automation of soft skills is still 
sparse (Deming 2017). Research in labor economics 
shows that automation can substitute for workers in 
performing tasks that follow explicit rules, whereas it 
complements them in performing nonroutine problem 
solving and communication-based tasks (Autor et al. 
2003). The salesperson’s job is a combination of repetitive, 
technical calculation of prices based on quote characteris-
tics and delicate use of soft skills and communication to 
understand the client’s state of mind and maximize 
profits.

The roots of our approach to automation lie in the 
behavioral judgment as well as the decision models lit-
erature. The former stressed the idea that models of 
experts trumpet experts in judgments and decision 
making (Meehl 1954, Dawes 1979). In a judgmental boot-
strapping (JB) model, the judgment (e.g., price), rather 
than the outcome (e.g., profit), is used as the dependent 
variable in the model of the expert. Consequently, 
model coefficients reflect the weight that the expert 
puts on each variable in making the judgment, creating 
a paramorphic representation of the expert’s decision 
policy (Hoffman 1960). Applications of JB include pre-
dicting students’ performance (Wiggins and Kolen 
1971) and bootstrapping psychiatric doctors (Goldberg 
1970) and financial analysts (Ebert and Kruse 1978, 
Batchelor and Kwan 2007), as well as some limited 
applications to managerial tasks (Bowman 1963, Kun-
reuther 1969, Ashton et al. 1994).

Why should automation of the salesperson through 
JB perform better than the expert? Ultimately, JB uses 
less information (only codable information) and may 
repeat inefficiencies in the experts’ past decisions. Em-
pirical demonstrations for the superior performance 
of JB over experts proposed in the decision-making 
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literature point out to its ability to eliminate intertem-
poral biases. People are inconsistent decision makers, 
who overweigh noisy, but salient, inputs where devia-
tion is not needed. Although human judgment of con-
textual cues can be useful in some cases, it hurts 
reliability in most cases (Dawes et al. 1989, Kahneman 
2011). In the context of salesforce behavior, such biases 
may include overcorrecting for losses earlier in the day 
(Coval and Shumway 2005), intertemporal incentive 
scheme misalignment (Misra and Nair 2011), or adverse 
selection of clients in light of private information (Kim 
et al. 2019). The JB model may perform better in such 
cases by appropriately and consistently weighing 
the information according to rules extracted from the 
human decision policy and limiting the effect of case- 
based biases and nonrelevant contextual information 
on the human decision maker’s judgment (Meehl 1954, 
Armstrong 2001).

We formulate the JB model and the trade-off between 
case-based inconsistencies and private information as 
follows. Let pt be the salesperson’s price for quote 
request:

pt � g(Xt) + f (zt) + ɛt, (1) 

where Xt is a vector of observed transaction characteris-
tics; zt is a mean centered private signal observed by the 
salesperson, but not by the researcher; and ɛt is an unob-
served random error with mean zero and standard devi-
ation σɛ that accounts for intertemporal inconsistencies 
in pricing. Our bootstrap model is the E[pt | Xt] � g(Xt):

This model integrates over both ɛt and f (zt).
ɛt is a random noise that is almost always damaging 

to the salesperson’s pricing behavior, and eliminating it 
using the JB model is likely to improve decision mak-
ing. The effect of f (zt) is more nuanced. As mentioned 
earlier, salespeople may use private information in 
their decision making. Such information is captured by 
f (zt). f (zt) may be a useful response to information like 
increasing the price for an urgent order or a response 
to, for example, the misalignment of the incentive 
system structure. f (zt)may also be harmful if it is over-
weighted relative to g(Xt), which is known in the JB 
literature as overweighing case-based information—for 
example, overreacting to the client’s interpersonal 
interactions.

A condition to the superiority of the JB model over 
the expert is that the benefits from eliminating the noise 
induced by σɛ and possible negative effects of the re-
sponse to private information in f (zt) overcome the loss 
induced by possible positive effects of f (zt). This condi-
tion is guaranteed if most of the information used in 
the decision-making process is available and codable, 
as has been the case in much of the JB literature. In the 
B2B context, it is believed that salespeople, to a large 
extent, use private signals in their pricing. The empiri-
cal question of whether automating the B2B salesperson 

is beneficial is at the heart of this paper. Our experiment 
and the supporting counterfactual analysis explore 
hybrid approaches that balance the benefits of private sig-
nals, salesperson expertise, and the consistency offered 
by automation.

It should be noted that because our model mimics 
the salesperson behavior, rather than an “optimal” pric-
ing model, any time-invariant biases exhibited by the 
salesperson (e.g., a salesperson who consistently over-
prices/underprices) will continue to exist in the model. 
Another question is why automate via JB of the sales-
person and not use optimal prices based on an esti-
mated model of demand. There are several reasons for 
this choice. First, it allows us to directly test the trade- 
off between σɛ and f (zt). Although this automation 
approach does not eliminate systematic biases, it 
captures the decision maker’s expertise and applies it 
consistently, preserving human knowledge. Second, 
deciding on optimal prices requires strong assumptions 
about the nature of demand, such as the degree to 
which consumers are forward looking or the nature of 
competitive responses. Our approach to automation 
does not require making such assumptions, as it only 
builds on salespeople’s historical decisions. Third, and 
related to the second point, our goal is to implement the 
pricing decisions in real time, which may not be feasible 
with optimal pricing calculation. Finally, given the sen-
sitivity of replacing salespeople with an automated 
solution, we opted for a model that relies on the sales-
person’s expertise, rather than a black-box model, 
which is likely to face more resistance from salespeople.

3. The Model of the Salesperson
Our approach to automation is to create a model of 
each salesperson that will learn their pricing policy 
based on their pricing history and apply it to new 
incoming quotes. For every salesperson separately, we 
estimate a model of previous pricing decisions as a 
function of a set of variables available to the salesperson 
at the time of decision. Although we observe the out-
come of the offered price quote—that is, whether the 
client accepted it or not—it is not included in the model 
because the goal is to create a JB model that mimics the 
salesperson’s pricing behavior. Then, the model can be 
used to replace every salesperson with a consistent and 
automated version of themselves to price a new set of 
quotes.

3.1. Data
The empirical context and data we use to calibrate the 
model of the salesperson come from a U.S.-based 
metals retailer that supplies to local industrial clients. 
The company has sales teams in three locations in Penn-
sylvania, New York, and California. In each of these 
locations, there is a team of salespeople servicing 
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mostly, but not exclusively, clients from the area. The 
retailer buys raw aluminum and steel directly from the 
mills, cuts them according to the specification provided 
by the client, and ships the products to the client. Cli-
ents may be small to medium-sized industrial firms 
(e.g., machine shops, fabricators, or small manufac-
turers). The company sells thousands of SKUs in nine 
product categories, seven of which are subcategories of 
aluminum (the other two, stainless steel and other metals, 
represent less than 2% of the lines in our data; see Table 
A1 in Online Appendix 1). Aluminum categories vary in 
terms of the shape of the metal, their thickness, and their 
designation (e.g., aerospace versus commercial). Because 
of the large number of SKUs, the dynamic nature of this 
industry in terms of varying commodity prices, and the 
high customization of products, there is no price catalog 
available. Thus, despite the products themselves being 
commodities, the service that the retailer provides makes 
these transactions more customized and unique. The 
salesperson has a high degree of autonomy in pricing 
products on a quote-by-quote basis, providing different 
prices to different clients and even different prices to the 
same client over time.

A client may request a price quote via email, fax, or 
by calling the supplier. Although the workflow in the 
firm allows any available sales agent to pick up the call 
and provide a price quote, most clients interact with 
the same salesperson on most purchase occasions. 
When requesting a price quote, the client specifies the 
requested metal, size of the piece, whether cutting is 
required, and the quantity. A quote from a client may 
include only one SKU or multiple SKUs, which we 
define as lines. After receiving the order’s specifica-
tions, the salesperson provides a price quote.1 Salespeo-
ple are guided and incentivized to maintain high price 
margins. After receiving the price quote, the client 
decides whether to accept or reject the quote, given the 
price in the quote. In this industry, price negotiations 

beyond the first-level negotiation of price quote and 
acceptance are rare. We verify this empirically by com-
paring the initial price from the quote to the final 
invoice price and find the prices to be identical in over 
99% of the cases.

The data include transaction-level information of 
price quotes spanning 16 months from January 2016 to 
April 2017. The sample includes 3,863 clients, with an 
average of 36 product requests per client.2 Each of the 
17 salespeople in the sample made, on average, over 
8,000 pricing decisions. A sales order may include one 
or more products (lines); each line is priced separately. 
The sample includes 67,851 price quotes, with an aver-
age of about two lines per quote, totaling 139,869 pric-
ing decisions (every line is a “pricing decision”); 56.9% 
of the quotes were accepted by the clients (i.e., con-
verted into sales orders). See Table 1 for line-level sum-
mary statistics of the data.

3.2. Model Specification
To standardize across products and order sizes, the 
firm uses price margins, as opposed to price or price 
per pound to evaluate its pricing strategy. Therefore, 
we use price margin in building the automated pricing 
model. The margin provided by salesperson s for line l 
in quote q for client i is defined as:

mlqis �
plqis � clq

plqis
, (2) 

where clq is the cost per pound (known to the salesper-
son) that the company paid to buy the material and plqis 
is the price per pound provided by the salesperson for 
the specific price quote q.3 Because the firm always 
prices above cost, price margins could range from zero 
to one and are somewhat skewed to the left. The aver-
age line price margin in the data is 41%, and the median 
is 36%. Consequently, we use the logarithmic transfor-
mation of price margin as the dependent variable in the 

Table 1. Descriptive Statistics of Quotes and Orders per Line

Variable Mean Std. dev. Lower 10% Median Upper 90%

Line margin 0.41 0.20 0.20 0.36 0.72
Price per lb. 4.78 25.06 1.67 2.60 7.19
Cost per lb. 1.98 10.64 1.18 1.40 2.74
LMEa price per lb. 0.76 0.07 0.68 0.75 0.86
LME price volatility 0.01 0.00 0.00 0.01 0.01
Weight (in lbs.) 352.30 683.54 16.09 117.00 892.77
Client recency (in days)b 61.86 207.92 1.00 13.00 120.00
Client frequency (per week)b 0.62 0.68 0.08 0.41 1.39
Client previous order $ amount (log)b 6.52 1.39 4.88 6.39 8.37
% of quotes priced by same salesperson 0.78 0.31 0.14 0.93 1.00
Cut required 0.32 0.46 0.00 0.00 1.00
Feet base 0.03 0.18 0.00 0.00 0.00
Sale (quote converted) 0.57 0.50 0.00 1.00 1.00
Total � 139,869

aLondon Metal Exchange.
bCalculated at the product category level.
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pricing model. In building the model, we attempt to 
include all the information available to the salesperson 
at the time of the pricing decision. We conducted sev-
eral interviews with senior management and salespeo-
ple in the firm to get an idea of the information flow 
along the pricing process. Additionally, we capture all 
of the information recorded on the firm’s CRM software 
that salespeople use when determining prices (see a 
screenshot of the CRM system in Figure 1). The model 
includes the following variables: 

a. Product category. Dummy variables for eight out 
of nine product categories the retailer sells (Baseline 
category is Aluminum–Cold Finish).

b. Weight. Log of total line weight in pounds.
c. Relative weight. Because pricing may be affected 

not only by the weight of each line, but also by the 
weight of the entire order, we include the relative 
weight of the line in the overall order to capture possi-
ble quantity discount at the quote level.

d. Cut. Made-to-order piece often require proces-
sing. We include cut in the margin equation as an inter-
action between the cut dummy variable and 1/weight.

e. Cost. The cost per pound for the requested part num-
ber, as displayed to the salesperson in the CRM system, 
which reflects the price the company paid for the material.

f. Commodity market prices. Salespeople have access 
to market prices published by the London Metal Exchange 

(LME). We include the daily LME price per pound, as 
well as the volatility of LME prices in the week prior to the 
date of the quote (measured by the LME standard devia-
tion during the past five business days).

g. Foot-base products. A dummy variable for whether 
the product is priced per feet rather than per pound (3.5% 
of the items).

h. Client characteristics 
a. Priority. The firm prioritizes clients based on 

orders volume in the preceding 12 months.4 We 
include priority in our model using a set of dummy 
variables. A client’s priority may change over the 
data window because it is updated by the firm 
every six months (baseline priority is Priority A).

b. Recency, frequency, and monetary—RFM. 
Recency is defined as days since the client’s last 
quote request from the same product category; 
frequency is defined as the client’s running average 
of requests from the product category per week 
since their first quote request; and monetary is 
defined as the log of the total dollar amount of the 
client’s last order in the product category.5

c. Client random effect. One of the most promi-
nent characteristics of B2B pricing is that prices can 
vary across clients (Khan et al. 2009). To account 
for client-specific pricing based on the client’s iden-
tity, we include client random effect in the model.

Figure 1. (Color online) Screenshot of the CRM System 
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i. Client-salesperson history. Relationship with the 
client could affect the salesperson’s pricing behavior. 
On the one hand, long-term familiarity with the client 
can increase the salesperson’s persuasion power. On 
the other hand, it may bias their pricing decisions (e.g., 
pricing may become too lenient). As a measure of the 
salesperson-client relationship, we calculate the pro-
portion of quotes up to date that the salesperson priced 
with the focal client out of the total number of client 
quotes. (i.e., we measure to what extent this is the cli-
ent’s regular salesperson). On average, the same sales-
person handles the client nearly 80% of the time.

j. Time dummies. To control for any time trends, we 
include quarter dummies (baseline quarter Q1 of 2016).

3.3. Model Estimation and Results
We estimate a linear regression separately for each 
salesperson to extract the weight each salesperson puts 
on each variable in setting the price margins for the 
requested quote. For each line l of each quote q priced 
by salesperson s for client i in the sample, we regress 
the logistic transformation of the price margin mlqis (as 
defined in Equation (2)), on the set of line characteristics 
and time-varying client characteristics, xlqi, as well as 
salesperson-client random effect, αis:

log
mlqis

1�mlqis

 !

~ αis + rsxlqi + ζlqis, (3) 

where ζlqis is a normally distributed random shock. 
Note that the subscript s in Equation (3) means that we 
estimate Equation (3) for each salesperson s separately. 
However, to get a sense for the effect each variable has 
on the log price margins, Table 2 presents the results of 

a mixed model with client random effect and salesper-
son fixed effect estimated on the whole sample.6

The automated version of the salesperson captures 
salespeople’s pricing policy well—the regression model 
explains nearly 70% of the variation in the pricing 
policy. Thus, g(Xt) in Equation (1) captures 70% of the 
variance salesperson’s pricing decisions. Furthermore, 
when converting log price margins back to price mar-
gins, the average predicted line price margin of 41.96% 
is very similar to the average observed line price mar-
gin of 41.14%.

We find that when cost increases, salespeople decrease 
price margins. However, when the daily metal price 
increases, salespeople pass through some of the increase 
to the consumers (controlling for the cost of the material 
to the company). High variability in market prices leads 
to lower price margins. Salespeople employ quantity dis-
count in pricing, such that larger orders have lower price 
margins. As expected, processing (cut) increases price 
margins. With respect to client behavior, the company 
provides lower price margins to customers who buy fre-
quently, but salespeople charge higher price margins for 
clients whose previous order was large. We find that cli-
ents receive lower price margins from their regular sales-
person, suggesting that relationship building may lead to 
pricing “softening.”

4. Randomized Field Experiment
To assess the value of automating the salesperson pric-
ing decisions through the individual pricing models, 
we collaborated with the company to conduct a large- 
scale field experiment. Ideally, the automated prices 
would replace salespeople’s prices altogether. How-
ever, due to the immediate impact that such a pricing 
experiment can have on the company’s profits, we were 
only able to provide the model’s prices as (real-time) 
recommendations and allow salespeople to adjust their 
original prices accordingly.

4.1. Experimental Design
In collaboration with the B2B retailer’s information tech-
nology team, we created a “price calculator,” which, 
upon receiving a new quote, calculates the model’s pre-
dicted price margins per Equation (3) based on the 
quote, client, and salesperson characteristics. The calcu-
lated price per pound7 is then displayed in real time as a 
recommendation to the salesperson. The experimental 
design randomly allocates incoming quotes into treat-
ment (60% of the quotes) and control (40% of the 
quotes).8 The regular pricing workflow is as follows: 
When a client puts in a new quote request, the salesper-
son enters the new quote information (client ID, SKUs 
requested, etc.) into the CRM system. The salesperson 
then provides a price quote, saves it to the system, and is 
able to edit prices as needed. When done editing, the 

Table 2. Bootstrap Pricing Model with Salesperson Fixed 
Effects

Variable Coefficient Std. err.

Cost per lb. �0.003*** (0.000)
LME per lb. 0.860*** (0.076)
LME volatility �1.454** (0.462)
Weight (log) �0.469*** (0.001)
Relative Weight 0.270*** (0.005)
Cut/weight 0.303*** (0.007)
Foot base �0.232*** (0.009)
Recency 0.00001 (0.000)
Frequency �0.077*** (0.004)
Monetary (log) 0.003* (0.001)
Regular salesperson �0.018* (0.008)
Intercept 0.646*** (0.068)
Observations 139,869
R2 67.1%

Notes. DV is Logit-transformed price margins. Regression includes 
client random-effect, salesperson fixed effect, client priority dummies, 
category dummies, and quarter dummies.

*p < 0.05; **p < 0.01; ***p < 0.001.
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salesperson generates a price-quote document and sends 
it to the client via email.

In the experimental intervention for quotes in the 
treatment condition, after the salesperson entered their 
quoted pricing information, the following message was 
emailed to the salesperson: “Based on your previous 
pricing decisions, the prices recommended for this 
quote are:”, and below was a table displaying the prod-
uct information for every line of the quote, the price 
that the salesperson had just entered into the system, 
per pound and per unit, and total per line, as well as the 
model’s price per pound and per unit and total per line 
(see Figure 2(a) for a screenshot of the email). The sales-
person could then either click Accept suggested prices to 
update the sales system to reflect the model’s prices, 
Accept original prices to keep her original prices, or Edit 
to edit any price manually (see Figure A2 in Online 
Appendix 2 for the edit form). Prices were automati-
cally updated in the sales system and sent to the client, 
therefore not requiring an extra step on behalf of the 
salesperson. The flow of the experiment is depicted in 
Figure 3.

Because treatment involved an extra step of evaluat-
ing the original prices, which may, in and of itself, gen-
erate higher attention of the salespeople to their pricing 
decisions, an email was also sent to quotes in the control 
group. The control email was similar to that of the treat-
ment, except that it did not include the columns dis-
playing the model’s recommended price (see Figure 
3(b) for a screenshot of the control group email). Similar 
to the treatment condition email, the control condition 

email allowed the salesperson to either Accept or Edit 
their original prices. If edited, prices were updated 
directly in the system. The salesperson’s next step in 
both control and treatment flows was to go back to the 
system, generate the price-quote document, and send it 
to the client, as they would have done without the 
experiment.

Note that when entering their original price quotes, 
salespeople did not know whether each quote belonged 
to treatment or control (i.e., whether they will receive a 
price recommendation or not); hence, the original price 
quotes are independent of the experimental manipula-
tion. This unique design gives us knowledge of three 
data points for each quote (control and treatment): the 
original price set by the salesperson, the model’s recom-
mended price (calculated in both control and treatment, 
but made available to the salesperson only in the latter), 
and the final price that the salesperson provided to the cli-
ent. We use this information in subsequent analyses to 
shed light on salespeople behavior in the experiment.

Prior to the commencement of the experiment, we let 
the salespeople experience the tool for four business 
days, during which we adjusted the tool to fit best into 
their workflow and corrected any technical issues that 
arose. During those pretest days, we visited two out of 
the three company locations (New York and Pennsylva-
nia) and conducted several phone conversations with 
the salespeople in the third location (California) to make 
sure salespeople were comfortable using the tool and 
understood its flow.

We ran the experiment for eight consecutive busi-
ness days, from June 2 to June 13, 2017. Our data 
include 2,075 quotes by 1,045 clients, with a total of 
4,142 pricing decisions (each line is a pricing decision).9
The average compliance level with the tool (i.e., quotes 
for which salespeople either fully accepted the recom-
mended prices or edited prices in the direction of the 
recommendation) was 19.48%. We note that in our 
analyses, we use intention to treat (price recommenda-
tion), as opposed to compliance (whether the sales-
person adopted our price recommendation), because 

Figure 2. (Color online) Emails Sent to Salespeople as Part of the Field Experiment 

Notes. (a) Treatment email format. (b) Control email format.

Figure 3. (Color online) Flow of Field Experiment 
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compliance is endogenous. Hence, considering the 
compliance levels, our results may underestimate the 
true effect of automation. We further discuss salespeo-
ple’s compliance behavior in Section 4.3.2.

4.1.1. Randomization. Every incoming quote was assigned 
to the treatment group with probability 0.6 or to the con-
trol group with probability 0.4. Indeed, 58.3% of incom-
ing quotes were assigned to the treatment condition. As 
with any experimental design, the first order of business 
is to examine that the randomization was performed cor-
rectly. We performed a randomization check for differ-
ent quote variables, such as average cost, total weight, 
number of lines requiring cut, and number of lines per 
quote, as well as the original price set by the salesperson, 
the model’s price, and the difference between them. We 
find no statistically significant differences between the 
treatment and control conditions on these variables (all 
p > 0.23; see Online Appendix 2.2).

4.1.2. Stable Unit Treatment Value Assumption. The 
relatively small number of salespeople in the company 
was the key reason to randomizing at the quote level, 
rather than at the salesperson level. When choosing a 
within-subject design, where some of the salesperson’s 
quotes are treated, whereas others are not, there is a 
risk of violating the stable unit treatment value assump-
tion (SUTVA; Rubin 1980). That is, that treatment 
of quotes in the treatment group “contaminates” the 
quotes in the control group because the same salesper-
son prices both the treatment and the control quotes. 
One possible mechanism through which such contami-
nation may occur is learning. If, for example, the sales-
person receives a few consecutive treatment emails 
recommending higher prices than their original prices, 
they may adjust their pricing upward in the following 
treatment and control quotes.

To evaluate the extent to which learning is affecting 
pricing, we compare the difference between the mod-
el’s price per pound and the salesperson’s original price 
per pound over time, for control and treatment quotes. 
Although we expect that the model maintains the same 
pricing rule, if the salesperson learns over the course of 
the experiment to price more systematically and more 
similarly to the model, the difference between the sales-
person’s original prices and the model’s prices will 
decrease over time. Figure 4 shows the average absolute 
difference between the model’s price and the original 
salesperson’s price over the eight days of the experiment. 
We see no apparent pattern in the difference between the 
model and the salesperson pricing in either of the experi-
mental conditions over the course of experiment, suggest-
ing that violations of SUTVA due to learning are likely to 
be minimal.

To statistically test possible violations of SUTVA via 
the effect of one quote on a subsequent quote, we tested 

whether the treatment given to a quote affects the pric-
ing by the same salesperson in the following quote. For 
each line in a quote, we regress the absolute difference 
between the model’s price per pound and the salesper-
son’s original price per pound on a dummy variable 
indicating whether the previous quote priced by the salesper-
son was treated, controlling for the set of line characteris-
tics, time-varying client characteristics, salesperson 
fixed effect, and salesperson-client random effect. If 
SUTVA violations exist, the salesperson will price more 
similarly to the model following a treatment quote, as 
they can learn from the treatment quote pricing. How-
ever, we do not find a statistically significant relation-
ship between whether the previous quote belongs to 
the treatment condition and the difference between the 
salesperson’s and the model’s prices in the current 
quote (βprevious_quote_treated � 0:0019,p � 0:959). See Online 
Appendix 2.3 for full details.

Although the results of the SUTVA analysis are 
encouraging for the purpose of causally estimating the 
treatment effect, they may be disappointing from a 
training point of view, in the sense that, at least within 
the eight days of the experiment, observing the model’s 
prices was not sufficient to change salespeople’s inher-
ent pricing decisions.

4.2. Field Experiment Results
4.2.1. Nonparametric Test. To test the effectiveness of 
the treatment (providing price recommendation), we 
compare the gross profit (GP) between treatment and 
control quotes. GP can go from zero to a large number. 
Because quotes that were not converted to sales (i.e., the 
client declined the offered price) have zero GP, the dis-
tribution of GP has a mass at zero. Accordingly, we use 
a nonparametric test to compare the GPs between the 
treatment and control conditions. In addition, although 
randomization was done at the quote level, pricing was 
done separately, but not independently, for each line 
within the quote. To account for such interdependence, 

Figure 4. Average Absolute Difference between Model Price 
per Pound and Original Price per Pound Over the Eight Days 
of the Experiment: Treatment vs. Control 
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we cluster the standard errors across lines of the same 
quote. Specifically, we use a nonparametric Wilcoxon 
rank-sum test with clustered standard errors for lines 
within a quote (Datta and Satten 2005, Jiang et al. 2017) 
to compare mean line gross profits between treatment 
and control conditions. We find that quotes in the treat-
ment group have statistically significantly higher gross 
profits per line relative to quotes in the control group 
(Diff � $10.95, GPcontrol � $94:16, GPtreatment � $105:11, 
Z ��2:132, p � 0:033). Overall, the increase in profits 
corresponds to over $26,000 for the treated quotes dur-
ing the eight days of the experiment and over $1.4 mil-
lion when extrapolated to all quotes handled by the 
company in a year. Thus, automation in the form of 
recommending salespeople their own model’s prices 
can result in significant and substantial increase in the 
company’s profits.

4.2.2. Cragg Hurdle Regression Analysis. The positive 
effect of treatment on profits and margins could come 
from increasing the number of quotes that were 
accepted and/or from higher price margins of accepted 
quotes. In order to further understand the mechanism 
underlying the positive effect of providing price recom-
mendations to quotes in real time, we estimated a 
Cragg hurdle regression (Cragg 1971). The Cragg hur-
dle model enables the estimation of the treatment effect 
separately on the two observed processes: acceptance 

of the suggested price by the client and GP level condi-
tional on acceptance of the price (GP is zero if the client 
rejects the price offer).10 Specifically, we use a normal-
ized log(1+GP) as dependent variable (DV) and define 
its distribution using the following model:

f (log(1 + GP) | x1
lq)

�

Φ(x1
lqd1)[Φ(x1

lqd2)=σ]�1

φ[log(1 + GP)� x1
lqd2)=σ]=σ, if GP > 0,

1�Φ(x1
lqd1), if GP � 0,

8
>><

>>:

(4) 

where the top part of the equation reflects the cases in 
which the client accepted the quote—and, hence, the 
GP is positive—and the bottom part the client’s quote- 
acceptance process. x1

lq includes a dummy for whether 
the quote was treated or not, a set of dummy variables 
to control for day of the experiment fixed effect, line 
weight, cost per pound, and whether the quote required 
a cut (divided by the weight).

The results of the Cragg hurdle model analysis are 
shown in the left column of Table 3. Controlling for line 
characteristics and for day fixed effect, the effect of the 
treatment (i.e., providing the model’s price recommen-
dation) on the probability that the client will accept the 
quote is positive and statistically significant. The effect 
of the treatment on gross profit for the lines that were 
converted is not statistically significant.11 Thus, the 

Table 3. Cragg Hurdle Regression Analysis

Variable Base model Interaction with PI and N train

Client acceptance of price
Treatment 0.154* (0.076) 0.135 (0.074)
Line weight (log) �0.0886*** (0.022) �0.0844*** (0.021)
Cost per lbs. �0.0510 (0.040) �0.0145 (0.040)
Cut/weight �3.338* (1.558) �2.788 (1.571)
Prediction interval �1.566*** (0.389)
Treatment × PI 0.820 (0.485)
N train (in thousands) 0.0475* (0.019)
Treatment × N train �0.0218 (0.024)
Constant 0.473* (0.191) 0.437* (0.187)

Log line gross profit
Treatment 0.00448 (0.009) 0.00117 (0.009)
Line weight (log) 0.115*** (0.003) 0.115*** (0.003)
Cost per lbs. 0.0386*** (0.006) 0.0375*** (0.006)
Cut/weight 1.541*** (0.222) 1.483*** (0.219)
Prediction interval 0.125*** (0.035)
Treatment × PI �0.173*** (0.050)
N train (in thousands) �0.00096 (0.002)
Treatment × N train �0.00136 (0.0026)
Constant 0.973*** (0.022) 0.975*** (0.021)

lnsigma
Constant �2.189*** (0.039) �2.195*** (0.039)

Observations 4,142 4,142
R2 27.99% 30.10%

Notes. Standard errors are in parentheses. Day fixed effects are included.
*p < 0.05; ***p < 0.001.
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treatment worked through setting prices that increase 
the likelihood of the client accepting the quote, but not 
through setting prices that lead to higher profits given 
quote acceptance.12

To investigate the mechanism by which treatment led 
to increase in quote acceptance by the client, we run an 
instrumental variable Probit regression (Amemiya 1978) 
of quote acceptance on the absolute value of the differ-
ence between the model’s price per pound and the final 
price per pound quoted to the client, with treatment as an 
exogenous IV for the endogenous price difference. We 
clustered standard errors for lines within a quote:

P(salel � 1) � Probit(∆Pricelβ1 + x2
l b2), (5(a)) 

∆Pricel � ITπ1 + x2
l p2 + vl, (5(b)) 

where salel is the client’s decision to accept line l (in 
quote q), ∆Pricel is the absolute value of the difference 
between the model and the final price per pound,13 and 
x2

l is the same set of controls used in Equation (4). The 
Gaussian function for ∆Pricel includes the same set of 
controls x2

l , a treatment dummy IT, and a random shock 
normally distributed, vl.

The results of the IV analysis are shown in the left col-
umn of Table 4. As expected, the term that captures the 
difference between the model and final price has a neg-
ative coefficient in the quote acceptance, suggesting 
that when the salesperson prices closer to the model 
(final price is closer to model’s price), client acceptance 
increases, and confirming that the treatment works 
through making the salespeople’s pricing closer to their 
model.

In addition, we run an IV regression, in which we include 
an interaction term between ∆Pricel and a dummy variable 
for whether the model recommended a lower price than 
the salesperson (38.2% of cases). We find that the instru-
mented price difference variable is more strongly related to 
quote acceptance when the model recommends lower 
prices than the salesperson relative to when it recommends 
higher prices (β

∆Pricel×Imodel_higher
��1:43, p < 0:001; right col-

umn of Table 4), suggesting that the model affects 
quote acceptance by recommending lower prices to 
the salespeople.

4.3. Explaining the Automation Mechanism
Although we have now established that following the 
model’s recommendation leads to higher profitability 
(through increased acceptance), a question may arise: 
How does a model that merely mimics the salesperson’s 
pricing policy, rather than provides optimal prices, lead 
to better outcomes? As mentioned earlier, the perfor-
mance of the automation approach relies on a trade-off 
between improved performance due to increased consis-
tency (Meehl 1954) and possible deteriorated perfor-
mance due to missing relevant noncodable cues (see also 
Equation (1)).

A plethora of previous work (e.g., Dawes et al. 1989) 
suggests that systematically applying the expert’s de-
cision policy will lead to better predictions by mere consis-
tency of reapplication of the expert’s judgment. Consistent 
with this account, we find that the coefficient of variation 
of the model’s predicted price margins (0.372) is signifi-
cantly smaller than that of the salespeople’s price margins 
(0.432; p < 0.001). That is, the model leads to lower variance 
in the pricing decisions by eliminating ɛt, the random 
error component in the price, and possibly some case- 
base information in f (zt) in Equation (1). Taken together 
with the increased profitability in the treatment condition 
and the IV analysis that shows that the treatment effect 
works through salespeople pricing closer to their model, 
we conclude that the model’s benefit in reducing the 
noise component of the pricing decision outweighs the 
model’s possible loss due to not accounting for private 
information. In this subsection, we demonstrate how the 
consistency of the model may have helped salespeople’s 
decision making in the experiment. We start by showing 
how the model’s recommendations make salespeople 
more consistent and how the model helps correct inter-
temporal biases. We then provide a compliance analysis 
that, although not causal, sheds light on the trade-off 
between consistency and missed private information and 
how the treatment effect is materialized.

4.3.1. Heterogeneity in Treatment Effect 
4.3.1.1. Prediction Intervals. We would expect the 
model to perform better and help salespeople in 

Table 4. Instrumental Variable Analysis for Line Conversion

Variable Base model Interaction with model price lower

∆Price �0.938*** (0.048) �1.575*** (0.102)
Line weight (log) �0.284*** (0.027) �0.211*** (0.026)
Cost per lb. 0.174*** (0.039) �0.00381 (0.029)
Cut/weight 13.86*** (2.275) 24.41*** (3.414)
Model price lower 0.883*** (0.054)
Model lower × ∆Price �1.429*** (0.109)
Constant 1.655*** (0.205) 1.926*** (0.179)
Observations 4,142 4,142

Note. Standard errors are in parentheses.
***p < 0.001.
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situations where the model makes more accurate pre-
dictions. For example, when orders are complex or odd, 
the model has less relevant data to calibrate on, and, 
hence, predictions are likely to be less accurate and less 
helpful. To investigate this conjecture, we calculate pre-
diction intervals (PIs) for each of the model’s price- 
margin recommendations, based on each salesperson’s 
own data. We then include these mean-centered PIs as 
heterogeneity in treatment effect in x1

lq in Equation (4) 
of the Cragg analysis. Prediction intervals, by defini-
tion, are larger when model covariates are extreme, 
and, thus, the model’s prediction is less certain, leading 
to larger intervals and weaker treatment effects. To con-
trol for the fact that PIs may be negatively correlated 
with the amount of data available, we include in the 
regression the mean-centered number of pricing deci-
sion (lines) for the salesperson during the calibra-
tion period.

Indeed, we find that when PIs are large, and controlling 
for the number of pricing decisions made by the salesper-
son in the calibration period, the treatment is weaker, and 
gross profit is lower while there is no effect for conversion 
(see right column in Table 3). The joint effect of the PIs’ 
width and treatment is possibly driven by compliance, as 
salespeople were less likely to comply with the model 
when the model was unsure about the pricing (large PIs). 
We find a weak negative relationship between the size of 
the PIs and compliance with the model’s recommenda-
tion (Pearson′sr ��0:05, p � 0:011), meaning that sales-
people do have an insight in terms of when to comply 
with the model.

4.3.1.2. Salesperson Characteristics. Theoretically, it 
would be informative to investigate heterogeneity in 
treatment effect by salesperson characteristics, such as 
consistency of past pricing decisions, expertise, or ten-
ure with the company. However, with only 17 salespeo-
ple in the experiment, such analyses can be suggestive 
at best. Directionally, we find that salespeople for 
whom our model of the salesperson had a higher coeffi-
cient of determination, R2 (i.e., salespeople with an 
average lower ɛt and f (zt) in Equation (1)), had lower 
treatment effect (lower increase in quote acceptance and 
GPs due to treatment). That is, the model contributes 
less to salespeople who are consistent and use primarily 
observables to make their pricing decisions. In addition, 
we verify that the number of observations in the sales-
person’s training set does not drive the relationship 
between R2 and the treatment effect. See Online Appen-
dix 2.4 for full details.

4.3.2. Compliance Analysis. One of the largest risks 
when conducting a field experiment that requires coop-
eration of participants is lack of compliance. Specifi-
cally, when offered to rely on algorithmic decision aids, 
people may demonstrate algorithm aversion and limit 

their use of the aid tool. Among the reasons for this 
aversion are the belief that humans can reach near- 
perfection in decision making (Einhorn 1986) and that 
human predictions improve through experience (High-
house 2008). The latter is especially important when it 
comes to experts’ decision making. Experts tend to 
overweigh their experience and expertise, which often 
leads to poor predictability (Arkes et al. 1986, Camerer 
and Johnson 1991). Moreover, when facing (inevitable) 
algorithmic errors, people are less likely to trust and 
use the algorithm (Dietvorst et al. 2015).

The experimental design, in which salespeople received 
the model’s prices as recommendations and could use it at 
their own discretion, posed a risk of low compliance to our 
experiment. During the experiment, salespeople expressed 
great confidence in their own judgment. For example, one 
salesperson said, “I am not likely to follow the recom-
mended price because I had already put a lot of thought 
into pricing the quote and considered everything there is 
to consider.” Moreover, many salespeople said that 
although the tool may be useful for other salespeople, 
“their clients” (or the quotes they typically price) are 
“different.” Overall, salespeople’s reluctance to accept the 
model’s price could make it harder to identify the true 
effect of the treatment.

Our experimental design allows us to assess compli-
ance because we have information about the salesper-
son’s original pricing decision made prior to exposure 
to treatment (only after the salesperson inputs into the 
system a price for the new quote, the quote is randomly 
assigned to treatment or control, and the model’s price 
is displayed for treated quotes). In what follows, we 
analyze compliance patterns to shed more light on the 
observed treatment effects. However, because compli-
ance is endogenous to the decision maker and to the 
quote and client characteristics, the analysis in this sec-
tion should be taken as descriptive, rather than causal.

Table 5 depicts the compliance patterns based on 
whether salespeople changed their price, relative to 
their original price, in a direction that is consistent or 
inconsistent with the model’s recommendation.14 First, 
looking at the control condition, we find that salespeo-
ple have an insight into adjusting their price in the right 
direction. In the control condition, salespeople did not 
see the model’s recommendation, yet, upon further 
thinking about their price after receiving the control 
email prompt, they inherently adjusted prices in higher 
rates in the direction of the model than in the opposite 
direction (9.52% price decreases versus 6.25% price 
increases when the model recommended a lower price 
than the salesperson price; 16.93% price increases 
versus 3.78% price decreases when the model recom-
mended a higher price). Overall, in the control condi-
tion, salespeople adjusted their original price in the 
direction of the model in 14.05% of the cases (64 price 
decreases and 179 price increases). The magnitude of 
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change in price (see median change in price in Table 5) 
in the treatment condition is also higher when salespeo-
ple complied with the model versus when they went 
against the model. This result highlights that when 
reconsidering their prices, even without seeing the 
model price, salespeople had the intuition to revise 
their pricing decisions according to the model. It also 
highlights that the model predictions are in line with 
the salespeople’s decision-making process. Turning 
now to the treatment condition, we see an even higher 
rate of “compliance” with the model’s recommenda-
tion. In 19.48% of the cases (133 price decreases and 
337 price increases; see boldface numbers), salespeople 
changed their price in the direction of the model, a lift 
of 37.7% in compliance with the model relative to the 
control condition (5.4 percentage points).15

Moving to the relationship between compliance pat-
terns and demand, Table 6 shows quote conversion rates 
by model recommendation and salesperson behavior. 
Cases in which the salesperson changed the price in a 
direction congruent with the model’s recommendation 
are in boldface. As expected, and in line with the results 
of the Cragg analysis, the largest increase in conversion, 
from 25% in control to 50.38% in treatment, comes from 
following the model in decreasing the price (p < 0.001). 
When increasing the price following the model’s recom-
mendation, we do not expect an increase in conversion 
because the price was increased (39.17% in treatment 
versus 37.99% in control, p � 0.79).

The off-diagonal, in which salespeople went against the 
recommendation of the model, also reveals an interesting 
pattern. In these cases, we find significantly higher conver-
sion rates in treatment relative to control. Because of self- 
selection, we can only speculate that these are cases in 
which salespeople had relevant private information about 
the client’s likelihood to accept the quote and responded 
accordingly (f (zt) in Equation (1)). When reconsidering 
their pricing decisions following the email prompt, the 
salesperson may have re-evaluated the information and, 

in some cases, may have discussed the case with a man-
ager, possibly making the salesperson weigh the informa-
tion differently and consequently deviate from the model 
even more. Of course, had this information zt been cod-
able, it could have been incorporated in the model to 
improve predictions. We also investigated how gross prof-
its vary by compliance. Consistent with the insignificant 
effect of treatment on gross profits, given quote conversion 
in the Cragg model, we do not find significant differences 
in gross profits by compliance (see Online Appendix 2.4 
for details).

One of the reasons suggested by the JB literature for 
why a model of the expert improves the expert’s deci-
sion making is that it helps the expert avoid intertem-
poral biases due to, for example, reacting to previous 
successes in independent decisions (Coval and Shum-
way 2005). In the context of compliance, salespeople 
may be more likely to comply with the model if they 
recently observed the model’s success. To investigate 
such patterns, we estimate a mixed logit model regres-
sing salesperson compliance per the definition of com-
pliance in Table 5 on a dummy indicating whether the 
previous quote by the salesperson was converted, a 
dummy indicating whether the previous quote by the 
salesperson was a treatment quote, and the interaction 
between the treatment and conversion dummies.

We find that success in converting a control quote 
leads to lower compliance rates in the following treat-
ment quote (βprev_conversion ��0:97, p � 0:001; see Table 
7): The salesperson did not use the model and suc-
ceeded, and, therefore, is not inclined to use it for the 
current quote. However, following a treatment quote 
that was converted (βconversion×treatment � 0:793, p � 0:026), 
salespeople are more likely to follow the model, having 
observed the usefulness of the model. Indeed, overcon-
fidence was found to be prevalent among salespeople 
(Bonney et al. 2016), but automation in the form of AI 
recommendations can mitigate this bias as salespeople 
realize its benefits.

Table 5. Compliance Patterns by Model Recommendation

Experimental condition Model’s recommendation

Salesperson’s behavior

Decreased price No change Increased price Total

Treatment Decrease price 133 (�$0.2) 732 (–) 44 ($0.09) 909
14.63% 80.53% 4.84% 100%

Increase price 57 (�$0.13) 1,110 (–) 337 ($0.4) 1,504
3.79% 73.80% 22.41% 100%

Total 190 1,842 381 2,413
7.78% 76.34% 15.79% 100%

Control Decrease price 64 (�$0.24) 566 (–) 42 ($0.39) 672
9.52% 84.23% 6.25% 100%

Increase price 40 (�$0.99) 838 (–) 179 ($0.44) 1,057
3.78% 79.28% 16.93% 100%

Total 104 1,404 221 1,729
6.02% 81.20% 12.78% 100%

Notes. Median changes in price per condition are in parentheses. Cases in which the salesperson complied with the model’s recommendation 
are in boldface.
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Overall, our analyses suggest a moderate level of com-
pliance, which leads to higher quote conversion, particu-
larly when the model recommended to decrease the 
price. When salespeople decide to go against the model’s 
price, it is often when the quote has a higher chance of 
conversion, hinting toward the existence of noncodable 
private information. Finally, we find that observing the 
model’s success in converting quotes can mitigate sales-
people’s overconfidence with their own behavior and 
establish confidence with the model’s advice.

5. Counterfactual Analyses
The experiment allowed us to directly investigate the 
causal effect of automation on profitability. However, as 
with any field experiment, there were some limitations to 
it, including not being able to fully replace salespeople’s 
pricing due to the high stakes for the company, being 
dependent on salespeople’s endogenous compliance, and 
not being able to test different specifications of the pricing 
automation model. To overcome these issues, we build a 
demand model that mimics the client’s decision to accept 
or reject the quote, given the quoted price. We then run a 
counterfactual analysis comparing profitability under dif-
ferent pricing schemes based on versions of full and 
hybrid automation.

Using observed historical client decisions to accept or 
reject quoted prices, we estimate a demand model.16 To 
create the counterfactual, for each quote q requested by 
client i, based on observed prices pqi and predicted prices 
ˆpqi (calculated based on the model’s predicted margins), 

we calculate predicted acceptance probabilities, based 
on the actual price, Pr(pqi), and the model’s price, Pr( ˆpqi). 
We then calculate for quote q requested by client i:

Πqi � (pqi � cq) × Prqi(pqi), (6) 
Π̂qi � (p̂qi� cq) × Prqi(p̂qi), (7) 

and compare expected profits based on the difference 
between Πqi and Π̂qi.

5.1. Data for Counterfactuals
To allow for both calibration and validation data for the 
counterfactual, we use a longer data period that spans 
two years of transactions between 2015 and 2016, using 

the first 18 months for calibration and the last 6 months 
for validation (prediction). Overall, the calibration data 
include 21 salespeople making 104,336 pricing decisions 
for 3,787 clients over the course of 18 months. See Online 
Appendix 3.1 for summary statistics of the counterfac-
tual analyses data. Similar to Equation (3), we estimate 
a price-margins model using counterfactual calibration 
data. The estimated price-margins model is very similar 
to the pricing model in Table 2. See Online Appendix 3.1 
for details.

5.2. The Demand Model
To calculate expected profits, we need to estimate the 
probability of quote acceptance, given price (the last 
term in Equations (6) and (7)). Given the salesperson 
price quote, the client decides whether to accept or 
reject the offer. For each client, we observe multiple 
quote requests and the corresponding accept or reject 
decisions. We specify the utility for client i from accept-
ing quote q as:

uqi � β1i + β2i pqi + bz zqi + γ ∆Pqi + σ ηqi + ξ2qi,

(8) 

where β1i is a random intercept for client i, and pqi is the 
price per pound offered for quote q made by client i.17

zqi is a vector of covariates that includes recency (days 
since the last quote request by client i), regular salesper-
son (the ratio of quotes priced by the salesperson out of 
the total number of quotes by this client up to the date 
of the current quote), log weight of quote j, LME price 
on the day of quote j, LME volatility on the week prior 

Table 6. Conversion Rates by Compliance with Model Recommendation

Experimental condition Model’s recommendation

Salesperson’s behavior

Decreased price No change Increased price Total

Treatment Decrease price 50.38% 48.36% 52.27% 48.84%
Increase price 59.65% 54.23% 39.17% 51.06%

Total 53.16% 51.90% 40.68% 50.23%
Control Decrease price 25.00% 42.40% 26.19% 39.73%

Increase price 42.50% 47.37% 37.99% 45.60%
Total 31.73% 45.37% 35.75% 43.32%

Note. Cases in which the salesperson complied with the model’s recommendation are in boldface.

Table 7. Compliance by Conversion and Treatment

Variable Coefficient Std. err.

Previous quote conversion �0.970*** (0.292)
Previous quote treatment 0.0713 (0.222)
Prev. quote: conversion × treatment 0.793* (0.356)
Constant �2.569*** (0.334)
ln(σ) 1.442*** (0.181)
Observations 2,406a

Note. Day fixed effect and client random effect are included.
aLines in the treatment condition.
*p < 0.05; ***p < 0.001.
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to quote j, and a set of dummies, one for each product 
category included in the quote.

To control for possible endogeneity of the price due 
to either targeted pricing for specific clients or unob-
served random shocks that may affect both pricing and 
demand, we use a control function approach (Petrin 
and Train 2010) with wholesale cost, cut, and quarter 
fixed effect as instrumental variables, as well as client 
random effects to control for potential endogenous effect 
in targeting prices to clients based on their estimated 
likelihood to accept. The cost that the company paid for 
the product is a good exclusion instrumental variable for 
price, as its effect on clients’ demand should primarily 
go through the price of the product. Given that the cost 
is determined based on the price the company paid 
when buying the product, and the fact that products 
tend to stay in the company’s warehouse for as long as 
six months, correlation between wholesale price and 
competitive prices is likely to be relatively low. To fur-
ther test the validity of this instrument, we run the Ha-
usman specification test adapted for control function 
estimation (Hausman and McFadden 1984) for our main 
IV, cost. The test suggests validity of instrumental vari-
able approach (Chi-Squared � 18.26, p < 0.001).

The Gaussian control function price equation for cli-
ent i and quote q is:

pqi �λi+λcost costq+λcut cutq+lquarter quarterq+ξ1qi,
(9) 

where pqi is the actual price quoted to client i for quote 
q, λi is a client i random-effect intercept, costq is the cost 
of the material for quote q, cutq is the ratio of lines in the 
quote that require special processing, and quarterq is a 
set of dummy variables for five out of the six quarters 
in the calibration data. ξ1qi is a random shock normally 
distributed with a zero mean and a variance σ1q. The 
last two terms prior to the random shock ξ2qi in Equa-
tion (8) reflect the specification of the control function 
approach. ∆Pqi � pqi� p̃qi is the residual of the control 
function price equation, where p̃qi is the fitted value 
of Equation (9) for the specific values of quote j, and ηqi 
is independent and identically distributed standard 
normal.

Finally, assuming that ξ2qi is extreme value distrib-
uted, the probability that client i will accept quote q, 
Prqi, follows the binary logit specification.

We estimate the demand model in two stages. First, we 
estimate a control function random-effects model to esti-
mate ∆Pqi � pqi� p̃qi ; then, we use Hamiltonian Monte 
Carlo (HMC) with No U-turn sampler (NUTS) to esti-
mate the demand model. Online Appendix 3.2.1 includes 
the full details of the demand model estimation and 
results. In what follows, we use results from the demand 
model estimation to calculate the profit counterfactuals.

5.3. Profits of Model Pricing versus Profits of 
Salesperson Pricing

Using the price-margins model (Equation (3)) together 
with the demand model that predicts the client’s accep-
tance behavior, we can compare expected profits based 
on the model-of-the-salesperson predicted prices and 
based on salespeople’s prices (Equations (6) and (7)). 
We use the holdout sample of the last six months of the 
data, which were not used in estimating the demand or 
the pricing models, with a total of 11,621 quotes to 
assess the performance of the demand model. The 
expected acceptance probability based on the original 
pricing scheme, 61.1%, is comparable to the actual 
observed acceptance probability, 59.3%. The demand 
model’s hit rate for out-of-sample quotes is 69.9% over-
all, pointing to a fairly good aggregate demand model 
accuracy.

Using Equations (6) and (7) and aggregating across 
quotes, we find that the model’s prices generate ex-
pected profits that are 4.9% higher than those of the 
salespeople’s prices (Π[p̂] � $2, 536, 058 compared with 
Π[p] � $2, 417, 149). This difference is statistically signifi-
cant, based on the 95% posterior confidence intervals 
(PCIs) across a sample of 100 draws from the output of 
the HMC sampler. The actual profits for the same set of 
quotes are $2,345,479.18

Thus, consistent with the experimental results, but 
now fully replacing the salespeople with their boot-
strap model, the counterfactual analysis demonstrates 
that the model of the salesperson generates higher prof-
its than the salesperson. This should not be taken for 
granted because when fully automating the salesper-
son, we completely eliminate the human response to 
private information f (zt), yet the model’s consistency 
achieved by eliminating ɛt overcomes this possible loss. 
A possible concern with the counterfactual analysis is 
that our control function accounts for aggregate corre-
lated random shocks, like targeting specific clients, but 
possibly not for quote-specific random shocks that may 
affect both the pricing decisions and the clients’ de-
mand. To examine the risk of such random shock inter-
ference, we compare the predicted profits, based on the 
demand model, for the actual prices with the actual 
profits. If a meaningful positive correlated random 
shock exists, the demand model at real prices should 
show higher profitability than the observed profits, as 
salespeople would price higher when they expect a con-
version. We find a very small, but negative, difference 
between the predicted profitability at actual prices 
(Π[p] � $109:12 per line) and the actual profitability 
(Π � $103:99 per line). Thus, to the extent that a corre-
lated random shock exists, it is likely to be small and 
negative. We conduct additional simulation analyses to 
assess the magnitude of the random shock in our data 
and find that to the extent that a correlated random 
shock exists, it is likely to be small (see Online Appendix 
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3.3 for details). That being said, because we cannot fully 
rule out the possibility of a correlated random shock, we 
use the counterfactual analysis as complement to the 
field experiment, rather than as direct evidence for the 
performance of automation in this context.

5.4. The Human-Machine Hybrid Approach
Allowing all quotes to be priced by the salesperson (as 
in the current practice in the firm and the control condi-
tion in our experiment) or all quotes to be priced by the 
model (as we did in the in the previous section) are two 
extremes on the continuum of human-machine hybrid 
automation. The treatment condition in the experiment 
demonstrates a hybrid structure in which salespeople 
receive the model’s price recommendation and decide 
whether to accept or reject it. However, in light of the 
relatively low compliance rates observed in the experi-
ment, it is not clear whether the salesperson’s judgment 
on when to comply with the model’s pricing was opti-
mal. On the one hand, allowing salespeople in the 
experiment to make the judgment of when to use the 
model’s price might have led to low compliance rates, 
which possibly limited the possible treatment effect. On 
the other hand, salespeople may have decided to forgo 
the model’s prices when they had valuable private 
information that the model was missing.

Ideally, the company would be able to identify and 
allocate out-of-the-ordinary quotes to human pricing as 
they come in, while automatically pricing plain-vanilla 
quotes by the model. In order to automatically allocate to 
either the salesperson or the model, we train a machine 
learning Random Forest model that predicts which of the 
two will generate higher expected profits based on each 
quote’s and client’s characteristics. The dependent vari-
able for the RF model is the difference in expected profits 
between the salesperson and the model based on the 
demand model described in Section 5.2. As independent 
variables, we include the quote and client characteristics 
used in the price-margins model (see details in Online 
Appendix 4). We then predict the difference in expected 
profits between the salesperson and the model for each 
of 11,621 quotes in the validation period (Quarters 3 and 
4 of 2016) and allocate the quote to the pricing scheme 
(salesperson pricing or model pricing) that is expected to 
generate higher profits. Overall, the RF hybrid allocates 
68% of the quotes to model pricing, a significantly higher 
level of automation compared with the compliance levels 
observed in the experiment, possible evidence of algo-
rithm aversion among salespeople in our experiment.

Based on the validation period, we find that the total 
expected profits of the machine learning RF hybrid are 
7.8% higher than those of the salespeople (Π[ ˆpML_hyb] �

2, 606, 208 versus Π[p] � $2, 417, 149) and 3.1% higher 
than those of the full automation counterfactual (Π[p̂]
� $2, 536, 058). The differences between the profits of 
the RF hybrid and the salesperson or the model profits 

are statistically significant based on the 95% PCIs. Thus, 
we find that the human-machine hybrid scheme, in 
which the majority of the quotes are priced by the 
model, leads to higher profits than the two extreme 
cases (full automation or no automation). This raises 
the question of which quotes should be allocated to the 
model and which to the salesperson, which we address 
next.

5.4.1. Understanding the Machine Learning Hybrid. The 
RF algorithm is a “black box” nonlinear prediction tool. 
We analyze the feature importance of the RF algorithm 
to shed light on which quote and client characteristics 
determine the allocation of quotes to the salesperson or 
the model. Quote characteristics, such as weight, cost, 
cut, and number of lines per quote, as well as client 
characteristics, such as RFM and whether the salesper-
son is the regular salesperson, all affect the quote alloca-
tion decision (see Online Appendix 4.2 for a full list of 
feature importance).

Additionally, we run a mixed linear regression for the 
difference in expected profits between the salesperson 
and the model using the same variables used in the RF 
model (see details of the model in Online Appendix 4.3). 
The results of this analysis, shown in Table 8, indicate 
that salespeople generate higher profits than their boot-
strap model when cost per pound and quote weight 
have extreme values, either very small or very large. In 
addition, consistent with the RF feature importance, 
salespeople generate higher profits than the model when 
there are multiple lines in the quote. These results sug-
gest that salespeople are more successful in pricing out 
of the ordinary quotes with special features, and the RF 

Table 8. Mixed Linear Regression of Expected Profits 
Difference (Salesperson Profits Minus Model Profits)

Variable Coefficient Std. err.

Weighted cost per lb. �16.46*** (4.589)
Weighted cost per lb. squared 1.164** (0.445)
Quote weight (log) �60.08*** (7.486)
Quote weight (log) squared 5.054*** (0.693)
LME per lb. �164.6* (67.908)
LME per volatility 7.077 (3.888)
Lines per quote 5.882*** (1.060)
Regular salesperson 8.573 (6.748)
Cut ratio 8.477 (4.963)
Quote recency �0.726 (0.897)
Quote frequency �7.166 (6.210)
Quote monetary 2.434 (1.267)
FT base ratio �4.806 (8.783)
Constant 261.9*** (57.546)
Observations 5,829a

Notes. Regression includes client priority, product category, and 
salesperson fixed effects. Regression includes client random effects.

aBased on Quarter 6 that was used for the RF training.
*p < 0.05; **p < 0.01; ***p < 0.001.
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allocation model captures these patterns. Importantly, 
the superiority of the hybrid model suggests that there is 
merit in using the salesperson’s judgment, f (zt), in some 
cases, while eliminating noise, ɛt, via automation in 
others. It should be noted that if the private signal, zt is 
not correlated with any observables, then the hybrid will 
not be able to identify and redirect the quote to the 
salesperson.

6. General Discussion
Algorithmic pricing transformed the way sellers set 
prices and, in some domains, mainly in business-to- 
consumer context, almost fully replaced human pric-
ing. Yet, in some cases, algorithmic pricing can lead to 
extreme failures (e.g., when the price of a book in Ama-
zon peaked to $24 million19 or when Delta Airlines was 
accused of price gouging during Hurricane Irma20).

The B2B market lags behind the B2C market in adopt-
ing automation (Asare et al. 2016). To a large extent, 
pricing processes in B2B still rely on human labor, and 
soft skills such as communication or salesmanship are 
believed to be essential to B2B sales. In this paper, we 
examine whether in high human-relationship environ-
ments, such as B2B pricing, in which salespeople pro-
vide individual price quotes to customers, models can 
assist, or even replace, human pricing. Using a multi-
method approach that combines a field experiment, in 
which we embed AI-based algorithmic pricing into the 
CRM system of a B2B retailer, and econometric model-
ing for counterfactual analysis, we demonstrate that 
pricing decisions in B2B settings can be automated by 
modeling the salesperson and reapplying their pricing 
policy automatically to new pricing decisions. In our 
field experiment, providing salespeople with auto-
mated price recommendation in real time led to an 11% 
increase in profits to the company. Additional counter-
factual analyses show that because B2B pricing involves 
a high degree of soft skills and salesmanship expertise, 
a hybrid model that prices incoming quotes most of the 
time, but allows the salesperson to price complex or 
irregular quotes, performs better than either full auto-
mated or pure human pricing. The hybrid approach 
uses the model’s scalability and consistency for most 
pricing decisions and human judgment for out-of-the- 
ordinary cases that possibly involve noncodeable infor-
mation. Such an approach allows one to mitigate extreme 
algorithmic pricing failures, as the one described above.

We propose a two-step machine learning hybrid 
automation approach. In the first step, the model auto-
mates the allocation of incoming quotes to the salesper-
son or to the model by predicting who, the salesperson 
or the model, will generate higher profits and allocates 
each quote accordingly. In the second step, the model 
automates the pricing decision itself if the quote was 
allocated to the model. The human-machine hybrid 

performs significantly better than pure model pricing 
in generating profits to the company, with an increase 
of over 7.8% in profits over pure human pricing. By 
using machine learning to automatically identify who 
should price the quote, we lay the grounds for a hybrid 
automation solution that utilizes the benefits of auto-
mation in overcoming intertemporal human biases, but 
preserves human expertise and experience gained by 
salespeople in the company over time. Our findings pro-
vide empirical evidence in the context of B2B pricing to 
the idea discussed in labor economics that although auto-
mation can substitute for predictable and rule-based 
human labor, it can only complement human labor that is 
largely based on social and emotional skills (Autor et al. 
2003, Autor 2015).

Our research bridges between the behavioral judgment 
literature and marketing science literature by building a 
pricing judgmental bootstrapping model (Dawes 1971) 
and demonstrating, using both a field experiment and 
econometric modeling, how such a model could be 
applied in real-world settings to address a major business 
problem. The performance of judgmental bootstrapping 
has rarely been tested in repeated business decision mak-
ing and in settings where the expert has access to richer 
information than the JB model, information that can argu-
ably lead to superior decision making on the expert’s 
end. Moreover, our research bridges theory and practice, 
by demonstrating via a pricing field experiment how 
automation can improve the profitability of a B2B retailer. 
Indeed, following our experiment, the B2B retailer with 
which we collaborated is adding our pricing model to its 
CRM system to provide price recommendations to sales-
people for all incoming quotes. In the longer term, and 
based on our work, the firm is considering using our 
hybrid model to move to an online sales process, which 
automates both the prices presented to clients online and 
the decision of whether to present an online price or a 
“call an agent” message. We call for future research to 
further explore these two degrees of automation in both 
B2B and B2C contexts, such as hospitality and services.

In our empirical application, we find that using a lin-
ear judgmental bootstrapping to “teach” the model 
how to price works better than more advanced machine 
learning models of the salespeople. An advantage of 
the linear model is its simplicity, which is particularly 
important, given that the company will need to occa-
sionally rerun the model to update model parameters. 
Nevertheless, we encourage future research to explore 
the performance of machine learning in automating 
human decision making in other contexts. Addition-
ally, we encourage future research to explore automa-
tion using profit-maximizing prices, as opposed to a 
judgmental bootstrapping approach that mimics the 
expert. Such automation would need to make assump-
tions about demand and is likely to be more compli-
cated for the firm to routinely estimate and optimize.
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Using a hybrid automation approach that comple-
ments the salesperson with a model of themselves can 
have far-reaching implications for preserving organiza-
tional knowledge in a work environment characterized 
by high salesforce turnover rates, especially in light of 
the COVID-19-driven great resignation.21 Salespeople 
develop expertise and familiarity not only with the 
product they sell, but also with their regular clients. By 
learning the salesperson’s pricing policy and applying 
it automatically, the tool serves not only as a pricing 
aid, but also as a knowledge-management mechanism, 
a means to preserve organizational knowledge and spe-
cific expertise within the organization, and to mitigate 
losses in case of salesforce turnover (Shi et al. 2017). 
Conversations with salespeople in the company echo 
the benefits of the approach. For example, one salesper-
son commented during the course of the experiment: 
“When I am not in the office, other salespeople can use 
my tool’s recommendations to price my quotes. Cur-
rently they are not willing to take my quotes because it 
takes them too long to price them, so I am losing busi-
ness when I am not here.” Future research could further 
explore the use of automation to preserve organizational 
knowledge and mitigate the negative consequences of 
personnel turnover and absences. Such research could 
have significant implications for individuals who require 
flexible employment structures, such as parents or indivi-
duals with special needs. As the world is moving toward 
more flexible and employee-centric employment struc-
tures, hybrid modes of automation, such as the one we 
explore in this research, may become even more useful.

Our analysis explored the potential of automation in 
B2B salesforce pricing decisions using a field experi-
ment and secondary data from a metal B2B retailer. 
Future research could explore the generalizability of 
these findings to other B2B retail domains and to other 
managerial decision making. Potential applications in-
clude other retail environments, such as building sup-
plies (Bruno et al. 2012), or special expertise in B2B 
services, such as consulting, legal services, or architec-
tural services. The degree to which the hybrid model 
would fit such environments and the share of transac-
tions that should be allocated to automation would 
depend on how structured the transactions are and 
how prevalent and prominent case-specific information 
is for making decisions in each context. The less struc-
tured and codable the decision-making process is to 
begin with, the lower the expected contribution of 
direct automation. That being said, our hybrid auto-
mation approach can flexibly accommodate different 
levels of automation that are appropriate for each 
domain, given that it keeps the human decision maker 
in the process.

One limitation of our field experiment was the rela-
tively low compliance of the salespeople with the tool, 
which possibly underestimates the potential effect of 

automation. People, and especially experts, are often 
averse to using algorithms to aid them in decision mak-
ing (Arkes et al. 1986, Camerer and Johnson 1991). 
Compliance may limit the effectiveness of any tool that 
relies on experts’ willingness to use it. Specifically, if a 
hybrid approach is adopted and usage is in the discre-
tion of the expert, the approach’s effectiveness will 
depend on compliance patterns. We postulate that a 
bootstrap-type model is likely to facilitate higher com-
pliance rates relative to a normative model because it 
mimics the salesperson’s behavior, as opposed to some 
optimal algorithmic behavior. Future research could 
further explore the role of compliance in automation in 
general and in hybrid automation in particular.

In summary, our research provides first empirical 
evidence of the potential of automating the human- 
intensive work of the B2B salesforce. It suggests that 
although the B2B salesperson is traditionally perceived 
as indispensable, some sales tasks could be automated. 
By automating parts of the pricing task, the company 
could not only reduce costs associated with maintain-
ing its sales team, but also increase profitability due to 
better-quality pricing decisions. Moreover, we show 
that the decision of when to use human expert pricing 
to override the model could, in and of itself, be auto-
mated. We hope this research will spark further investi-
gation of this promising direction.
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Endnotes
1 Shipping costs are priced separately as an additional line in the 
quote. We do not model those costs.
2 We removed from this analysis clients that had only one quote, 
and, hence, do not allow estimating a reliable pricing model; clients 
defined by the company as either contractual or semicontractual; 
and rare cases of lines with missing or negative price or cost. Addi-
tionally, and following the company’s recommendation, we re-
moved orders of over 8,000 pounds or orders at the bottom 1% of 
orders by weight. Such orders are treated differently by the com-
pany and are often priced by a manager or follow predefined rules.
3 A small number of SKUs are not stocked and priced by weight, 
but by length. We later account for that in the pricing model.
4 Priority A is the highest for clients with order volume of at least 
$100,000, and priority E is the lowest for clients with spending of 
less than $5,000 in the past 12 months. Priority P is given to clients 
with “E” orders volume that have a potential (judged by the man-
agement) to become high-priority clients.
5 In the calculation of RFM measures, we include quotes that were 
not converted to sales, under the assumption that the client decided 
to purchase the product somewhere else. To initialize the recency 
and monetary variables, if the client purchased before January 2016, 
we use the last purchase prior to January 2016. If the client is a new 
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client, we dropped the first purchase from this analysis and used it 
to initialize these variables.
6 Table A2 in Online Appendix 1 reports average estimates across 
the individual-salesperson regressions.
7 The company has a minimum price of $30 per line for high-priority 
clients and $150 per line for low-priority clients. If the model’s calcula-
tion resulted in a total price lower than that minimum, we adjusted the 
price per pound and the total per line to reflect the minimum price.
8 Because of the relatively small number of salespeople in the com-
pany (17 salespeople at the time), randomization was done at the 
quote level rather than at the salesperson level. We intentionally 
overweighted treatment over control with anticipation of low com-
pliance rates.
9 We excluded from the analysis approximately 10% of the lines 
with cost or price per pound larger than $16 that often relate to 
irregular orders, as well as lines for which the final profit margin 
was negative. The results reported in Section 4.2 are robust to 
including these data points.
10 A Tobit II analysis would not be appropriate to separate the effect 
of treatment on acceptance and profits because the data are not left 
truncated. Not observing gross profits occurs due to client rejection 
of the quote and not due to truncation of the firm’s profits to the 
negative domain.
11 Note that one could not interpret the parameters of the profit 
equation in the Cragg hurdle model as causal, as it is conditional on 
quote acceptance, which is endogenous.
12 We find similar results when running the Cragg hurdle analysis 
on the treatment variable without the control variables in x1

lq.
13 Running the IV analysis using, instead of absolute difference, the 
absolute percentage difference between the final price and the 
model price yields similar results. See Table A5 in the online 
appendix.
14 Note that this measure of compliance based on a price change is 
conservative because in some of the cases in which the salesperson 
did not change their price, the model recommended a price that is 
very similar to that of the salesperson.
15 Over the eight days of the experiment, we find a slight increase 
in compliance (r� 0.057, p� 0.0053), driven by increased compliance 
in the cases in which the model recommended a higher price 
(r� 0.069, p � 0.0007) with no change in compliance over time when 
the model recommends lower prices (r��0.0064, p� 0.753).
16 Demand is estimated at the quote level, rather than the line level, 
because only in about 5% of the quotes, clients partially accepted 
the quote (i.e., the client accepted the price only for some of the lines 
in the quote). In the analysis, we handle these rare quotes as two 
separate quotes: one accepted and one rejected.
17 Estimating the demand model with reference prices instead of 
price yields similar results.
18 In addition to the linear JB pricing model, we test the robustness 
of our results to alternative machine-learning-based pricing models 
and find similar results. The alternative analyses are available in 
Online Appendix 3.4.
19 See https://www.wired.com/2011/04/amazon-flies-24-million/.
20 See https://www.nytimes.com/2017/09/17/travel/price-goug 
ing-hurricane-irma-airlines.html.
21 See https://www.xactlycorp.com/blog/great-resignations-impact- 
sales.
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