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Introduction 

 
One of the most significant developments in recent years involves the proliferation of user-
generated content, particularly online social media. Social media has created a power shift in the 
relationship between consumers and brands, providing consumers more power by allowing them 
to easily broadcast their views and opinions about brands to a large audience. At the same time 
social media has opened a window for firms into the voice of the consumer. Previously, 
marketers had to employ costly and time-intensive marketing research methods such as 
interviews, focus groups and surveys to better understand how consumers perceive their brands.  
Now, consumers voluntarily turn to social media and share their opinions publically for other 
customers as well as for the brand managers to see.   
 
This new medium provides wealth of data from which marketing researchers can extract 
customer insights. However, in order to analyze and leverage social media data, we must first 
understand the behavior that generates the data. Thus, the first part of this chapter will discuss 
online opinion behavior, the process by which user generated content (UGC) is created, and its 
implications for deriving insights from such data. We then discuss social media as a source for 
marketing research and describe some of the models that have been developed for social media 
data mining. There are several challenges involved in converting the vast volumes of social 
media data to useful managerial insights. Key amongst these challenges is the fact that most 
social media data are unstructured and textual in nature. With a firm understanding of the 
consumer and the appropriate methodologies, marketers can then begin to use social media to 
understand and influence their customers. This leads us to a second, but equally important, 
function of social media, which we discuss in the third part of the chapter – social media as a 
communications channel.   
 
 

Understanding the Behavior of Social Media Content Generators 

Researchers have studied offline consumer word-of-mouth behavior for decades.1 Westbrook 
(1987) identified three motivations that drive consumer to spread word-of-mouth: product 
involvement, self-involvement and altruism. Anderson (1998) found a relationship between 
satisfaction with the product and the likelihood of engaging in word-of-mouth behavior, where 
highly dissatisfied customers were more likely to share their opinions.  
 
In the context of online social media environment, Hennig-Thurau et al. (2004) proposed a 
taxonomy of online word-of-mouth motivations. They propose that consumers are motivated to 
																																																													
1 For a review of research on word-of-mouth, we refer interested readers to Berger (2014). 
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participate in online word-of-mouth for a variety of reasons include users seeking assistance, 
expressing negative feelings, helping others, self-enhancement, social benefits, economic 
incentives, aiding the firm and seeking advice. Berger and Milkman (2012) find that social 
transmission is affected in part by the arousal of content. Toubia and Stephen (2013) examined 
the motivations underlying consumers’ posting on Twitter and differentiate between posters who 
derive intrinsic utility from posting in social media and those who derive image-related utility. 
Lovett, Peres and Shachar (2013) combine multiple sources of data to compare the underlying 
motivation and characteristics of online and offline word-of-mouth. They find that social and 
functional drivers are more prominent in online word-of-mouth, whereas emotional drivers were 
most important in offline word-of-mouth. Furthermore, brand differentiation plays an important 
role in online word-of-mouth but less so in offline word-of-mouth.    
 
Whereas Anderson (1998) and others have found that offline word-of-mouth was predominantly 
negative as dissatisfied customers were more likely to engage in word-of-mouth activities, online 
word-of-mouth tends to be predominantly positive. This positivity bias has been documented 
across multiple studies (Chevalier and Mayzlin 2006; Godes and Mayzlin 2004; Resnik and 
Zeckhauser 2002). One of the most robust findings in product reviews form of word-of-mouth, is 
that of a J-shaped relationship between frequency of posts and satisfaction with the product (Moe 
and Schweidel 2012). Figure 1 shows the J-shape curve proposed by Moe and Schweidel (2012). 
The J-shape relationship suggests that while those with negative opinions are more likely to 
share an opinion than those with a moderate opinion (as is the case in offline word-of-mouth), 
those with positive opinions are even more likely to share online. While the positivity bias of 
online product ratings has been well documented, no explanation has yet been provided for this 
noticeable difference between online and offline word-of-mouth behavior. 
 
Figure 1. J-shaped relationship between product opinion and ratings incidence

 
 
Beyond the positivity bias in product ratings, researchers have shown that online product ratings 
and reviews have a distinct downward trend over time. A number of theories have been provided 
for this trend including product life cycle effects, where later adopters are less satisfied with their 
purchase decision based on the evaluations of innovators who may hold very different 
preferences (Li and Hitt 2008), and preference matching effects, where consumers have more 

Te
nd

en
cy

 to
 p

os
t a

 ra
tin

g

Underlying product opinion



	 	 	
	

	 3	 	
	

difficulty sifting through the posted ratings as the number of ratings available increases (Godes 
and Silva 2012).  
 
Moe and Schweidel (2012) propose an online social dynamics account to explain the downward 
trend in online opinion. In the context of online product ratings, they differentiate between (1) 
the consumer’s decision whether to post a rating and (2) the consumer’s decision of what rating 
to post and examine how the opinions of others already posted to the same forum affects each of 
these two decisions. They found that individuals fall into one of two categories: activists and 
low-involvement consumers. The activists are frequent posters who are more likely to provide 
critical evaluations and make efforts to differentiate their posted opinions from those of others. 
The low-involvement consumers, in contrast, post less frequently and hold more positive 
opinions. However, the low-involvement consumers are unique in that they are less likely to post 
word-of-mouth when the opinions posted previously are highly varied. This is in stark contrast to 
the activists who thrive in these environments and are actually more likely to post when there is 
disagreement in the forum. These two contrasting behaviors of the activists and the low-
involvement posters leads to a very interesting dynamic. As the number of opinions posted in the 
forum increases and disagreement among the posters emerge, the low-involvement consumers 
begin to withdraw from the conversation and refrain from sharing their opinions. The activists, 
on the other hand, relish these dissentious environments and freely contribute their critical 
opinions. Over time, the minority activists dominate opinion environments and their opinions are 
disproportionately represented. Because activists posted opinions tend to be more negative, this 
leads to a downward trend in posted opinions over time. 
 
What does this mean for social media data and analytics?   

These two empirical findings of J-shape relationship between product reviews and satisfaction 
with the product and the downward trend in ratings and reviews over time have important 
implication for social media analytics. The explanations provided to both of these findings 
suggest that there may be self-selection in the consumers’ decision to participate in the online 
conversation. That is, the downward trend in reviews over time is not necessarily a reflection of 
any real decline in consumers’ opinions of product quality. This is an important consideration for 
brand managers and social media analysts who may be considering product modifications or 
other changes to their overall marketing mix, as online comments may not be representative of 
the perceptions held by the broader customer base. Similarly, the J-shaped distribution of 
opinions posted may not be representative of the underlying customer population. Differences 
may be due to the differences between the overall customer base and those who post on social 
media or it may be a result of a systematic shift in the opinion posted due to the social dynamics 
described above. Either way, in analyzing user generated content, the researcher needs to 
consider such biases. That being said, because user generated content affects purchase decision 
of a much larger population than those who generated it (Ludwig et al. 2013), these, possibly 
self-selected, opinions may affect actual purchases of a much larger and more representative 
population.   
 
Offline researchers have also identified an audience effect that can affect the opinions one share 
with others. For example, Fleming et al. (1990) showed that an individual’s evaluation changed 
depending on who he/she believed would be the audience of the evaluation. In the online 
environment, Schlosser (2005) showed that product evaluations changed depending on whether 
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or not the individual providing the opinion believed it would be made public. The existing 
research is clear in that audience effects can alter individual posting behavior. In aggregate, this 
leads to a bias in the social media data that is dependent on the nature of the audience that a 
social media user expects to face. For example, a user who is posting to a community of close 
friends and family (e.g., on Facebook) is likely to express him or herself differently than a user 
who is posting to a professional network of colleagues (e.g., on LinkedIn). Thus, because various 
social media venues tend to attract different audiences, we should expect systematic differences 
across various social media venues. 
 
Schweidel and Moe (2014) directly examine the differences in social media posting behavior 
across various social media venues such as, forums, blog and micro blogs. They found that 
opinions shared on different venues systematically vary due to the unique audience that each 
venue attracts and the social dynamics that each venue encourages. For example, discussion 
forums allow for the most social interaction. As a result, opinions posted to these forums tend to 
be more negative and experienced the most severe downward trend over time (consistent with 
the findings of Moe and Schweidel 2012). Blogs facilitated the least social interactions while 
allowing the poster to provide more depth in their comments. As a result, opinions expressed in 
blogs were more moderate and did not experience any downward trends over time. 
 
The discussion above suggests that aggregation of social media data over time and/or venue may 
mask or even bias the results of the analysis performed on that data. Furthermore, as consumer 
self-select themselves to participate in the discussion the data available for analytics and 
modeling may not be necessarily representative of underlying opinions of the entire customer 
base. In analyzing social media data we encourage researchers to develop models that explicitly 
acknowledge the individual level behaviors and the factors that influence them. In the next 
section, we review a number of models with applications for marketing research, with particular 
focus on models that de-bias social media data for social dynamics and venue effects for the 
purposes of brand tracking (e.g., Schweidel and Moe 2014) and methods to analyze the text that 
dominates so much of social media data (e.g., Netzer et al. 2012). 
  

Using UGC for Marketing Research 

From numerical ratings to textual information 

One of the main difficulties in utilizing consumer-generated content for quantitative analysis is 
that the data are primarily qualitative in nature. In discussing future directions for social 
interaction research, Godes at al. (2005) note that one of the difficulties in tapping into UGC is 
the ability to analyze the content. Similarly, Liu (2006) analyzed messages posted on Yahoo 
Movies message board and reported “an extremely tedious task” in mechanically analyzing over 
12,000 movie review messages using human reviewers. 
 
Because of the difficulties associated with analyzing text, many researchers have resorted to 
characteristics of the consumer-generated data to provide quantitative summaries of the content, 
such as product ratings to represent the content of the consumer’s opinion. Three common 
measures of product ratings have been primarily used in the literature: volume, valence and 
variance. These measures have been used by numerous researchers when investigating the 
relationship between ratings and sales (e.g., Chevalier and Mayzlin 2006; Dellarocas, Zhang and 
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Awad 2007; Moe and Trusov 2011) as well as the dynamics in the social media discussion (e.g., 
Godes and Mayzlin 2004; Moe and Schweidel 2012).   
 
In a study investigating how online conversations affect television ratings, Godes and Mayzlin 
(2004) operationalized variance (or dispersion) using a measure of entropy to reflect the extent to 
which conversations occur in different online newsgroups or discussion forums: 
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where POSTit
n is the total number of posts on newsgroup n about program i between the airing 

times of episodes t and t+1. POSTit is the total number of posts about program i between the 
airing of episodes t and t+1 airing, aggregated across all newsgroups. Entropy is maximized 
when the number of posts is equally distributed across the N newsgroups. As Godes and Mayzlin 
(2004) note, in contrast to variance, entropy does not depend on the total volume of posts as it 
instead relies on the share of posts appearing in each newsgroup. The authors find that that 
increased entropy is associated higher television ratings, which may reflect reaching a broader 
audience. 
 
Dellarocas and Narayan (2006) provide a volumetric measure of product reviews that combines 
social media data with sales data. They propose a measure of density, operationalized as the ratio 
of the number of people posting online comments during a fixed period of time to the number of 
people purchasing the product.  
 
In many contexts, users directly provide a measure of valence in the form of an ordinal rating, 
such as 1-5 star ratings in Amazon.com product reviews. However, many social media 
environments, such as blogs, forums and social networks, do not include quantitative summary 
of the consumers’ evaluations. Instead, posts to these venues comprise solely of text. In these 
contexts, valence measures are often constructed using sentiment analysis (e.g., Pang and Lee 
2008) where words associated with positive, neutral or negative emotions are extracted to 
capture the overall sentiment expressed in the message.   
 
Richer content analyses beyond just valence measures have also been employed. However, as the 
field of text mining is still relatively new, the degree of expertise needed to develop and employ 
a solid sentiment analysis tool is quite high, and the accuracy of such automated processes is still 
evolving. Accordingly, many researchers still employ manual coding. For example, Schweidel 
and Moe (2014) have used a commercial firm to manually code the sentiment and product 
attribute mentions of over 7,500 messages across three social media venues. Nevertheless, as 
social media data is often voluminous, it is clear that a more automatic and multifaceted view of 
the online text can help generate meaningful insights.  
 
 
 
Text mining 
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Text mining (sometimes called knowledge discovery in text) refers to the process of extracting 
useful information from unstructured text (Fellbaum 1998; Feldman et al. 1998; Feldman and 
Sanger 2006). For example, Swanson and colleagues found relationships between magnesium 
and migraine (Swanson 1988) and between biological viruses and weapons (Swanson and 
Smalheiser 2001) by text mining disjoint literatures and uncovering words common to both 
literature bases. 
 
Text mining has become particularly popular and successful in fields in which meaningful 
information must be extracted from “mountains” of data in a relatively short period of time. Such 
fields include security and intelligence organizations looking for signs of irregular activity in the 
stream of public and less public written media (Fan et al. 2006) or doctors searching for 
biomedical information in the superabundance of medical information (Rzhetsky et al. 2004). 
Academics have used text mining in order to automatically meta-analyze the knowledge base on 
a particular topic (Börner, Chen and Boyack 2003). With the increasing availability of 
voluminous digitized data sources, the business world started to take notice of the opportunities 
offered by text-mining tools to automatically analyze the infinite stream of financial report data, 
to open a window to consumer online discussions and to collect competitive intelligence 
information. Many companies are offering text-mining services to businesses to help them with 
these tasks.  
 
Computer scientists and information system researchers have made the greatest leap in 
developing advanced text-mining apparatuses. Collaborations between computer scientists or 
information systems researchers and business researchers helped facilitate the dissemination 
(albeit limited) of these tools to business research (e.g., Das and Chen 2007; Feldman et al. 2008; 
Ghose et al. 2012; Lee and Bradlow 2011; Netzer et al. 2012). In marketing, the first attempts to 
text-mine UGC used manual text-mining involving humans reading the messages and judging 
their content (e.g., Godes and Mayzlin 2004, Liu 2006). This inefficient and inaccurate 
methodology was described by the authors as a “tedious task” and a “costly and noisy process.” 
Computer scientists such as Dave, Lawrence and Pennock (2003), Hu and Liu (2004), Liu, Hu, 
and Cheng (2005) and Feldman et al. (2007) offered a solution to the tedium by building 
apparatuses that could automatically summarize and quantify consumer reviews. These advances 
have facilitated a fast and continuing diffusion of text mining applications to research in 
marketing (e.g., Decker and Trusov 2010; Ghose et al 2012; Lee and Bradlow 2011; Netzer el al. 
2012) we further describe these and other applications of text mining in marketing later on in this 
chapter.  
 
Text mining approaches 
It is beyond the scope of this chapter to provide a detailed and exhaustive description of different 
text-mining tools and the methodology involved. We refer the interested reader to books that 
specialize in text mining (e.g., Feldman and Sanger 2006). Instead, our objective is to describe, 
at a high level, the most commonly used types of text-mining analyses in marketing and some of 
the considerations one should be aware of in applying such tools in marketing contexts.    
 
At the most basic level text mining has been used in marketing to extract individual entities such 
as brands, product attributes, emotions and adjectives used to describe products. Numerous 
commercial companies are offering buzz monitoring services, tracking how frequently a brand is 
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being mentioned across alternative social media. Similarly, academic researchers have looked at 
how often brands are mentioned in social media venues, which emotions are being mentioned 
(e.g., Berger and Milkman 2012; Ludwig et al. 2013), or which attributes are being mentioned in 
a review related to a particular product (e.g., Lee and Bradlow 2011). Netzer et al. (2012) note 
that the task of accurately identifying brands (e.g., Audi or Volvo) is easier than identifying 
product models (e.g., Audi A4 or Volvo S6). In the context of cars they report F1 accuracy 
levels2 of 98.1% for car brands and 91.6% for car models. Extracting more difficult entities such 
as adverse drug reactions (ADRs) led to lower F1 accuracy levels of 81.6%, all within acceptable 
ranges in the text mining literature. Dictionaries such as WordNet (Fellbaum 1998) and the 
linguistic inquiry and word count (LIWC; Pennebaker, Francis and Booth 2001) have been used 
as easy tools to conduct such basic text mining analysis. However, as we discuss later for most 
text mining application more advanced tools such as natural language processing (NLP) are 
needed. 
 
A slightly more advanced set of tools is needed if one is interested in capturing the sentiment of a 
particular textual unit such as a product review (See Pang and Lee 2008 for a review of 
methods). Most of the sentiment analysis tools (sometimes called opinion mining) rely on NLP, 
statistics tools, or machine learning.3 Often a combination of approaches is used together with a 
sentiment dictionary (e.g., Sentiwordnet - sentiwordnet.isti.cnr.it or Sentistrength - 
sentistrength.wlv.ac.uk) to obtain more accurate sentiment analysis. For example, Ghose et al. 
(2012) used part-of-speech tagging combined with crowd sourced Amazon mechanical Turks 
scoring of adjectives to derive their sentiment tool. Netzer et al. (2012) used a machine-learning 
approach, combined with a sentiment dictionary and human coded rules to identify common 
problems reported in various car models. Das and Chen (2007) used a statistical approach 
involving classifiers to capture sentiment for stocks from message boards. Tirunillai and Tellis 
(2012) used a combination of statistical classifier and a support vector machine approach to 
capture the valence of UGC about products. The accuracy level of sentiment analysis methods is 
still limited and the sentiment tool often needs to be tailored to the specific domain of analysis. 
For example, the word “high” would be considered as positive sentiment in the context of stock 
prices but negative sentiment in the context of blood pressure. Thus, marketing researchers are 
advised to use domain-specific tools or tools that can be adapted to a specific domain. 
Furthermore, it is recommended to manually examine the level of accuracy of the tool using 
human coders on a sample of textual units. 
 
At the next level of complexity of analysis lies the process of relation extraction. Relation 
extraction refers to the process of identifying textual relationships among extracted entities. For 
example, in the context of pharmaceutical drugs, Netzer et al. (2012) and Feldman et al. (2015) 
identified the textual relationships between drugs and ADRs that imply that drug X causes ADR 
Y. Such textual relationship extraction often requires linguistic analysis, usually involving NLP, 
to allow the text-mining algorithm to understand the textual context of the sentence. Netzer et al. 
(2012) reported F1 accuracy of 73.6% in identifying the relationship between drugs and ADRs. 

																																																													
2 F1 is measured as the harmonic mean of the levels of recall and precision, where recall is the proportion of 
instances that were identified, and precision is the proportion of correctly identified instances of the set of identified 
instances.  
3 For more information about NLP, we refer interested readers to Manning and Schütze (1999). 
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Applications of such relation extractions are still few in marketing, primarily due to the text 
mining complexity involved in accurately making such relational inferences from unstructured 
data. However, we believe this area is one of the most promising directions for future work. 
Marketing researchers are often more interested in extracting the relationships between products, 
attributes and the sentiments or context of the relationship between them, than simply measuring 
the volume of mentions of their brands or even the overall sentiment about their brands. 
 
Once the relationships between entities have been extracted one needs to summarize the co-
occurrences of entities in the textual corpora. One may be tempted to simply report co-
occurrences of how often any pair of entities appears together in the text. For example, how 
many times did the brand BMW appear with the term “sporty?” The problem with reporting 
simple co-occurrence is that if an entity appears very frequently in the text it will also co-occur 
with more entities than an entity that occurs less frequently. Thus, one should normalize the 
measure of co-occurrence for how often each entity appears in the text independently, to capture 
how often two entities occurred in the text over and beyond chance. Various such 
“normalization” approaches have been proposed. 
 
One of the most commonly used measures in the text-mining literature is the term frequency–
inverse document frequency (tf-idf) weighting. tf-idf is used to weigh the occurrence of each 
term by its role in the document. The term frequency for term j in document m is defined by

, where Xjm is the number of times term j appeared in document m, and Nm is the 
number of terms in document m. , where D is the total number of documents 
and Mj is the total number of documents where term j appeared. tf-idf is given by 

. The term frequency term captures how prominent a particular term is in 
the document. For example, if the word “sporty” appeared three times in a car review that 
include 10 words the prominence of sporty is higher than a similar but much longer review that 
includes three mentions of the word sporty in a review that includes 100 words. However, if all 
reviews include the words sporty three times, the appearance of three mentions of sporty in a 
particular review is less informative. Accordingly, the inverse document frequency “normalizes” 
the term frequency measure to how likely we are to see the term in a typical document. Thus, 
multiplying term frequency by inverse document frequency gives us an overall measure of 
prominence of a term in a particular document, after controlling for the likelihood of the term to 
appear in the entire textual corpora.     
 
Another classic measure of normalized co-occurrence commonly appearing in the co-word 
analysis literature as well as the market basket literature is the measure of lift. Lift is the ratio of 
the actual co-occurrence of two terms to the frequency with which we would expect to see them 
together. The lift between terms A and B can be calculated as 
 

   ,    

    
where P(A) is the probability of occurrence of term A in a given textual unit, and P(A,B) is the 
probability that both A and B appear in a given textual unit. A lift ratio of less than (more than) 1 
suggests that the two terms appear together less than (more than) one would expect by the mere 
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occurrence of each of the two terms in the text separately. Other frequently used measures of co-
occurrence are the Salton’s cosine similarity and the Jaccard index (e.g., Toubia and Netzer 
2016).  
 
The process of text mining often involves five steps. In the context of identifying products and 
product attributes and the textual relationships among them the process can be defined as: 

1. Downloading: The textual information is downloaded (often in an html format). This 
process can be either done manually using a pre-specified set of URLs or using a Web 
scraper that searches the Web for instances of a particular topic or product.  

2. Cleaning: html tags and non-textual information such as images and commercials are 
cleaned from the downloaded files. 

3. Information Extraction. Entities such as products and product attributes are extracted 
from the messages. The researcher may use n-gram approach to extract entities that 
include more than one word. In the n-gram approach the text-mining algorithm extracts 
all possible sequences of up to n words found in the text. Additionally, the researcher 
may wish to use stemming algorithms to reduce and combine words into their word stem 
or root (e.g., using stemming, the words, “run,” “ran,” “running,” would all be captured 
by the entity “run”).  

4. Chunking: The textual parts are divided into informative units such as threads, messages, 
and sentences.  

5. Semantic relationships. The linguistic algorithm identifies the co-occurrence of entities in 
the same textual unit (e.g., two cars that are mentioned together in the same forum 
message). At a deeper level of textual relationship, the researcher may want to not only 
identify that the two entities (e.g. a drug and an ADR) were mentioned together, but also 
what is the nature of the textual relationship between the two entities (e.g., the drug 
causes the ADR).4  

 
When text-mining UGC the researcher is often faced with a problem of high dimensionality. 
That is, the text-mining process often results in thousands of possible unique words that appeared 
in the mined corpora. This dimensionality problems leads to both statistical and interpretation 
difficulties. From a statistical point of view if one wishes to use the terms extracted as 
independent variables or predictors to predict some market outcome, estimating a model with 
hundreds or thousands of predictors is difficult. From an interpretation point of view, deriving 
meaningful insights from such large space of variables is challenging. Stemming the words to 
their stem or root helps to reduce the dimensionality of the entity space as multiple words are 
combined to their common stem. However, the number of derived stems is still often highly 
unwieldy. The simplest approach to reduce the dimensionality of the problem is to trim the list of 
entities to only entities that appeared at least a certain number of times. However, determining 
the threshold from which to remove entities is often ad-hoc and this process may still leave the 
researcher with a large number of entities. 
 

																																																													
4 If the researcher is interested in sentiment analysis or other types of output rather than relationship extraction, Step 
5 could be replaced with the eventual goal of the text-mining task. For example, if the researcher is interested in 
understanding which topics were mention in a review, step 5 may be replaced with a topic modeling approach.    
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A more statistically driven approach to reduce the dimensionality and derive insights from 
textual information is to use the latent Dirichlet allocation (LDA), often called topic modeling 
(Blei, Ng and Jordan 2003). The idea behind LDA is that each document (e.g., product review) 
contains a mixture of topics. The distribution of topics is assumed to have a Dirichlet prior. Each 
topic is then (probabilistically) associated with a set of words. The advantage of the LDA 
approach is that one can automatically infer which topics were most likely to be mentioned in 
each document. The set of topics could be either learned in a fully unsupervised manner (i.e., 
purely informed from the data) or in a supervised or semi-supervised manner (i.e., informed fully 
or partially by the researcher). Tirunillai and Tellis (2014) have demonstrated the potential of 
using LDA in marketing by using unsupervised LDA to capture the latent dimensions underlying 
product quality in product reviews. For example, for mobile phones the authors report that the 
top six dimensions of quality (topics) in order of importance are “ease of use,” “secondary 
features,” “performance,” “visually appealing,” “reliability” and “customer service.” For 
footwear, on the other hand, the most important dimension was “physical support” and the 
second most important “visually appealing.” Some of the limitations of the standard LDA 
approach is that it does not consider the order in which words appear in a document or sentence 
structure. More generalized approaches have been developed that take into account sentence 
structure (e.g., Buschken and Allenby 2015) and the identity of the author (e.g., Rosen-Zvi et al. 
2004). 
 
Software packages such as the tm package in R (Feinerer and Hornik 2015) and NLTK in Python 
(Bird, Loper and Klein 2009) have made text mining more accessible. That being said, in 
employing text mining techniques, researchers should exercise care to ensure that the tools is 
appropriate for the problem at hand and the underlying data generating mechanism, and that the 
tools is properly executed for the idiosyncrasies of the specific problem it is used for. 
 
Applications of Text Mining in Marketing 
One can, broadly speaking, divide the applications of text mining UGC data in marketing into 
two main groups based on the goals of the analysis: 1) using UGC to describe and monitor 
markets, and 2) using UGC to predict relevant market outcomes. 
 

1. Text mining UGC to describe markets – by text mining UGC companies can listen to and 
monitor consumer discussions and opinions about their own products as well as the 
competition. Furthermore, because the UGC data stream keeps updating in real time, one 
can monitor the changes in consumer perceptions over time. In that sense one can think 
of text mining UGC data as leveraging Web 2.0 as a marketing research playground or as 
an almost infinite size, and re-occurring, focus group. Accordingly, researchers have 
explored the type of insights that can be generated from mining UGC data as a 
descriptive listening tool. For example, Schweidel and Moe (2014) analyzed 
approximately 7,500 user-posted text across multiple social media venues. The authors 
measured sentiments both at the overall brand level and at product specific and attribute 
specific levels. They define a single measure of brand health as well as sentiment 
measures of specific aspects of their product.  
 
Because UGC provides firms with a window into the discussion about their own and their 
competitive products, one can use UGC to assess the competitive market structure. For 
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example, Netzer et al. (2012) looked at the co-occurrence between pairs of cars in the 
same message in nearly 900,000 messages from the sedan cars forum Edmunds.com to 
create a competitive market structure map of the car industry, simultaneously analyzing 
nearly 170 different car models. Leveraging that longitudinal nature of the data the 
authors show that, following a marketing campaign, Cadillac re-positioned itself away 
from the group of American brands and towards the luxury import brands. Similarly, Lee 
and Bradlow (2011) used product reviews to extract the attributes and attribute levels that 
were mentioned with each brand of digital camera to create market structure maps based 
on the similarity in attribute mentions across digital camera brands.  
 
Tirunillai and Tellis (2014) used LDA to describe the dimensions of product quality 
mentioned in product reviews across five product categories. By tracking the quality 
dimensions over time the authors explore the competitive brand positions on the quality 
dimensions. For example, in the context of computers, the authors found that Dell’s 
perception of “ease of use” were highly volatile over time, whereas those of Hewlett 
Packard were relatively steady. Similarly, Zhang, Kim and Xing (2015), used dynamic 
topic modeling to monitor the evolution of the competitive landscape.  

 
These studies highlight the value text-mining tools provide in converting a largely 
qualitative source of data such as UGC, to a quantitative data and useful descriptive and 
perspective information and insights for business decision making.  
 

2. Text mining UGC to predict market outcomes – in addition to leveraging text mining of 
UGC data to listen to consumers’ discussions, researchers have also explored relating the 
text-mined information to market outcomes such as consumer choices, aggregate sales or 
stock prices.  
 
Several studies have shown that textual analysis of UGC can predict stock prices. For 
example, Tirunillai and Tellis (2012) have linked the volume and valence (as measured 
by sentiment analysis) to the firm stock performance. The authors find positive 
relationship between the volume of the chatter about the brand and the brand’s stock 
return. The authors report that negative UGC can lead to negative stock returns but 
positive UGC had little effect on the stock prices. Yu, Duan and Cao (2013) used 
sentiment analysis across multiple social media sources such as blogs, forums and 
Twitter to demonstrate relationship between social media sentiment and stock prices. 
Similarly, Bollen, Mao and Zeng (2011), showed that the inferred mood from Twitter 
posts can predict overall stock market performance. 
 
Another important outcome measure is firm sales. Archak, Ghose and Ipeirotis (2011) 
demonstrate that the textual information in product reviews can help extract consumer 
preferences for product attributes, which in turn adds predictive power in predicting sales 
over and beyond the reviews’ numerical ratings. Similarly, Trusov and Decker (2010), 
mine product reviews to estimate consumer preferences and predict the overall 
evaluations of products. Ludwig et al. (2013) find that positive affective content in book 
reviews affects conversion rates for books in Amazon.com. At the individual level, 
Ghose et al. (2012) used a text mining analysis of both product reviews and hotel 
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descriptions, together with image recognition, and crowd sourcing to predict consumers’ 
choices among hotels and design a ranking algorithm for hotels. 
 
Mining UGC has been also shown to predict other business relevant outcomes such as 
diffusion of information and success of ideas and movies. Berger and Milkman (2012) 
used a combination of automated sentiment analysis, the Linguist Inquiry of Word Count 
(LIWC) dictionary, and manual coding to assess the drivers and predict the sharing of 
New York Times articles. Toubia and Netzer (2016) show that automatically mining the 
text of individual ideas generated by consumers, can help flagging promising ideas and 
recommend, in real time, words for consumer to improve their ideas. Text mining non-
UGC type of data, Eliashberg, Hui, and Zhang (2007), demonstrate that text mining 
movie scripts using NLP and statistical learning tools can help predict the success of the 
movies.  
 
Looking at social welfare outcomes, Feldman et al. (2015), have demonstrated that by 
mining UGC medical forums one could predict drug label changes as early as 10 years 
prior to the label change. Similarly, Culotta (2010) showed that one can detect influenza 
epidemics by mining Twitter messages. Twitter messages have been also shown to 
predict overall political opinion. O’Connor et al. (2010), found correlations of as high as 
80% between the political sentiment of Twitter messages and the political public opinions 
measured in surveys.  
 
Taken together, we see that the rich textual information available in UGC data can help 
predict consumer preferences and evaluations, aggregate firm sales, stock prices, major 
events such as drug label change and success of ideas and information goods.  

 
Moving forward, we expect that advances in text mining tools will allow researchers and 
marketers to go beyond capturing volume, valence, or particular words that can describe markets 
and predict outcomes, and towards understanding the textual relationships and deeper 
information content expressed in UGC. Combined with content analysis applied to other aspects 
of UGC, such as hyperlinks (e.g., Liu 2007) and tags (e.g., Nam and Kannan 2014), such 
analyses can aid in, for example, detecting problems with products based on consumer 
discussions in consumer forums or understanding the comparative language consumers use to 
describe competitive products.   
 

Social Media as a New Marketing Channel 

In addition to being a new source of marketing data that can be used to generate consumer 
insights, social media provide an important channel through which consumers can communicate 
with one another and with organizations, and organizations can communicate back with 
consumers. Indeed several researchers have demonstrated that consumer discussions in social 
media as a standalone channel, have an effect on sales (e.g., Chevalier and Mayzlin 2006; Godes 
and Mayzlin 2009; Moe and Trusov 2011). Furthermore, researchers have also shown how social 
media can be leveraged by firms as part of a broader marketing strategy (e.g., Stephen and Galak 
2012; Srinivasan, Rutz and Pauwels 2015).  
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Social Media’s Effect on Sales	

Social media has a created a major shift in power between consumers and firms. It provided to 
consumers a vehicle with a wide reach to easily and publicly express their liking and disliking 
for products. Additionally, consumers frequently consult social media and UGC venues such as 
forums, blogs and product reviews before making a purchase. Accordingly it is likely that the 
content of social media would causally affect sales. While we have mentioned previously that 
several studies have demonstrated the ability of UGC data (e.g., product review ratings) to 
predict sales (e.g., Godes and Mayzlin 2004; Moe and Trusov 2011) arguing for a causal 
relationship is much more difficult. Vector autoregressive (VAR) models (e.g., Stephen and 
Galak 2012; Srinivasan et al. 2015) econometric approaches (e.g., Anderson and Magruder 2012; 
Mayzlin, Dover and Chevalier 2014), and field experiments (Godes and Mayzlin 2009) were 
proposed to isolate and identify the impact of social media activity on performance.5 
 
The seminal study in establishing the relationship between product ratings and product sales was 
conducted by Chevalier and Mayzlin (2006). In their research, they examined how star ratings, 
provided by customers, impacted book sales at both Amazon.com and Barnesandnoble.com. 
Chevalier and Mayzlin used the fact that the inherent quality of the books on both websites is 
likely to be the same, thus differences in sales variation over time between Amazon.com and 
Barnesandnoble.com for any single book can likely be attributed to changes in the online ratings 
that are unique to each site. This study was the first to establish the role that user-provided 
product ratings have on product sales. Interestingly, their study also found that the impact of 1-
star reviews exceeds that of 5-star reviews, suggesting that negative user-generated content may 
be more impactful than positive user-generated content.  
  
Anderson and Magruder (2012), used a clever approach of regression discontinuity approach to 
establish causal relationship between Yelp ratings and restaurant reservations. The authors found 
that increase in star rating causes increase in restaurant reservations, which results in a higher 
likelihood of the restaurant being fully booked.  
 
Moe and Trusov (2011) further investigated the effects of product ratings on product sales by 
considering both direct and indirect effects. Specifically, they measure the effects that previous 
ratings have on the arrival of subsequent ratings as well as on product sales. In other words, 
posted ratings can directly affect product sales; they can also affect subsequent ratings thereby 
indirectly affecting future product sales. Methodologically, the authors develop an exponential 
hazard model for the arrival of each ratings level for a given product and model the effects of 
lagged measures of valence (the average ratings for the product), variance (the variance in 
ratings for the product), and volume (the total number of ratings for the product). 
 
																																																													
5 For a review of the impact of online WOM on sales, we refer readers to the meta analyses conducted by Babic et 
al. (2015) and You, Gautham and Joshi (2015). 
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The authors deconstruct the impact of product ratings on sales into components attributable to 
baseline effects, social dynamics and idiosyncratic error. This decomposition is found to provide 
superior model fit compared to benchmarks that rely directly on summary measures of social 
media (i.e., the volume, valence and variance).  
 
The impact of UGC on sales is likely to differ based on the volume, valence and variance of the 
UGC, as well as across product categories and the review platform. For, example, Sun (2012) 
combines a theoretical model and empirical evidence to show that high variance of product 
reviews is better for products that were rated low, as the high variance signals a niche product.  
 
The findings presented thus far suggest that user-generated content can positively affect key 
metrics such as sales. Thus, from a managerial perspective, it would be very tempting to try and 
manipulate the ratings environment to improve sales. Dellarocas (2006) investigated the outcome 
of such strategic manipulation by the firm and proposed a game theoretic model in which profit-
maximizing firms seek to manipulate ratings by contributing fake anonymous product ratings. 
Dellarocas (2006) describes an outcome in which firms expend resources to artificially inflate 
their perceived quality through online ratings, but such behavior is expected by consumers. In 
this game theoretic outcome, consumers will assume that manipulation of online forums occurs 
and thus discount the quality signal they obtain from online forums. Given this eventual 
outcome, firms will thus choose to conduct a minimum level of manipulation since there is no 
long-term benefit of such behavior. Mayzlin, Dover and Chevalier (2014) argue and demonstrate 
that independent single property hotels are more likely to participate in generating deceptive 
hotel reviews than branded chain hotels.   
 
This is not to say that all firm-generated word-of-mouth is intended to deceive customers. Godes 
and Mayzlin (2009) conduct a field test to understand the impact of firm-generated word-of-
mouth on sales. The authors worked with a marketing agency focused on creating word-of-
mouth communications for its clients by providing consumers with small incentives to spread 
word-of-mouth about its clients. For each incident of word-of-mouth that is spread for the client, 
the consumers spreading word-of-mouth is asked report their relationship to the recipient. Godes 
and Mayzlin (2009) showed that exogenously generated word-of-mouth positively affects week-
to-week sales. The authors’ results also suggest that firms may be better suited to recruit less 
loyal customers to spread word-of-mouth. Doing so may enable the firm to reach consumers who 
are unaware of the firm’s offerings and whose opinions may be more malleable compared to 
those consumers reached by more loyal customers. 

 

Social Media as Part of the Broader Marketing Strategy 

While the above discussion establishes the relationship between social media word-of-mouth and 
firm performance, social media is not a channel that operates in isolation of other elements of the 
marketing mix. In addition to user-generated social media, marketers also manage earned media 
and paid advertising activities.  
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Stephen and Galak (2012) investigate the effects of traditional earned media (e.g., media 
mentions in traditional outlets of newspapers, magazines, television and radio) relative to social 
earned media (e.g., blogs, forum posts, and new members registering for the forum). Using a 
zero-inflated autoregressive double Poisson model for the marginal distributions, the authors 
employ a multivariate normal copula to correlate the marginal distributions for sales and media 
variables. They find evidence to suggest that both traditional and social earned media positively 
impact sales. Their results also indicate that, in addition to the direct impact of earned social 
media on sales, Social earned media may indirectly affect sales by increasing the amount of 
traditional earned media. 
 
Gopinath, Thomas and Krishnamurthi (2014) go beyond looking at the volume of online word of 
mouth to investigate how the content of word of mouth, along with advertising, impacts sales. In 
addition to considering the volume of online activity, the authors account for the valence specific 
to comments that focus on recommendations, attribute features and emotional attachment. They 
find that it is the topic-specific valence measures and advertising that directly impact sales, while 
advertising also exhibits an indirect effect by impacting the topic-specific valence measures and 
the volume of online word of mouth. 
 
Srinivasan et al. (2015) extend the work of Stephen and Galak (2012) by considering the impact 
of marketing mix activity on consumers’ online activity and, ultimately, sales. Using a vector 
autoregressive (VAR) model, the authors examine the impact of price and distribution channels, 
television advertising, paid search clicks, website visits, and Facebook activity on sales. While 
the elasticities of price and distribution on sales have the highest magnitudes, consumers’ online 
activities including paid search, website traffic and Facebook likes have larger elasticities 
compared to television advertising. Importantly, the authors illustrate that these activities are 
inter-related. For example, paid search is affected by television advertising and Facebook likes, 
while it impacts distribution, site visits, Facebook likes and sales. 

Taken together, this stream of research highlights the inter-connected nature of UGC in 
organizations’ marketing efforts. In evaluating the impact of marketing efforts on performance 
measures, we must be cognizant to account for both the direct impact of marketing efforts on 
performance, as well as the indirect effect of marketing efforts through the production of UGC. 
Viewed in this light, UGC may provide an early indication of marketing effectiveness. 
 

Conclusion 

User-generated content (UGC) has been investigated from different perspectives by marketing 
scholars. Some have investigated the process by which it is produced and diffused to better 
understand the phenomenon. Others, looking at it as the digital manifestation of the voice of the 
consumer, have employed it as a rich and economical means of conducting marketing research, 
from tracking brand health to inferring brand associations and the competitive landscape. We 
have also seen it interpreted and employed as a new tool for marketing to consumers. As these 
streams of research have largely evolved independently of each other, one of the goals of this 
chapter is to provide an integrated perspective on the evolution and future of UGC in marketing. 
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New methodology, like deep learning, is being developed in related disciplines and gradually 
being adopted by marketing researchers in academia and practice. As these methodologies 
evolve, coupled with techniques developed by marketing academics, our ability to characterize 
social media and incorporate it into subsequent analysis improves. For example, while familiar 
metrics like valence and volume still have a place in marketing models, our understanding of 
consumers is much richer thanks to the content of the UGC and topics identified through text 
analytic methods. 
 
As we discussed earlier, several papers have investigated the integrity of UGC data and the risk 
of deceptive UGC (Anderson and Simester 2014; Dellarocas 2006; Mayzlin et al. 2014). 
However, possibly due to the difficulty in credibly identifying deceptive reviews, we do not have 
a firm assessment of the degree of this phenomenon and its effect on reliably using UGC as a 
marketing research or a predictive tool. We encourage future researchers to tackle this important 
problem.    
 
We encourage future research to investigate targeting individual consumers based on UGC and 
its propagation. For example, can social media posts reveal consumers’ interests? What messages 
resonate most with them? Who is influential within their social networks? Such analyses may 
prove beneficial for marketers, as marketing messages can be delivered to those who will be 
most responsive to them. In doing so, researchers may examine the extent to which insights 
gleaned from social media analytics complement what can be learned about consumers using 
other data sources. For example, to what extent does the incorporation of social media activity 
affect perceptions based on analyzing transactional activity? Beyond informing the likelihood of 
future transactions (e.g., Schweidel et al. 2014), merging social media data with CRM data could 
provide information regarding the likely categories in which customers will be most likely to 
purchase in the future.  
 
From the perspective of brand management, UGC can provide insights into how the brand is 
perceived in the market place. But, these perceptions are likely to vary considerably across 
consumers and markets. Future work may build on the text analytic work (e.g., Netzer et al. 
2012; Tirunillai and Tellis 2014) to examine other forms of unstructured data in which brands 
appear and understand brand associations using such data. In particular, research may consider 
the development of predictive models for the trajectory of conversations. 
 
As research into social media continues to develop, academic researchers should be mindful of 
the potential application of their research. Popular social media monitoring platforms often lack 
advanced analytic tools, in part because of the magnitude of the data and the corresponding 
computation resources needed to apply the most advanced analytic tools. Given industry’s keen 
interest in mining social media to understand the voice of the consumer, we encourage 
researchers to engage in research that has the potential to be deployed at scale, without 
sacrificing the rigor of their work. 
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