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The cyclin-dependent protein kinases are important targets in drug discovery because of their
role in cell cycle regulation. In this computational study, we have applied a continuum solvent
model to study the interactions between cyclin-dependent kinase 2 (CDK2) and analogues of
the clinically tested anticancer agent flavopiridol. The continuum solvent model uses Coulomb’s
law to account for direct electrostatic interactions, solves the Poisson equation to obtain the
electrostatic contributions to solvation energy, and calculates scaled solvent-accessible surface
area to account for hydrophobic interactions. The computed free energy of binding gauges the
strength of protein—ligand interactions. Our model was first validated through a study on the
binding of a number of flavopiridol derivatives to CDK2, and its ability to identify potent
inhibitors was observed. The model was then used to aid in the design of novel CDK2 inhibitors
with the aid of a computational sensitivity analysis. Some of these hypothetical structures
could be significantly more potent than the lead compound flavopiridol. We applied two
approaches to gain insights into designing selective inhibitors. One relied on the comparative
analysis of the binding pocket for several hundred protein kinases to identify the parts of a
lead compound whose modifications might lead to selective compounds. The other was based
on building and using homology models for energy calculations. The homology models appear
to be able to classify ligand potency into groups but cannot yet give reliable quantitative results.

Introduction

The role of cyclin-dependent kinases (CDKSs) in cell
cycle regulation has made them interesting targets for
antiproliferative drug design. These protein kinases are
generally categorized into G1, S, and G2 phase regula-
tors because they are present at various checkpoints in
the cell cycle.! As their name suggests, the CDKs are
dependent on larger proteins known as cyclins for
activation. Only as a complex can these proteins regu-
late cell growth and DNA synthesis properly. The
primary CDK addressed in this project is CDK2, which
combines with cyclin E at an S-phase checkpoint known
as the restriction point. Similarly, the completion of the
S phase is subject to a complex of CDK2 and cyclin A.1
Among other CDKs explored in this project are CDK1
(often called CDC2) and CDK4, which have important
roles in G2 mitosis and G1 regulation, respectively.!

The cell manufactures specialized inhibitors of the
CDKs known as CKIs or cyclin-dependent kinase in-
hibitors. These inhibitors compete with ATP for binding
to the CDK active site. However, in some cancer cells it
has been shown that the CKls are underexpressed, and
medicinal chemists have made numerous efforts to
replace the CKIs with synthetic inhibitors.?2 Among
noteworthy attempts at creating such inhibitors are a
series of compounds known as flavonoids. The scaffolds
of these compounds are natural products often found
in plants that are actually consumed in the human diet.®
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Flavopiridol has been the most successful flavonoid as
an anticancer agent in its inhibition of multiple CDKs
such as CDK1, CDK2, CDK4, and CDK9.%4 Further
experimentation with flavopiridol in clinical trials has
also taken place.! De Azevedo et al. have determined
the crystal structure of the deschloro analogue of
flavopiridol bound to CDK2, which has been used in
many studies of CDK inhibition, including this project.>

Recent computational studies of protein kinase A
(PKA) by Wong et al.® and Gould and Wong’ have
provided some evaluation of the methods used in this
project. In these studies, computational chemists tried
to identify the determinants of protein—ligand recogni-
tion by carrying out computational sensitivity analysis,
which is analogous to genetic or chemical modification
experiments.® By perturbing different features of a drug
lead, one can understand which features affect binding
significantly and which do not. Such understanding can
generate useful rules to guide the optimization of drug
leads by pointing to the profitable characteristics of a
compound along with parts that should be modified to
improve the odds of finding better inhibitors. On the
basis of the most significant features identified, one can
also construct pharmacophore models for mining new
drug leads with different chemical scaffolds from small-
molecule libraries. Although sensitivity analysis can be
carried out using more elaborate molecular dynamics
simulation models in which receptor and ligand flex-
ibility can be explicitly taken into account,® such cal-
culations are expensive to use. It is therefore useful to
explore less expensive models to supplement the more
costly molecular dynamics simulation models. The less
expensive models can be used for earlier exploration of

10.1021/jm0205043 CCC: $25.00 © 2003 American Chemical Society
Published on Web 06/12/2003



Cyclin-Dependent Kinase 2 Inhibitors

a larger number of structures. Promising structures can
then be further evaluated with more accurate but
expensive models. The work by Wong et al.¢ and Gould
and Wong’ focused on exploring the use of an implicit-
solvent model within the fixed-conformation approxima-
tion. This implicit-solvent model uses Coulomb’s law to
account for direct electrostatic interactions, solves the
Poisson equation to describe the electrostatic contribu-
tion to solvation, and evaluates scaled solvent-accessible
surface area to describe hydrophobic effects. Within the
fixed-conformation approximation, each binding energy
calculation can be done within tens of minutes for
protein Kinase systems by using computers such as SGI
Octane2s with R12000 processors. Such efficiency is
compatible with day-to-day use in computer-assisted
drug discovery. In earlier applications of this model, the
interactions between protein kinase A and both the
balanol class of compounds® and the inhibitor PKI7 were
investigated. These studies demonstrated that this type
of model could generate semiquantitative agreement
with experiments and could be improved in a semiem-
pirical manner by introducing several adjustable pa-
rameters to fit available experimental data. This paper
further evaluates such an approach by applying it to a
study of cyclin-dependent protein kinases. Here, we first
evaluate whether such models can provide reasonable
agreement with existing experimental data. If so, they
can be used to make predictions that can be experimen-
tally validated.

By addition of sequence information for hundreds of
protein kinases and structural information obtained
from X-ray crystallography, past studies also accounted
for specificity in designing protein kinase inhibitors.%7
They tried to identify regions of the ligand-binding
pocket with more variable amino acid distribution as
potential targets for achieving specificity. This analysis
takes little computer time to do but lacks detailed
energetic information. In principle, one can build ho-
mology models for many protein kinases and use them
for energy calculations. However, building homology
models good enough for energy calculations is still a
challenge. Here, we explore a more modest approach of
building hybrid models for energy calculations. In these
hydrid models, we start with the crystal structure of a
protein kinase and only mutate the residues closest to
the ligand-binding site into those of another kinase
whose structure has not yet been determined. The
longer-range effects are thus only dealt with in an
approximate manner. This way, we can pay special
attention to refining a smaller number of residues that
are nearest the binding site and therefore likely to
dominate the contribution to binding energy. We explore
this method of building homology models and gauge
their reliability in studying the selective binding of
different inhibitors to CDK1, CDK2, and CDKA4.

Methods

Binding Free Energy Model. Instead of using the
CHARMMZ22 united-atom force field as in our earlier
work with the interactions between protein kinase A
and balanol or the protein kinase inhibitor (PKI),%7 we
employed the CHARMM all-atom force field.® This force
field provides atomic partial charges and van der Waals
radii for the protein atoms. The atomic charges for all
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of the ligands (des-chloroflavopiridol, the flavopiridol
analogues, and all designed structures) were obtained
by using the Merz—Kollman method!®1! in Gaussian
9812 with the 6-31G* basis set.

We applied UHBD'314 for the actual binding free
energy calculations after providing it with the CHARMM
parameters.® The crystal structure of des-chlorofla-
vopiridol L868276 bound to CDK?2 provided the starting
points for this model.> Hydrogens for the protein were
added using CHARMM, !5 and those for L868276 were
generated using Quanta.’® Some parts of the protein
were not seen in the crystal structure and were not
included in our calculations. Thus, our model consisted
of three noncontiguous segments: residues 1—35, resi-
dues 48—149, and residues 165—298. For the finite-
difference solution of the Poisson equation, the complex,
the protein, and the ligand sat in a 175 A x 250 A x
215 A grid with 0.3 A grid spacing. Since the use of an
all-atom force field introduces many more atoms than
a united-atom force field, we used a nonbonded cutoff
of 20 A to ease the calculation of Coulombic contribu-
tions to the electrostatic energy. Previously, no cutoff
distance was used.®” The internal dielectric of the solute
was set at 2 and the external (solvent) dielectric was
set at 78 while the van der Waals surface was used to
define the dielectric boundary.

The energy model was composed of three terms. One
was the Coulombic energy (AGcoul) resulting from the
electrostatic interactions among the atomic charges in
a dielectric medium characterized by the internal
dielectric constant. This was simply calculated by using
Coulomb’s law with a 20 A cutoff. The solvation energy,
or reaction field term (AGpg), was obtained by solving
the Poisson equation using the finite-difference method
as implemented in UHBD.1314 The third term (AGsa)
described hydrophobic interactions, which were as-
sumed to be proportional to the solvent-accessible
surface area of the system with a proportionality
constant of 25 cal/(mol-A2).17 By use of this energy
model, the free energy was calculated for each system
(the protein, ligand, and binary complex) as

Gi=GicouL T Gips T Gisa (1)

so that the binding free energy can be estimated as

AG'BIND = GBINARY - (GPROTEIN + GLIGAND) (2)

Sensitivity Analysis. We dissect the determinants
of molecular recognition by carrying out sensitivity
analysis. This involves perturbing different parameters
of an energy model to reveal their effects on binding
affinity.6~8 Perturbing important parameters can sig-
nificantly affect binding, whereas perturbing unimpor-
tant parameters should affect binding negligibly. In this
work, we focus on examining the role of electrostatics
in binding by concentrating on the effects of perturbing
atomic partial charges on molecular recognition. We
describe sensitivity analysis in the way that has been
used by engineers for many years,81° but this concept
has also been extended to molecular systems.® Engi-
neers calculate derivatives 90/d4; of a property O with
respect to different parameters 1; of a model to probe
for the most significant A; values. In this case, the
property we focus on is the free energy of binding. The
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00/9A; derivatives measure the capacity of the model
parameters to alter the system property O. They are
therefore useful for pointing out the parts of a lead
compound where parameter modifications may be prof-
itable for improving binding. To identify the parts of a
lead compound that are already useful or not useful in
determining O, it is useful to calculate (00/d4;)A; values
so that the magnitude of the parameters in the lead
compound is also taken into account. Each such quantity
measures the effects of turning on a parameter, as can
be seen from the approximate expression

20 00
AO(0—4;) ~ J(’li —0)= J’Ii 3)
1 1

When O represents the binding free energy AGgnp, this
equation becomes

IAG
AAGg\p(0—4;) ~ %

aAGBIND
Tii 4)

(i —0)=
Since a decrease in AGgnp signifies an improvement
in binding affinity, parameters that produce a negative
AAGginp When turned on are considered useful for
binding.

Pairwise Simulations. Double mutagenesis experi-
ments have been used to probe the effects of two
residues on free energy changes. Second-order sensitiv-
ity analysis provides similar information. Consider
turning on two parameters, ; and 4;, separately. Each
would induce a change in free energy according to

azAGBlND

2
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where now we use a second-order, rather than a first-
order, approximation to calculate the effects of changing
a parameter on the binding free energy. (This is exact
in the fixed-conformation Poisson model used here,
although it is only an approximation in more rigorous
molecular dynamics simulation models.) Likewise, when
these two parameters are turned on simultaneously, the
change in binding free energy induced is given by

dAGgnp 182AGBIND 2
AAGg\p(0—2;,0—4) ~ o, Aits a2 i
BAGBIND;L_+182AGBIND 2 azAGBlND
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Equations 5—7 imply that
AAGBlND(O_’/liio_’/‘Lj) — AAGg\p(0—4;) —

82AGEslND

0A; 04 Aty (8)

AAGBIND(O_))“J') = i

The left-hand side corresponds to the quantity measured
experimentally in a double-mutant cycle. Equation 8
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therefore suggests that (?AGgino/d4id4;)Aid; gives similar
information. A negative (positive) [0?AGginp/(04i 94j)]Ai4;
suggests favorable (unfavorable) interactions between
Ai and 4. In this work, [0°AGgino/(04i 94))]4idj was
calculated by using the continnum-solvent model in
UHBD, 314 although it can also be calculated with more
expensive molecular dynamics simulation models.®

Analogue and Designed Structure Modeling.
Insightl12° was used for the modeling of the flavopiridol
analogues and the designed structures. Using its Builder
module, we constructed these structures from the
coordinates of des-chloroflavopiridol given by the crystal
structure.® The initial configurations of added functional
groups were chosen visually to enable good interactions
with their target residues. The altered functional groups
were then allowed to relax in their environment with
energy minimization. During the energy minimization,
we did not allow the environment to move so that
cancellation of errors would be more likely to occur in
the subsequent binding energy calculations in which the
fixed-conformation approximation was used. In other
words, we estimated the free energy of a molecular
system by

G= W(qminvqenvironment) (9)

where W(Qmin,Genvironment) Was the potential of mean
force, averaged over solvent coordinates, defined by the
coordinates gmin @and Qenvironment. Genvironment defined the
coordinates of the atoms common to all of the structures
studied, whereas qmin denoted the coordinates of atoms
unique to each structure. The gmin values for functional
group atoms were obtained by adjusting them to mini-
mize the energy of the protein—ligand complex while
holding Qenvironment fixed in an attempt to model a more
probable configuration. In cases where ligand modifica-
tions might experience steric clashes with one or more
amino acid residues of the protein, gmin also includes
hydrogens on functional groups, such as methyl and
hydroxyl, of neighboring amino acid residues. However,
this was not done for most structures because functional
groups were usually introduced to the parts of the ligand
where sufficient space is available to accommodate
them. Energy minimization was run with the CVFF
force field in Insightll?® and the steepest descent
algorithm for 500 iterations to obtain an rms derivative
less than or equal to 0.01 kcal/(mol-A). Additionally, a
distance-dependent dielectric was used during the
energy minimization. As mentioned previously, the
atomic charges for these structures were assigned with
Gaussian 9812 and the thermodynamic data were gener-
ated by UHBD.131 |n a binding energy calculation, the
energy-optimized ligand conformation obtained above
was used for both the free ligand and the complex. This
way, cancellation of errors is more likely in the finite-
difference solution of the Poisson equation because the
ligand can be positioned in exactly the same way in the
grid whether it is in the bound or unbound form. We
used this fixed-conformation approximation consistently
in this work, and the goal is to examine how well this
approximation works in ranking the binding affinity of
similar ligands. Ignoring change in the intramolecular
energy of the ligands may not be a bad approximation
if this term is comparable for all the ligands studied and
if its variation is small in comparison to other energy
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Figure 1. Structures of the flavopiridol mimics of Schoepfer

et al.?8 (left) and the structures of the thio- and oxoflavopiridols
of Kim et al.?® (right).

terms that play a more important role in distinguishing
binding affinity. By inclusion of bulkier groups in this
study, it was feasible to identify the limits beyond which
this approximation fails. We first examined whether this
calculation model could rank the binding affinity of a
number of similar compounds to a target by comparing
simulation results with biological experiments. Once
validated, we used the model to help design new
inhibitors. For some of the structures used in this
validation study, more than one attempt was required
because of the need for further refinement. The struc-
tures of these compounds are depicted in Figure 1, and
their respective numbers represent a particular model-
ing attempt rather than a particular compound. Unsuc-
cessful or incomplete attempts are omitted here, and
so some numbers are skipped.

The process of preparing the necessary data sets for
a single compound (including energy minimization) can
be completed in tens of minutes manually. This time
can be reduced by writing scripts/programs to automate
this process. Running UHBD on a 300 residue system
(such as the complex of CDK2 with an inhibitor) takes
about 20 min on an SGI Octane2/R12000. This can be
further speeded up if the focusing technique is used in
solving the Poisson equation. Running Gaussian 98 on
the same computer to obtain ligand charges takes 35—
60 min depending on the size of the ligand, but faster
methods for calculating atomic partial charges can be
used (e.g., the AM1-BCC method??).

Hybrid Structural Model Construction. To study
the selective binding of these compounds to CDK1,
CDKZ2, and CDK4, we built homology models for CDK1
and CDK4, using the crystal structure of CDK25% as a
template. Since it is still difficult and time-consuming
to build homology models well enough for energy
calculations, we have explored the utility of building
quick hybrid models in this work. These models only
approximately describe the environment of the active
site, using coordinates of the amino acids in the tem-
plate structure (CDK2 in this case). Residues with most
or all of their atoms within a 10 A radius of the ligand,
however, are modeled in atomic detail, using coordinates
from the template structure as much as possible. This
way, one can focus on refining the regions that are most
important for binding while ensuring that all models
are built in a consistent way. This method makes it
easier to compare the relative binding energy of a
number of similar inhibitors to several closely related
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protein kinases. Initially, the sequences of human
CDK1??2 and CDK4% were taken from the Protein
Kinase Resource at the San Diego Supercomputer
Center.?4#2> Using Clustalw,?6 we aligned the two
sequences individually with CDK2 to determine which
residues in our 10 A shell had to be altered in the CDK2
crystal structure in order to mimic the two protein
kinases. Next, we constructed the two hybrid models
using the Insightll Biopolymer module.?2® Once these
preliminary models were constructed, the Insightll
Discover module?® was utilized to energy-minimize the
added residues. For this process, the des-chloroflavopiri-
dol was present in the same conformation and position
as in the CDK2 crystal structure. Energy minimization
with the CVFF force field took place in 7000 iterations
of the steepest descent algorithm such that the square
root of the average magnitude of the force was less than
or equal to 0.01 kcal/(mol-A). All atoms were fixed except
for those in the newly added amino acids, and we
specified a distance-dependent dielectric as in the
previously described energy minimizations.

Survey of the Protein Kinase Database. Comple-
mentary to homology modeling for energy calculations,
which is still difficult to apply accurately to a large
number of homologous proteins, we have also applied
an alternative approach to accounting for specificity in
drug design. In this approach, one only attempts to
construct a rough picture of the binding pocket of
protein kinases, but for a large number of them.®” The
goal is not to obtain reliable binding energy but to
generate guidelines that can improve the odds of finding
selective inhibitors. By knowing which parts of a ligand-
binding pocket are more variable and by designing
inhibitors to target these regions, one may have a better
chance of achieving specificity. In this work, a database
of almost 400 protein Kinase sequences from the Protein
Kinase Resource?425 was surveyed for conservation at
positions surrounding the binding site. By using the
sequence alignment of these kinases in the database?’
and the crystal structure of CDK2,5 one can construct
a picture of the binding site of all the proteins in the
database and carry out statistical analysis to examine
which sites are conserved and which sites are variable.
The conserved sites are not likely to present specificity,
whereas variable sites are potentially useful targets for
specificity.

Results and Discussion

Correlation with Biological Data. In this portion
of the study, we attempted to validate our computational
model with biological data. We modeled two groups of
flavopiridol analogues that had been synthesized and
assayed biologically in previous studies into the crystal
structure of CDK2. The first group consisted of four
compounds (Figure 1) synthesized and tested by
Schoepfer et al.,28 and we will refer to them as the flavo-
piridol mimics. We also addressed a group of six com-
pounds (Figure 1) from Kim et al.2® which we will call
the thio- and oxoflavopiridols.

Using the previously described method, we computed
the binding free energies of the flavopiridol mimics with
UHBD.1314 We then graphed the resulting AGgnp
values against plCsp?® (Figure 2) and obtained a good
correlation. The calculated free energies order the four
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Figure 2. Combined graphs of plICso vs AG (kcal/mol) for the
flavopiridol mimics and the thio- and oxoflavopiridols modeled
in the CDK2 crystal structure.

Table 1. Thio- and Oxoflavopiridols Cross Validation Analysis

predicted predicted
analogue 1Cso (M) 1Cso (uM) plCso plCso
13 1.07 0.95 —0.029 0.021
9 2.10 3.01 —0.322 —0.478
10 211 1.74 —0.324 —0.241
16 3.93 9.15 —0.594 —.961
11 6.59 3.64 -0.819 -0.562
15 40.4 15.9 —1.610 —1.200
rmsd 10.3 0.258

Table 2. Flavopiridol Mimics Cross-Validation Analysis

predicted predicted
analogue 1Cs0 (uM) 1Cs0 (uM) pICso pICso
7 0.03 0.0063 1.520 2.200
5 0.31 0.51 0.509 0.294
2 1.28 1.47 —0.107 —0.166
3 3.97 2.15 —0.599 —0.333
rmsd 0.92 0.381

ligands according to biological potency, and the r2 value
for the linear regression line is 0.98. (The linear regres-
sions in this work were performed with Microsoft Excel.)
An identical experiment was carried out with the thio-
and oxoflavopiridols in CDK2. Although the compounds
are ordered less well in this case, the overall trend
expressed by the graph of AGgnp VS plCso?® is clear
(Figure 2). The r? value for the linear regression line in
this second series of compounds is still quite good: 0.90.

We have also carried out a leave-one-out cross-
validation analysis on our correlation data (Tables 1 and
2). This analysis consists of throwing out a data point
in one data set and performing a linear regression on
the remaining points. We then calculate how well the
new linear regression line predicts the missing point.
For the thio- and oxoflavopiridols, the cross-validated
r2 becomes 0.75. The root-mean-square-deviation (rmsd)
in pICsp is 0.26 (about 16% of the range of plCsg) and
that in I1Cso is 10 uM (about 26% of the range). This
large 1Cso rmsd is due to the outlying analogues 15 and
16, which respectively have a significantly larger and
smaller functional group than the remaining com-
pounds. The flavopiridol mimics work somewhat better.
The cross-validated r? are still quite good: 0.91. The
rmsd in plCsp was found to be 0.38 (about 18% of the
range of plCsp), and the rmsd in 1Csy was found to be
0.92 uM (about 23% of the range of 1Cso). The cross-
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Figure 3. Structure of des-chloroflavopiridol labeled with the
(0AGginp/dAi)Ai values (kcal/mol) from sensitivity analysis
where a negative number represents a useful charge.

validation analysis cautions that the fixed-conformation
model should probably be used only for structures that
are similar to the parent compound if quantitative
results are desired. However, the model may still be
used in a qualitative manner for designing structures
that are less similar to the parent compound. For
example, the model seems to be able to distinguish
potent structures from nonpotent ones. Also, designed
structures that have favorable calculated binding free
energies may have higher odds to be potent inhibitors
and can be selected for experimental evaluations. With
this limitation of the model in mind, we have applied it
to design new inhibitors.

Sensitivity Analysis of Des-chloroflavopiridol.
We first carried out sensitivity analysis to gain some
insights into which parts of the lead compound are
profitable to keep and which portions should be im-
proved to enhance binding. The sensitivity analysis has
generated a description of charge utility in the ligand
with respect to CDK2 binding. Figure 3 maps the charge
utility of the ligand using (0AGginp/d4i)Ai detailed earlier.
It should be noted that the AGgnp that was calculated
for the interactions between deschloroflavopirdol and
CDK2 is —14.0 kcal/mol. (0AGginp/d4i)Ai reflects the
change of binding free energy resulting from turning
on different parameters i, which are atomic partial
charges in this study. We can draw from the figure that
the most useful functional groups on the ligand are the
hydroxyl group C5—05—H21 and the ketone C4—04,
as indicated by the large negative (0AGgnp/04i)Ai that
they present. This is consistent with the previously
proposed pharmacophore model that suggests that
many small-molecule protein kinase inhibitors utilize
two hydrogen bonds to recognize the backbone of the
linker region between the N- and C-terminal lobes of
the kinase domain.° In des-chloroflavopirdol, C5—05—
H21 serves as the hydrogen bond donor with the ketone
C4—04 as the hydrogen bond acceptor. In the phenyl
ring, the polarity of one of the C—H bonds (C22—H3)
hurts binding. Another one (C24—H5) is only mildly
useful for binding. One may want to modify these parts
of the phenyl ring to see whether more favorable
inhibitors can be designed.

Another interesting result comes from the charge
utility of the CHs—N—H group (C1(H17,H18,H19)—N1—
H20), which has an additive (0AGginp/d4i)4i of —1.9 kcal/
mol. This group is the source of formal charge for the
ligand, and sensitivity analysis suggests that this charge
is useful for binding.

Several combinatorial chemistry studies of flavonoid
CDK inhibitors have taken place in recent years. The
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Figure 4. Active site of CDK2 with des-chloroflavopiridol labeled with the (0AGgino/d4i)Ai values (kcal/mol) from sensitivity analysis

where a negative number represents a useful charge.

results of our sensitivity analysis express the major
conclusions of these studies fairly consistently. For
example, Fischer and Lane® emphasize the importance
of the two flavone hydroxyl groups C5—05—H21 and
C7—07—H22. These two sites have additive (0AGgnp/
0Ai)Ai of —11.8 and —3.2 kcal/mol, respectively. A thor-
ough study of the 3-hydroxylmethylpiperidyl ring con-
ducted by Murthi et al.3! adds that the third hydroxyl
group (C13—03—H16) also plays a crucial role (espe-
cially its stereochemistry), and we have measured its
cumulative utility to be —4.0 kcal/mol.

Sensitivity Analysis of the CDK2 Active Site. In
an identical fashion, we carried out a sensitivity analysis
on 20 active site amino acids covering 103 protein atoms
to determine which ones are interacting favorably with
the ligand. This analysis can also identify the parts of
the proteins that do not interact favorably with the
ligand yet and thus can suggest modifications of the
ligand toward improved interaction with these parts of
the protein. The charge utility data pictured in Figure
4 can be interpreted just as that in Figure 3, with a large
negative (0AGgnp/d4i)Ai indicating favorable charge
utility and with a large positive (0AGgnp/94i)4i suggest-
ing unfavorable charge utility. As mentioned earlier,
many small-molecule inhibitors utilize two hydrogen
bonds to recognize the linker region between the

N-terminal and C-terminal lobes of the catalytic domain.
The sensitivity analysis of the ligand presented in the
previous section is consistent with this notion in which
the ketone C4=04 and the hydroxyl group C5—05—H21
serve as the hydrogen bond acceptor and donor, respec-
tively. The sensitivity analysis of the protein further
echoes this finding by revealing which parts of the
protein form hydrogen bonds with these two functional
groups. The NH group of Leu83 serves as the hydrogen
bond donor of the ligand ketone group and demonstrates
a large negative (0AGginp/04i)Ai suggesting favorable
electrostatic interactions with the ligand. Pairwise
sensitivity analysis also confirms the interactions be-
tween this NH group and the ligand ketone group to be
strong, with a large negative [3?AGginp/(9i 34;)]Ai4; of
—6.0 kcal/mol between this NH group and the oxygen
of the ketone group and a modest [?AGginp/(04i 94;)14i4;
of —0.2 kcal/mol between the NH group and the carbon
of the ketone group. The hydroxyl group C5—05—H21
acts as a hydrogen bond donor to interact with the
carbonyl group of Glu81 with [0°AGgino/(d4i 94;)]4ik; of
the order of —0.8 kcal/mol. For the all-atom, as opposed
to the united-atom, model used in these calculations in
which small dipole moments on hydrocarbon C—H bonds
are accounted for, this hydroxyl group was found to
interact modestly with the dipoles of several methyl/
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#2 AG =-14 kcal/mol
(N at 2 position)
#3 AG = -15 kcal/mol
OH (N at 3 position)
OH # 4 AG = -14 kcal/mol
(N at 5 position)
#5 AG = -16 kcal/mol
(N at 6 position)

#7 R=H

AG = -13 kcal/mol
#8 R=NO,
AG = -15 kcal/mol
#9 R=S8SO,NH,
AG = -20 kcalimol

#13 AG = -26 kcal/mol #17 AG = -14 kcal/mol

|
# 6 AG = -16 kcal/mol #11 AG = -15 kcal/mol

|
#12a AG = -31 kcal/mol #12b AG = -23 kcal/mol

# 22 AG = -30 kcal/mol # 24 AG = -15 kcal/mol

# 16 AG = -32 kcal/mol
R=0R2=HR3=HR4=CH;,
#18 AG = -31 kcal/mol
R=SR2=HR3=HR4=0H

# 20 AG = -35 kcal/mol
R=0R2=HR3=NH,R4=0H
# 23 AG = -48 kcal/mol
R=0R2=0HR3=HR4=0H
# 25 AG = -63 kcal/mol

Flavopiridol ’I‘

R=OR2 = OCH, R3 = H R4 = OH \AGz'mkca"m' Y,

# 14 AG = -29 kcal/mol
R=0R2=HR3=HR4=CH;R5=0H

# 15 AG = -29 kcal/mol
R=0R2=HR3=HR4=HR5=0H R3
# 19 AG = -29 kcal/mol
R=0R2=HR3=HR4=CH;R5=CH,

# 21 AG = -31 keal/mol R2
R=0R2=HR3=NH,R4=CH;R5=0H

# 26 AG = -38 kcal/mol
R=0R2=0HR3=H
R4 =CH, R5=0H

# 27 AG = -43 kcal/mol
R=0R2=0CH;R3=H
R4 =CH; R5=0H

Figure 5. Structures of the computationally designed structures and their respective computed binding free energies (kcal/mol)
with CDK2. Doubly protonated structures are largely grouped separately from the singly protonated ones because only the latter

structures were included in the regression analysis.

methylene groups nearby with [02AGgino/(34i 94;)]14i4;
ranging from —0.3 to —0.5 kcal/mol. The aforementioned
utility of the C13—0O3—H16 group seems to arise from
its favorable interactions with the carboxylate group of
Asp145 ([?AGginp/(94i 94))]4i4j equals —3.5 kcal/mol with
OD2 of Asp145), although this is dampened somewhat
by its unfavorable interactions with the ammonium
group of Lys33 ([?°AGgino/(04i 94j)]4i4; equals 0.9 kcal/
mol). Additionally, the cluster of useful charges sur-
rounding the phenyl ring from Asp86, His84, and 1le10
suggests that introducing suitable polar or charged
groups to the phenyl ring to better utilize these residues
may improve binding affinity. For example, a major
target in future design could be the charged OD1-CG—
OD2 group on Asp86, which has an additive utility of
—1.9 kcal/mol. Since this group is about 4 A away from
the closest atoms in the phenyl ring of des-chlorofla-
vopiridol, introducing suitable substituents to the ring
to get closer to Asp86 could improve binding further.
The NH3™ group of Lys89 shows an unfavorable charge
utility of 0.54 kcal/mol. Thus, introducing suitable

functional groups to the phenyl ring to reverse the
damaging effects of this group could be useful.

In directing sensitivity analysis toward the active site
atoms, we show the explanatory power of this model
with respect to known experimental data. Additionally,
the ability to examine charge utility at the atomic level
provides an immediate set of suggested modifications
to the current ligand.

Computational Design of CDK2 Inhibitors. Using
the wealth of data given by previous combinatorial
chemistry studies and our computational data, we
turned our general method toward inhibitor design. We
hope that the designed structures (Figure 5) can be
evaluated with experimental measurements in the
future to check whether they are indeed useful inhibi-
tors. The most important points of comparison for
considering these designed structures are the AGgnp
values that we correlated with biological data and our
AGgnp Values for the flavopiridol and des-chlorofla-
vopiridol models which are —16.5 kcal/mol (ICsp = 0.17—
0.40 uM?8) and —14.0 kcal/mol, respectively.
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The first group of potential inhibitors (structures 2—5)
is based mainly on structures described in the literature
for which the corresponding biological information is
qualitative.® This experiment consisted of placing a
heterocyclic nitrogen at four different positions on the
phenyl ring. These structures only have moderate
AGginp Values ranging from —13.7 to —16.1 kcal/mol
(somewhat less than the value calculated for flavopiri-
dol). This result is consistent with Fischer and Lane’s
work3 in which some reduction of biological potency
relative to flavopiridol takes place with the substitution
of the chlorophenyl group by different pyridyl groups.

The sensitivity analysis data suggest that the polarity
of three of the C—H bonds (C23—H4, C22—H3, C24—
H5) in the phenyl ring is not as significant as the other
two in binding. Thus, we have examined the introduc-
tion of different functional groups at these three posi-
tions. Structures 6 and 11 were each obtained by
replacing the hydrogen of one such bond by an amine
group in an attempt at gaining binding affinity by
improving interactions with Asp86. The calculated
AGginp Values were —16.1 and —15.2 kcal/mol, respec-
tively, and so we conclude that there is some improve-
ment over the des-chloroflavopiridol (AGginp = —14.0
kcal/mol). However, it appears that the amine group is
not as useful as the chloro substituent in flavopiridol.
Modification of the last of these three C—H bonds will
be discussed below.

Structures 7—9 tested the utility of the hydroxyl
group that is absent in the flavopiridol mimics of
Schoepfer et al.?® (the one attached to the piperidine
ring) using the scaffolds of three structures in that
series. In all three cases, there is a reduction of binding
affinity by about 4 kcal/mol. This result is curious
because the majority of our sensitivity analysis data and
the biological data from other studies agree that the
polarity of this group is somewhat useful. However, the
flavopiridol mimics do not use the same molecular
scaffold as more direct derivatives of flavopiridol (i.e.,
the flavone ring is replaced by a benzofuran-3-one
ring).28

Our model suggests that the functional group tested
in this next series of structures exhibits a very favorable
influence on binding affinity. Structures 12a, 12b, and
13—16 all possess a chiral substituent to the phenyl ring
where the stereocenter is attached to a hydrogen, a
methyl group, and a charged ammonium group. In
structure 13, this new group is attached to C24 on the
phenyl ring (but uses the flavopiridol mimics scaffold),
and in the remaining structures of this series, it is
attached to C23. In each case, there is a dramatic
increase in the computed binding affinity compared with
flavopiridol. Structures 12a and 12b test two stereo-
chemical configurations of the new substituent. Since
the original purpose of constructing this series was to
establish hydrogen bonding between Asp86’s two car-
boxyl oxygens, it is not surprising that the R-configu-
ration of structure 12a had greater binding affinity
(—31.1 kcal/mol) than structure 12b’s S-configuration
(—23.4 kcal/mol). This arrangement allows the am-
monium group to interact with Asp86 and the less polar
methyl group to interact with the nonpolar residue
11e10. These two amino acids are located about 4 A from
C23. Such an addition to the structure may allow for
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greater interaction between the residues and the ligand
without creating excessive repulsion. Structures 13—
16 all adopt this R-configuration and test the utility of
other functional groups in the original ligand. As was
suggested by the sensitivity analysis, replacement of the
formally charged nitrogen in the piperidinyl ring by
carbon in structures 14 and 15 results in a small cost
to binding affinity (about —2.2 kcal/mol) relative to
structure 12a. One may sacrifice this group to improve
membrane permeability if the new positively charged
ammonium group is added to the phenyl ring. However,
structure 16 gives a curious result when a slight
increase in binding affinity (just under 1 kcal/mol)
occurs upon replacement of the piperidinyl ring's hy-
droxyl group with a methyl group. Despite this surpris-
ing result, it is not necessarily contradictory of our
earlier conclusions. The utility of the hydroxyl group is
not a direct implication that the methyl group will lack
utility.

In structures 17 and 18, the ether oxygen in the
flavone portion of the molecule is replaced by a sulfur.
Structure 18 includes this thioether and the lead
substituent from the previous series, which results in
a very slight decrease in binding affinity relative to
structure 12a. Similarly, in structure 17 (where the lead
substituent is absent), only a slight increase in binding
affinity relative to des-chloroflavopiridol takes place.
Structure 19 combines the two experiments with the
piperidinyl ring in replacing the nitrogen with carbon
and the hydroxyl group with a methyl group. The
resulting AGginp is —29.4 kcal/mol.

Structures 20 and 21 represent another attempt at
design based on the sensitivity analysis and pairwise
data. Following our scheme of improvements to sites
that are far away from the very useful charges but that
can still reach important residues, an amine group was
added meta to the lead substituent. The primary reason
for this addition was to increase ligand contact with
HI1S84, which already has two useful charges that we
knew of from the sensitivity analysis. The added amine
group perturbs the charge distribution of the phenyl
ring without adding formal charge to the ligand because
of the aromatic system. Structure 20 has a more
favorable calculated AGgnp 0f —34.5 kcal/mol relative
to structure 16, suggesting the addition of this amine
does improve binding. Structure 21 again examines the
effects of replacing the piperidinyl nitrogen with carbon
to lower formal charge to increase membrane perme-
ability when needed; only 3.5 kcal/mol is lost with this
change. A few pairwise simulations were run for these
two structures to further investigate this interaction.
The amine group nitrogen in structure 20 had a much
improved second-order value of —12.4 kcal/mol, while
structure 21 had a second-order value of —12.1 kcal/
mol for the interaction with the carbonyl oxygen on
His84 that was tested in the original des-chlorofla-
vopiridol simulations.

In structures 23—27, we experimented with the site
on the phenyl group (C24—H5) that was demonstrated
by sensitivity analysis to have only modest charge
utility. This carbon is also located about 4—7 A from
Lys89, which was demonstrated by sensitivity analysis
to have unfavorable utility for the ammonium group.
This suggests that improvements at this site could be
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useful. It should also be mentioned that the nature of
the active site allows for more freedom in modeling at
this position than the C25 position, which made experi-
mentation with both hydroxyl and methoxy groups
possible. For structure 23, we added a hydroxyl group
to C24 along with the lead chiral substituent in the
same R-configuration. A AGgnp of —47.9 kcal/mol was
computed for this structure. According to our model, this
thermodynamic binding affinity is nearly 3 times that
of the lead compound flavopiridol. A sensitivity analysis
was conducted on structure 23 to probe the charge
utility of the added functional groups. The additive
utility of the newly added C—O—H group was —3.2 kcal/
mol, while that of the C—CH3—NH3" group was —27.2
kcal/mol. These two groups also had a significant effect
on the charge distribution of the phenyl ring. The total
charge on C26—H?7 in des-chloroflavopiridol (as assigned
by Gaussian 98'2) was —0.05e, while the same C—H
group in structure 23 had a total charge of 0.33e. The
additive charge utility of the group also changed from
—0.4 to —6.0 kcal/mol. However, these effects are not
nearly as pronounced when the hydroxyl and flavone
groups are the only substituents to the phenyl ring as
in structure 24. This ligand has a binding affinity of
only —14.8 kcal/mol, which is less favorable than fla-
vopiridol but slightly more favorable than des-chlorofla-
vopirdol by 0.8 kcal/mol. Fischer and Lane!? comment
on flavopiridol derivatives such as structure 24, citing
a reduction in biological potency associated with such
functionality that is consistent with our calculations.
Structure 26, when compared to structure 23, shows
that about 10 kcal/mol of binding affinity must be
sacrificed to reduce the formal charge of the molecule,
although this structure may be more membrane-perme-
able. Structures 25 (AGginp = —63.4 kcal/mol) and 27
(AGginD = —43.4 kcal/mol) take advantage of the
freedom associated with modeling at this site. The
methoxy substituent replaces the hydroxyl group in
these two structures to give another large increase in
computed binding affinity. The methoxy groups allow
contacts with both the hydrophilic and hydrophobic
parts of Lys89. From the results of energy minimization
on the methoxy groups (in structures 25 and 27), there
also appears to be a contact with the aromatic ring on
Phe82.

Although we have no biological data to confirm the
correlation between our computational model and the
actual potency of these particular structures, we have
presented data suggesting such a correlation for other
inhibitors. The molecules with the most potential ac-
cording to our model are structures 25, 23, 27, 26, and
20. We believe that on the basis of our results from
modeling, the flavopiridol mimics and the thio- and
oxoflavopiridols, the designed structures presented in
this section, merit laboratory study.

Hybrid Homology Modeling for Selectivity Data.
Using the procedure mentioned earlier, we built the
flavopiridol mimics (for which ICsg values in CDK1 and
CDK4 were available?®) into our hybrid models of CDK1
and CDK4. Unfortunately, our original modeling at-
tempts with these compounds and the thio- and oxofla-
vopiridols did not produce good results. One aspect of
binding thermodynamics that our model did not explic-
itly take into account is the rotational entropy lost by
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PICso

flavopiridol mimics fit \
thio-/oxoflavopiridols fit ========
flavopiridol mimics data ~ +
thio_—/oxollavopiridols_ data X

) A A
-26 -24 -22 -20 -18 -16 -14

AG (kcal/mol)
Figure 6. Combined graphs of plCso vs AG (kcal/mol) for the
flavopiridol mimics and the thio- and oxoflavopiridols modeled
in the CDK1 hybrid model with an adjustment for rotational
entropy.

rotatable bonds of the ligands upon binding. Past
computational studies such as by Bohm,3? Morris et
al.,® and Gidofalvi et al.®* showed that these effects are
not negligible for rotatable bonds between sp3-hybrid-
ized atoms and for rotatable functional groups attached
to aromatic rings. Bohm32 and Morris et al.3® used a
value of 0.3 kcal/mol per bond in estimating these
entropy contributions to binding free energies. We also
adjusted the AGgnp values of the compounds built into
these hybrid models accordingly and observed a signifi-
cantly more reasonable relationship between computa-
tional and biological data.

The adjusted binding free energies for the CDK1
hybrid model ordered the four compounds correctly
according to biological potency just as in the CDK2
model. The linear regression line for the graph of pICsg
vs AGginp (Figure 6) also revealed a good linear trend
with an r2 value of 0.94. The similarities in accuracy
between the CDK2 crystal structure model and the
hybrid model of CDK1 are not surprising because the
two protein kinases have nearly 66% sequence identity
overall. Additionally, we found that if the entropy
adjustment was applied to the original flavopiridol
mimics model in CDK2 and the resulting values were
plotted on the same graph as the new CDK1 data
(Figure 7), a good r? value of 0.87 still results. This
information suggests that our CDK1 hybrid model
combined with the CDK2 crystal structure model could
provide some degree of selectivity information for
structures similar to the flavopiridol mimics.

We were met with much less success in modeling the
flavopiridol mimics in the CDK4 hybrid model. A nearly
straight line results from modeling the first three
compounds, but the final inhibitor appears far out of
alignment, resulting in an r2 value of about 0.5 for the
linear regression (Figure 8). (However, r2 improved to
0.68 when the problematic point was removed.) None-
theless, the CDK4 hybrid model does rank the flavopiri-
dol mimics in the correct order of biological potency. It
should be noted that in creating the CDK4 hybrid model
many more residues had to be mutated because CDK4
has only about 45% sequence identity with CDK2.

The same two hybrid models were applied to the thio-
and oxoflavopiridols.?® This group of compounds followed
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Table 3. Degree of Amino Acid Conservation at Different Sites near the Ligand-Binding Pocket
degree of conversion (%)
residue  Al44 A31 N132 D145 D86 E12 G13 110 L134 K33 K89 F80 F82 V18 V64
G 12.2 0 0 0 0 1.8  99.0 0 0 0 1.0 0.3 0 0 0
A 320 932 0 0.3 1.8 9.1 0 0.3 0 0 4.2 0 1.0 1.6 1.3
\% 2.9 4.7 0 0 0.3 2.3 0 8.0 1.8 0 1.0 3.4 03 932 516
L 0.8 05 0 0 0 1.0 0 557 818 0 1.3 169 221 05 9.1
I 8.6 05 0 0 0 1.0 0 34.1 1.3 0 0.8 2.3 23 1.6 247
S 15.4 0 0 0 255 120 0.5 0.3 0.3 0 10.7 1.3 0.3 0.3 0.5
T 13.8 0 0 0 3.6 5.0 0.3 0 0 0 7.6 208 0 1.0 4.7
D 0 0.3 0 98.7 385 1.0 0.3 0 0 03 242 0 0 0 0.3
N 0 0 100 0 7.8 2.6 0 0.3 0 0 5.0 0.3 0 0 0
K 0 0 0 0 03 174 0 0.8 0 100 8.3 0 0.5 0 0.5
E 0 0 0 08 172 203 0 0 0 0 9.6 0.3 0.5 0 0.3
Q 0 0 0 0 0.8 7.0 0 0 0 0 7.8 2.9 0 0 0.5
R 0 0 0 0 0 13.0 0 0 0 0.3 5.7 0.3 0.5 0 0
H 0.3 0 0 0 0 2.1 0 0 0 0 31 0 3.1 0 0.3
F 0 0.3 0 0 0.3 05 0 05 5.2 0 42 172 211 0 0
c 14.1 0.8 0 0 2.1 2.3 0.3 0 0 0 0 0 1.8 2.1 1.6
w 0 0 0 0 0 0.3 0 0 0 0 1.0 0 1.8 0 0
Y 0 0 0 0.3 0 0.5 0 0 0 0 34 47 435 0 0.3
M 0 0.3 0 0 0.3 0.8 0 0.3 9.6 0 1.0 294 1.0 0 0.8
P 0 0 0 0 1.3 0 0 0 0 0 0 0 0 0 3.6
- 0 0 0 0.3 0.3 0.3 0.3 0 0 0 0 0 0.3 0
ANAT T favopdol mimics n CDK? and GDKT combined 1 resulting linear regression line had an r? value of 0.55
2 (1) combinea tavopiridol mimics data rom COKT (1) and ODK2 (2) -+ (improved to 0.78 when the problematic compound was
removed). Interestingly, the most potent inhibitor in the
15k + ; CDK4 model of the flavopiridol mimics also destroyed
ANA7(2) - -
the linear trend. The same group of six compounds
1! ! exhibited a poor correlation (r> = 0.47, improved to 0.83
8 when the problematic compound was removed) in the
2 ol ! CDK4 hybrid model just as with the flavopiridol mimics
(Figure 8).
of It was because of our success in modeling the fla-
ANA2(2) vopiridol mimics and the thio- and oxoflavopiridols in
osh L the CDK2 crystal structure that we attempted to model
ANA3(2) selectivity as described above. Rather than concluding
a . . . . . that the thermodynamic model is incapable of gauging
-26 -24 -18 -16 -14

-20
AG (kcal/mol)

Figure 7. Combined plot of pICsy vs AG (kcal/mol) for the
flavopiridol mimics in the CDK1 hybrid model and the CDK2
crystal structure with an adjustment for rotational entropy.
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Figure 8. Combined graphs of plICso vs AG (kcal/mol) for the
flavopiridol mimics and the thio- and oxoflavopiridols modeled
in the CDK4 hybrid model with an adjustment for rotational
entropy.

the linear trend rather effectively for five of the six
compounds in the CDK1 hybrid model (Figure 7), until
the most favorable one complicated the model. The

selectivity, we believe that these less reasonable results
stem more from our hybrid homology modeling tech-
nique. Without a detailed force-field model accounting
for solvation effects realistically, we took a conservative
approach to refining the homology structures after they
were built from the template structure. Relatively minor
conformational adjustments were allowed. The idea was
not to let the homology structures deviate too much from
the experimental template structure because refining
the homology structures using a less accurate force field
model can generate structures that might even be more
unreliable. Long-range effects were also only approxi-
mated by the homologous CDK2 structure, and confor-
mational fluctuations were ignored. Improved technol-
ogy in the area of fast homology modeling could expand
the capabilities of this thermodynamic model toward
selectivity determination. Nevertheless, it is gratifying
to see that the hybrid homology techniques employed
here could at least order ligand potency correctly.

Protein Kinase Database Survey. Since building
homology models well enough for energy calculations
is still very difficult, we also employed a quick and
simple method that can still generate useful qualitative
insights into the design of selective inhibitors. The 15
active site amino acids in CDK2 that have side chains
facing the interior of the binding pocket were tested for
conservation at their respective positions against almost
400 aligned protein kinases (Table 3) from the Protein
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Kinase Resource.?*?> Seven of these residues are more
than 80% conserved at their positions, but seven are
less than 40% conserved, giving hope for the design of
selective inhibitors. The four least conserved amino
acids in the CDK2 active site are Lys89 (8.3%), Phe80
(17.2%), Glu12 (20.3%), and Phe82 (21.1%). As discussed
earlier in sensitivity analysis and ligand design, there
are also affinity benefits in targeting some of the less
conserved residues. The shape of the CDK2 active site
allowed us to model functional groups in the designed
structures to increase contact with residues such as
Lys89. Although such a database survey does not
guantify selectivity on an energetic basis, it provides
an efficient way to guide ligand design by elucidating
obvious targets for selectivity.

If one only focuses on comparing CDK1 and CDK2,
their binding pockets are quite similar. The amino acids
that have side chains facing the binding pocket are the
same in both proteins. Selective binding to these two
proteins will need to come from longer-range interac-
tions or/and differences in other parts of the proteins
that propagate into the binding pockets. CDK2 and
CDK4 are more different. Among the amino acids that
have side chains facing the binding pocket, three of
them are different between the two proteins. They are
Glul2, Phe82, and Lys89 in CDK2 and are respectively
replaced by Val, His, and Thr in CDK4. These three
sites are expected to play an important role in account-
ing for the selective binding of the two classes of
compounds to CDK2 and CDK4.

Conclusions

As a test of our computational model of protein—
ligand binding, the data generated in this project
suggest good potential for implementation in drug
design. When an actual crystal structure serves as the
basis for input, useful correlation between biological and
computational data results. Additionally, our data show
that the hybrid homology modeling technique that we
applied is only feasible for generating qualitative rank-
ing of inhibitors. However, coupled with comparative
analysis of the binding pockets of a large number of
protein kinases, useful rules and guidelines can be
derived to improve the odds of finding selective inhibi-
tors.

Throughout this project, a great deal of consideration
was given to the limitations of the computational
method. In particular, the nature of a fixed conformation
model can have a number of consequences, especially
in ligand modeling. Without taking into account an
ensemble of structures accessible at the relevant tem-
peratures, energy minimizations were performed only
on relevant groups to improve the chance of cancellation
of errors in comparing energy differences. On a related
note, one may also notice that we were more successful
in modeling the flavopiridol mimics than the thio- and
oxoflavopiridols. This result was not surprising because
there is greater ambiguity in the exact coordinates of
the latter group. Although energy minimization and a
clear picture of the active site dimensions relieve this
uncertainty to some degree, we acknowledge that this
group of compounds presents a bigger challenge to our
model. Nonetheless, the correlation with biological data
is still encouraging, especially considering the resolution
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of potency demanded by the I1Cso values (in both groups
of compounds). The benefits of these approximations
with respect to efficiency are also significant. The major
computational tasks here include minimizing the energy
of small groups (a matter of 1—2 min), calculating
atomic charges with Gaussian 98 (35—60 min, can be
reduced by using faster methods such as AM1-BCC?%),
and running UHBD (12—15 min for the ligand, 20 min
for the binary system). Manual preparation of the
necessary input data and files along with establishment
of the initial coordinates for a ligand can be accom-
lished in tens of minutes but can be automated by
suitable scripting/programming. In addition, sensitivity
analysis helps to suggest where and how a lead com-
pound should be modified so that one can come up with
promising structures with just a small number of trials.

The encouraging results of the evaluative aspects of
this project led us to attempt inhibitor design. We have
come up with several structures that may bind signifi-
cantly more strongly to CDK2 than their parent com-
pounds. It will be useful to evaluate these compounds
in the laboratory.
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