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Abstract

In this paper, we study the well-posedness of Cahn–Hilliard equations with
degenerate phase-dependent diffusion mobility. We consider a popular form of the
equations which has been used in phase field simulations of phase separation and
microstructure evolution in binary systems.We define a notion ofweak solutions for
the nonlinear equation. The existence of such solutions is obtained by considering
the limits of Cahn–Hilliard equations with non-degenerate mobilities.

1. Introduction

The Cahn–Hilliard equation

∂t u = ∇ · (M(u)∇μ) for x ∈ � ⊂ R
n, t ∈ [0,∞) (1.1)

μ := −κ�u + W ′(u) (1.2)

is a widely used phenomenological diffuse-interface model for phase separation in
binary systems [5,6]. Here u is the relative concentration of the two phases, W (u)

is a double-well potential with two equal minima at u− < u+ corresponding to the
two pure phases, and κ > 0 is a parameter whose square root,

√
κ , is proportional

to the thickness of the transition region between the two phases. The diffusion
mobility M(u) is nonnegative and generally depends on u. When the system (1.1)–
(1.2) is coupled with either the Neumann type boundary condition ∂nu = ∂nμ = 0
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Fig. 1. a A smooth double well potential; b a double-barrier potential; c a logarithmic
potential

or periodic boundary conditions with � being the periodic cell, formally the model
dissipates the free energy defined by

E(u) =
∫

�

{κ

2
|∇u|2 + W (u)

}
dx . (1.3)

In this paper we will concentrate on periodic boundary conditions.
To model the two-phase system, different forms have been used for the double-

well potential W (u). The potential may be smooth, such as

W (u) = (u − u+)2(u − u−)2, (1.4)

as depicted in Fig. 1a. This form is simple and convenient for numerical simulations
and theoretical analysis, and hence widely used for phase field modeling. Another
choice is to put infinite barriers outside of [u−, u+] [3], such as

Wdb(u) =
{ 1

2 (u
+ − u)(u − u−) if u− � u � u+,

∞ otherwise,
(1.5)

as depicted in Fig. 1b. Wdb does have two equal minima at u± but it has singularities
at u±, which generate additional difficulties for numerical and theoretical analysis.

The third choice of the potential W (u) has a background from statistical me-
chanics and involves the logarithms of the relative concentrations due to thermo-
dynamic entropy considerations [5]. It is written as

Wlog(u) = θ

2
((1 + u) ln(1 + u) + (1 − u) ln(1 − u)) + 1

2
(1 − u2), (1.6)

and is depicted in Fig. 1c. Here θ > 0 is a parameter representing the temperature
of the system. When θ is sufficiently small, Wlog has two equal minima at u± =
±(1 − R(θ)), where R(θ) > 0 and approaches zero as θ → 0. Similar to smooth
potentials, Wlog is smooth at its minimizers u± but Wlog(u) is only defined for
u ∈ [−1, 1], and limu→1− W ′

log(u) = +∞, and limu→(−1)+ W ′
log(u) = −∞,

which effectively form infinite barriers at ±1.
The modeling of the dependence of the diffusion mobility M(u) on the phase

concentration u presents additional challenges, especially when M(u) is degenerate
in the two pure phases u±. For instance, M(u) may take the form [7,11,14]

M(u) = |(u − u+)(u − u−)|m for all u ∈ R (1.7)
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for some m > 0. Due to the degeneracy, it has been conjectured that there is no
diffusion in the two phases and that the dynamics are governed by diffusion in the
transition region [7,14]. In addition, if the initial value of u lies inside [u−, u+],
then the solution u is believed to remain in [u−, u+] for all time.

The non-existence of diffusion in the bulk phases was confirmed by formal
asymptotic analysis in [4] in the case when M is of the form (1.7) and W is a
double-barrier potential (1.5). As for the boundedness of the solution, it was shown
in [10] (see [15] for the 1D case) that, adopting the notation used here, for M(u)

given by (1.7) with m � 1 and with ‖W‖C2[u−,u+] being finite, there exists a weak
solution for (1.1)–(1.2) that is bounded in [u−, u+] for all time, provided the initial
value is in [u−, u+] and satisfies some energy conditions. Rather than directly
working on M(u) = |(u − u+)(u − u−)|m for all u ∈ R, the above result of [10]
was obtained by considering a cut off in the mobility

Mc(u) =
{

(u+ − u)m(u − u−)m if u ∈ [u−, u+],
0 otherwise.

(1.8)

The cutoff in the mobility pairs perfectly with a double-barrier potential such as
(1.5). However, for a potential that is smooth at u±, there is a lack of physical
justification to impose the cut-off and the weak solution derived in [10] may not
be compatible with the Gibbs–Thomson effect. Indeed, the Gibbs–Thomson effect
says the concentration of “pure” phases can only be achieved when the interface
has zeromean curvature. The concentration of a phase inside small particles of high
mean curvature is higher than that of the corresponding pure phase, due to excessive
surface tension. This means, mathematically, that if a model accommodates the
Gibbs–Thomson effect, then the relative concentration u may not remain inside
[u−, u+], as long as the interface separating the two phases has nonzero mean
curvature. An argument can be made from an energetic point of view that, since
there is no barrier at u±, one may not be able to exclude perturbations that cause u
to go outside of [u−, u+].
Remark 1. Special attention is needed for the logarithmic potential (1.6). Due to
its singularities at ±1, it is paired with a mobility

Mlog(u) =
{
1 − u2 if u ∈ (−1, 1),
0 otherwise.

(1.9)

Mlog is indeed degenerate at ±1, but not at u± = ±(1 − R(θ)). It was shown by
formal asymptotic analysis in [4] that in the limit when θ → 0, the motion of the
interface is determined by surface diffusion. This is consistent with the fact that
u± → ±1 as θ → 0 and Wlog approaches the double barrier potential

Wdb(u) =
{ 1

2 (1 − u2) if u ∈ [−1, 1],
+∞ otherwise.

It was also proved in [10] that there is a weak solution for (1.1)–(1.2) with logarith-
mic potential Wlog and mobility Mlog, and the weak solution is bounded in [−1, 1],
consistent with the barriers at ±1, but u is not necessarily confined in [u−, u+],
hence the model accommodates the Gibbs–Thomson effect.
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In the case that the double-well potential W is smooth at u±, it was claimed
in [7] that if M(u) is degenerate at u±, then u remains bounded in [u−, u+] but
the system does not allow pure phases to exist and hence there is indeed diffusion
in the two bulk phases. Our formal results in [9] (see also [8] for the case when
the diffusion mobility is degenerate in one phase) show that, if the double-well
potential W is smooth at u±, when the diffusion mobility is of the form (1.7), for a
sufficiently smooth solution u, even if its initial value is in [u−, u+], later on u will
not remain inside [u−, u+], as long as the interface has nonzero mean curvature.
In addition, there exists a nontrivial porous medium diffusion process in the two
phases, which is a consequence of the curvature effect.

Hence, we expect the Cahn–Hilliard equation (1.1)–(1.2) to accommodate the
physical Gibbs–Thomson effect, when the double well potential W (u) is smooth at
u± and the mobility of the form (1.7). However, a related mathematical question to
be answered is whether the Cahn–Hilliard equation is well-posed with such choices
of the potential and mobility.

1.1. Main Result

The purpose of this paper is to show the existence of a weak solution for
(1.1)–(1.2), with a smooth double well potential such as (1.4), and a degenerate
mobility (1.7). More precisely, we want to prove the existence of a weak solution
that potentially allows the Gibbs–Thomson effect, and hence is different from the
one derived in [10]. Due to the degeneracy in M(u), there may exist more than one
weak solution.

For the existence result in this paper, it is not theminimization of the potentialW
at u±, but the degeneracy of mobility at u±, that presents the technical difficulties.
In the rest of the paper, to simplify notations we will assume

u± = ±1 and W (u) is smooth at ±1. (1.10)

Consequently we will assume

M(u) = |1 − u2|m for all u ∈ R. (1.11)

The exact form of the potential W (u) is not essential since all we need is its
smoothness and some growth conditions as |u| → ∞. In fact, the exact form of
M(u) away from the degenerate points±1 is not essential either, except for growth
conditions as |u| → ∞. However, in applications, M(u) is likely to be of a simple
form as (1.11), for simplicity, we assume M(u) ∼ C(|u|2m + 1) as |u| → ∞. We
will carry out the analysis for M(u) of the form (1.11) but in fact we only need the
following conditions on M(u) and W (u):

(i) M(u) ∈ C(R; [0,∞)) and there exist δ > 0 and c0 > 0 such that M(u) =
|1−u2|m foru ∈ Bδ(±1) := (−1−δ,−1+δ)∪(1−δ, 1+δ) and M(u) � c0 > 0
for u ∈ R\Bδ(±1). In addition, there exist M1, M2 > 0 such that

0 � M(u) � M1|u|2m + M2 for all u ∈ R. (1.12)

m can be any positive number 0 < m < ∞ if n = 1, 2 and we require
0 < m < 2

n−2 if n � 3.
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(ii) W (u) ∈ C2(R;R) and there exist Ci > 0, i = 1, . . . , 10 such that for all u ∈ R

C1|u|r+1 − C2 � W (u) � C3|u|r+1 + C4, (1.13)

|W ′(u)| � C5|u|r + C6, (1.14)

C7|u|r−1 − C8 � W ′′(u)| � C9|u|r−1 + C10 (1.15)

for some 1 � r < ∞ if n = 1, 2 and 1 � r � n
n−2 if n � 3.

Remark 2. The conventional double well potential W (u) = 1
4 (1 − u2)2 gives

r = 3. This satisfies the requirements (1.13)–(1.15) for n = 1, 2 and 3.

Our analysis involves two steps. The first step is to approximate the degenerate
mobility M(u) = |1 − u2|m by a non-degenerate one Mθ (u) defined for a θ > 0
by

Mθ (u) :=
{ |1 − u2|m if |1 − u2| > θ,

θm if |1 − u2| � θ.
(1.16)

The uniform lower bound of Mθ (u) enables us to find a sufficiently regular weak
solution for (1.1)–(1.2) with a mobility Mθ (u) and a smooth potential W .

Theorem 1. Under assumptions (1.12)–(1.15), for any u0 ∈ H1(�) and T > 0,
there exists a function uθ such that

(1) uθ ∈ L∞(0, T ; H1(�)) ∩ C([0, T ]; L p(�)) ∩ L2(0, T ; H3(�)), where 1 �
p < ∞ if n = 1, 2 and 1 � p < 2n/(n − 2) if n � 3,

(2) ∂t uθ ∈ L2(0, T ; (H2(�))′),
(3) uθ (x, 0) = u0(x) for all x ∈ �

which satisfies the Cahn–Hilliard equation in the following weak sense

∫ T

0

〈
∂t uθ , φ

〉
(H2(�))′,H2(�)

dt

= −
∫ T

0

∫
�

Mθ (uθ )

(
−κ∇�uθ + W ′′(uθ )∇uθ

)
· ∇φ dx dt (1.17)

for all φ ∈ L2(0, T ; H2(�)). In addition, the following energy inequality holds
for any t > 0.

∫
�

(κ

2
|∇uθ (x, t)|2 + W (uθ (x, t))

)
dx

+
∫ t

0

∫
�

Mθ (uθ (x, τ ))| − κ∇�uθ (x, τ ) + W ′′(uθ (x, τ ))∇uθ (x, τ )|2 dx dτ

�
∫

�

(κ

2
|∇u0|2 + W (u0)

)
dx . (1.18)
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The second step is to consider the limit of uθ as θ → 0. The limiting value
u, of the functions uθ , does exist and, in a weak sense, solves the Cahn–Hilliard
equation (1.1)–(1.2) coupled with the mobility M(u) and smooth potential W (u). It
can be interpreted as that u solves the Cahn–Hilliard equation in any open set U ⊂
�T := � × (0, T ) where u has enough regularity, namely where ∇�u ∈ Lq(U )

for some q > 1. As for the singular set where ∇�u fails to satisfy such a regularity
condition, the singular set is contained in the set where M(u) is degenerate, plus
another set of Lebesgue measure zero.

Theorem 2. Under assumptions (1.12)–(1.15), for any u0 ∈ H1(�) and T > 0,
there exists a function u : �T → R satisfying

(1) u ∈ L∞(0, T ; H1(�))∩C([0, T ]; L p(�)), where 1 � p < ∞ if n = 1, 2 and
1 � p < 2n/(n − 2) if n � 3,

(2) if 0 < m < 1, we have additional regularity u ∈ L2(0, T ; H2(�)),
(3) ∂t u ∈ L2(0, T ; (H2(�))′),
(4) u(x, 0) = u0(x) for all x ∈ �,

which can be considered as a weak solution for the Cahn–Hilliard equation in the
following sense.

(i) Define P to be the set where M(u) is not degenerate, that is:

P := {(x, t) ∈ �T : |1 − u2| 
= 0}. (1.19)

There exist a set B ⊂ �T with |�T \B| = 0 and a function ζ : �T → R
n

satisying χB∩P M(u)ζ ∈ L2(0, T ; L2n/(n+2)(�;Rn)), here χB∩P is the char-
acteristic function of B ∩ P, such that

∫ T

0

〈
∂t u, φ

〉
(H2(�))′,H2(�)

dt = −
∫

B∩P
M(u)ζ · ∇φ dx dt (1.20)

for all φ ∈ L2(0, T ; H2(�)).
(ii) Let ∇�u be the generalized derivative of u in the sense of distributions. If

∇�u ∈ Lq(U ) for some open subset U ⊂ �T and some q > 1, then we have

ζ = −κ∇�u + W ′′(u)∇u in U. (1.21)

In addition, the following energy inequality is satisfied for all t > 0.
∫

�

(κ

2
|∇u(x, t)|2 + W (u(x, t))

)
dx +

∫
�t ∩B∩P

M(u(x, τ ))|ζ(x, τ )|2 dx dτ

�
∫

�

(κ

2
|∇u0|2 + W (u0)

)
dx . (1.22)

Remark 3. Our definition of weak solution was motivated in part by the study of
one-dimensional degenerate parabolic equations [1,2]. In our case, due to the lack
of regularity in higher space dimensions, we have to resort to different techniques
and modify the formulation accordingly. Further study is needed to explore the
regularity of our weak solution.



Cahn–Hilliard Equation with Degenerate Mobility 1167

Remark 4. In the convergence results for the regularized solution uθ and the cor-
responding chemical potential μθ := −κ�uθ + W ′(uθ ), a key challenge is the
convergence of ∇μθ . We can show that, after extracting subsequences,

Mθ (uθ )∇μθ ⇀
√

M(u)ξ weakly in L2(0, T ; L2n/(n+2)(�))

for some ξ ∈ L2(�T ). Consequently we have, for all φ ∈ L2(0, T ; H2(�)),

∫ T

0
〈∂t u, φ〉(H2(�))′,H2(�) dt = −

∫ T

0

∫
�

√
M(u)ξ · ∇φ dx dt. (1.23)

Ideally we want
√

M(u)ξ = M(u)(−κ∇�u + W ′′(u)∇u),

under which (1.23) becomes a weak form of the Cahn–Hilliard equation. Generally
this is too much to ask for due to the degeneracy in the set where u = ±1. We can
show that this is almost true in the set where u 
= ±1. More precisely, let P be
the set defined by (1.19); then there exists a set B with |�T \B| = 0, a sequence
of increasing sets {D j }∞j=1 whose limit is B ∩ P , and a function ζ : �T → R

n

satisfying χB∩P M(u)ζ ∈ L2(0, T ; L2n/(n+2)(�;Rn)); and

ζ = −κ∇�u + W ′′(u)∇u

in the interior of every D j and every open set U ⊂ ΩT in which ∇�u ∈ Lq(U )

for some q > 1. In addition, for any Ψ ∈ L2(0, T ; L2n/(n−2)(�;Rn)),

∫ T

0

∫
�

√
M(u)ξ · Ψ dx dt =

∫
B∩P

M(u)ζ · Ψ dx dt.

Consequently for any φ ∈ L2(0, T ; H2(�)),

∫ T

0
〈∂t u, φ〉(H2(�))′,H2(�) dt = −

∫
B∩P

M(u)ζ · ∇φ dx dt.

The formulation of a weak solution in Theorem 2 is different from that in [10].
Our formulation works for any degenerate mobility M(u) and smooth double–well
potential W satisfying the growth conditions (1.12)–(1.15). In contrast, the weak
formulation in [10] involves the derivative of M(u) and requires m � 1 and W is
required to grow at most quadratically as |u| → ∞. With the cut-off of mobility as
represented by (1.8) or (1.9), Elliott and Garcke [10] is able to take advantage
of the boundedness of the mobility.

In addition to the different formulations, there are other significant differences
between our result in Theorem 2 and that in [10]. We choose the domain � to be a
periodic box, which simplifies the technical presentations with the use of a Fourier
series approximation. This approach is similar to the Galerkin approximation used
in [10], in which the basis functions are the eigenfunctions of the Laplace operator
with Neumann boundary conditions. For our case, we take advantage of the fact
that the Fourier series of φ ∈ Hs(�) converges to φ in Hs norms for s � 0 and
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in particular s = 2. Moreover and more importantly, we do not require the initial
value u0 to be in [u−, u+] and consequently do not guarantee the solution u to
be in [u−, u+]. This provides the opportunity for the weak solution to satisfy the
Gibbs–Thomson effect in space dimension n � 2. For example, any sufficiently
smooth critical point of the Cahn–Hilliard energy (1.3) belongs to the set of steady
solutions, in the sense of Theorem 2, for the degenerate Cahn–Hilliard equation.
Specifically, this set includes all steady solutions for the Cahn–Hilliard equation
with a constant mobility, which do not necessarily lie in [u−, u+] for n � 2.

The structure of this paper is as follows. Sections 2 and 3 are devoted, respec-
tively, to the proofs of Theorems 1 and 2. In Section 4 we have a discussion about
the results and point out some open problems for further study.

2. Weak Solution for the C–H Equation with Positive Mobilities

In this section we prove Theorem 1. For simplicity we take� = [0, 2π ]n .Write
Z+ as the set of nonnegative integers. Then

{(2π)−n/2, Re(π−n/2eiξ ·x ), Im(π−n/2eiξ ·x ) : ξ ∈ Z
n+\{(0, . . . , 0)}}

form a complete orthonormal basis for L2(�) that are also orthogonal in Hk(�)

for any k � 1. Let us label the basis as {φ j : j = 1, 2, . . . }, with φ1 = (2π)−n/2.

2.1. Galerkin Approximation

The Sobolev embedding theorem says that for n = 2, H1(�) ↪→ L p(�) for any
1 � p < ∞ and the embedding is compact; while for n � 3, H1(�) ↪→ L p(�)for
1 � p � 2∗ := 2n

n−2 and the embedding is compact if 1 � p < 2∗. Due to this
difference, the case n � 3 is more complicated since we have to keep track of the
critical exponent 2∗. For this reason we will only write down the proof for n � 3,
and the proof for n = 2 is similar and indeed simpler.

Define

uN (x, t) =
N∑

j=1

cN
j (t)φ j (x), μN (x, t) =

N∑
j=1

d N
j (t)φ j (x).

We want them to solve the following system of equations for j = 1, . . . , N :∫
�

∂t u
N φ j dx = −

∫
�

Mθ (u
N )∇μN · ∇φ j dx (2.24)

∫
�

μN φ j dx =
∫

�

(κ∇uN · ∇φ j + W ′(uN )φ j )dx, (2.25)

uN (x, 0) =
N∑

j=1

(∫
�

u0φ j dx

)
φ j (x). (2.26)

This is a system of ordinary differential equations for {cN
j (t)}N

j=1. Since the right
hand side of (2.24) is continuous in c j , the system has a local solution.
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Since

d

dt
E(uN (x, t)) = −

∫
�

Mθ (u
N )|∇μN |2 dx,

integration in time gives the following energy identity:
∫

�

(κ

2
|∇uN (x, t)|2 + W (uN (x, t))

)
dx

+
∫ t

0

∫
�

Mθ (u
N (x, τ ))|∇μN (x, τ )|2 dx dτ

=
∫

�

(κ

2
|∇uN (x, 0)|2 + W (uN (x, 0))

)
dx

�
∫

�

(κ

2
|∇u0|2 + C(|uN (x, 0)|r+1 + 1)

)
dx for 1 � r � n

n − 2
by (1.13)

� κ

2
‖∇u0‖2L2(�)

+ C(‖uN (·, 0)‖r+1
H1(�)

+ |�|) by H1(�) ↪→ Lr+1(�)

� κ

2
‖∇u0‖2L2(�)

+ C(‖u0‖r+1
H1(�)

+ |�|) � C < ∞. (2.27)

Here and below, we use C > 0 to denote a generic constant that may depend on
n, T,�, κ, u0 and the growth conditions of W, M but nothing else, in particular
not on the lower bound θm of the mobility Mθ (u). We want to obtain uniform
boundedness of uN from (2.27).

Taking j = 1 in (2.24) gives
∫
�

∂t uN dx = 0. Thus
∫
�

uN (x, t) dx = ∫
�

uN

(x, 0)dx . Define �N as the L2 projection operator from L2(�) into span{φ j }N
j=1,

that is, �N φ := ∑N
j=1

(∫
�

φφ j dx
)
φ j . Then, for any 0 < t < T ,

∣∣∣∣
∫

�

uN (x, t)dx

∣∣∣∣ =
∣∣∣∣
∫

�

uN (x, 0) dx

∣∣∣∣ =
∣∣∣∣
∫

�

�N u0 dx

∣∣∣∣
� ‖�N u0‖L2(�)|�|1/2 � ‖u0‖L2(�)|�|1/2. (2.28)

Combined with (2.27) and (1.13), Poincaré’s inequality implies

uN ∈ L∞(0, T ; H1(�))

and

‖uN ‖L∞(0,T ;H1(�)) � C for all N . (2.29)

Also, (2.27) implies

‖
√

Mθ (uN )∇μN ‖L2(�T ) < C for all N . (2.30)

By the Sobolev embedding theorem and the growth conditions (1.12), (1.14), we
have

W ′(uN ) ∈ L∞(0, T ; L2(�)), Mθ (u
N ) ∈ L∞(0, T ; Ln/2(�))
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and for all N ,

‖W ′(uN )‖L∞(0,T ;L2(�)) � C, (2.31)

‖Mθ (u
N )‖L∞(0,T ;Ln/2(�)) � C. (2.32)

By (2.29), the coefficients {cN
j : j = 1, 2, . . . , N } are bounded in time and there is

a global solution for the system (2.24)–(2.26).

2.2. Convergence of {uN }
For any φ ∈ L2(0, T ; H2(�)), write �N φ(x, t) = ∑N

j=1 a j (t)φ j (x). Then,
∣∣∣∣
∫

�

∂t u
N φ dx

∣∣∣∣ =
∣∣∣∣
∫

�

∂t u
N �N φ dx

∣∣∣∣ =
∣∣∣∣
∫

�

Mθ (u
N )∇μN · ∇�N φ dx

∣∣∣∣
� ‖

√
Mθ (uN )‖Ln(�) ‖

√
Mθ (uN )∇μN ‖L2(�) ‖∇�N φ‖L2n/(n−2)

� C‖
√

Mθ (uN )∇μN ‖L2(�) ‖φ‖H2(�) by (2.32).

Then, by (2.30),∣∣∣∣
∫ T

0

∫
�

∂t u
N φ dx dt

∣∣∣∣

� C

(∫ T

0

∫
�

Mθ (u
N )|∇μN |2 dx

)1/2 (∫ T

0
‖φ‖2H2(�)

dt

)1/2

� C‖φ‖L2(0,T ;H2(�)). (2.33)

Hence,

‖∂t u
N ‖L2(0,T ;(H2(�))′) � C for all N . (2.34)

Since the embedding H1(�) ↪→ L p(�) is compact for 1 � p < ∞ if n = 1, 2
and 1 � p < 2n/(n − 2) if n � 3, and L p(�) ↪→ (H2(�))′ is continuous (for
p � 1 if n � 3, p > 1 for n = 4, and p � 2n/(n+4) if n � 5), by the Aubin-Lions
Lemma (see, for example [13]), the embeddings

{ f ∈ L2(0, T ; H1(�)) : ∂t f ∈ L2(0, T ; (H2(�))′)} ↪→ L2(0, T ; L p(�)),

and

{ f ∈ L∞(0, T ; H1(�)) : ∂t f ∈ L2(0, T ; (H2(�))′)} ↪→ C([0, T ]; L p(�))

are compact for the values of p indicated.
The above boundedness of {uN } and {∂t uN } enables us to find a subsequence,

not relabeled, and uθ ∈ L∞(0, T ; H1(�)) such that as N → ∞
uN ⇀ uθ weakly-* in L∞(0, T ; H1(�)), (2.35)

uN → uθ strongly in C([0, T ]; L p(�)), (2.36)

uN → uθ strongly in L2(0, T ; L p(�)) and almost everywhere in � × (0, T ),

(2.37)

∂t u
N ⇀ ∂t uθ weakly in L2(0, T ; (H2(�))′), (2.38)
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where 1 � p < 2n/(n − 2) if n � 3 and 1 � p < ∞ if n = 1, 2. In addition, we
have the following bounds for uθ :

‖uθ‖L∞(0,T ;H1(�)) � C, (2.39)

‖∂t uθ‖L2(0,T ;(H2(�))′) � C . (2.40)

Since Mθ is continuous and Mθ (uN ) � C(1 + |uN |2m) and
√

Mθ (uN ) �
C(1 + |uN |m) for 0 < m < 2/(n − 2), by (2.36) and the general dominated
convergence theorem (see, for example, Theorem 17 of Section 4.4 on p. 92 of
[12]),

Mθ (u
N ) → Mθ (uθ ) strongly in C([0, T ]; Ln/2(�)), (2.41)√

Mθ (uN ) → √
Mθ (uθ ) strongly in C([0, T ]; Ln(�)). (2.42)

By (2.37), since |W ′(uN )| � C(1 + |uN |r ) for r � n/(n − 2) when n � 3, we
have

W ′(uN ) → W ′(uθ ) strongly in C([0, T ]; Lq(�)) (2.43)

for 1 � q < ∞ if n = 1, 2 and 1 � q < 2n
r(n−2) if n � 3. By (2.31), there exists

a w ∈ L∞(0, T ; L2(�)) such that W ′(uN ) ⇀ w weakly-* in L∞(0, T ; L2(�)).
Combined with (2.43), it turns out w = W ′(u), hence

W ′(uN ) ⇀ W ′(uθ ) weakly-* in L∞(0, T ; L2(�)). (2.44)

2.3. Weak Solution

Now we will use the condition that Mθ (uN ) � θm . By (2.30),

‖∇μN ‖L2(�T ) � Cθ−m/2.

Taking j = 1 in (2.25), by (2.31) we have∣∣∣∣
∫

�

μN dx

∣∣∣∣ =
∣∣∣∣
∫

�

W ′(uN ) dx

∣∣∣∣ � C < ∞.

So, by Poincaré’s inequality,

‖μN ‖L2(0,T ;H1(�)) � C(θ−m/2 + 1). (2.45)

Hence we can find a subsequence of μN , not relabeled, and

μθ ∈ L2(0, T ; H1(�)),

such that

μN ⇀ μθ weakly in L2(0, T ; H1(�)). (2.46)

Combining (2.46) with (2.42), we have
√

Mθ (uN )∇μN ⇀
√

Mθ (uθ )∇μθ weakly in L2(0, T ; L2n/(n+2)(�)).
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Noticing that
√

Mθ (uN )∇μN is bounded in L2(�T ) by (2.30), we can extract
a further sequence, not relabeled, such that the above weak convergence can be
improved

√
Mθ (uN )∇μN ⇀

√
Mθ (uθ )∇μθ weakly in L2(�T ). (2.47)

Consequently we have the following bound

∫
�T

Mθ (uθ )|∇μθ |2 dx dt � C < ∞. (2.48)

Since Mθ (uN )∇μN = √
Mθ (uN )

√
Mθ (uN )∇μN , for any Φ ∈ L2(0, T ; L2∗

(�))

where 2∗ = 2n/(n − 2) ,

∣∣∣∣
∫ T

0

∫
�

(Mθ (u
N )∇μN − Mθ (uθ )∇μθ)Φ dx dt

∣∣∣∣
=

∣∣∣∣
∫ T

0

∫
�

(
√

Mθ (uN ) − √
Mθ (uθ ))

√
Mθ (uN )∇μN Φ

+√
Mθ (uθ )(

√
Mθ (uN )∇μN − √

Mθ (uθ )∇μθ)Φ dx dt

∣∣∣∣
�

∫ T

0
‖
√

Mθ (uN ) − √
Mθ (uθ )‖Ln(�)‖

√
Mθ (uN )∇μN ‖L2(�)

·‖Φ‖L2∗ (�) dt

+
∣∣∣∣
∫

�T

(
√

Mθ (uN )∇μN − √
Mθ (uθ )∇μθ)

√
Mθ (uθ )Φ dx dt

∣∣∣∣
� sup

t∈[0,T ]
‖
√

Mθ (uN ) − √
Mθ (uθ )‖Ln(�)‖

√
Mθ (uN )∇μN ‖L2(�T )

·‖Φ‖L2(0,T ;L2∗ (�))

+
∣∣∣∣
∫

�T

(
√

Mθ (uN )∇μN − √
Mθ (uθ )∇μθ)

√
Mθ (uθ )Φ dx dt

∣∣∣∣
=: I + II. (2.49)

By (2.42) and the boundedness of
√

Mθ (uN )∇μN in L2(�T ), I → 0 as N → ∞.
To estimate II , since

∫
�T

|√Mθ (uθ )Φ|2 dx dt �
∫ T

0
‖Mθ (uθ )‖Ln/2 ‖Φ‖2

L2∗ dt

�
∥∥Mθ (uθ )

∥∥
L∞(0,T ;Ln/2(�))

∥∥Φ
∥∥2

L2(0,T ;L2∗ (�))
,

we have
√

Mθ (uθ )Φ ∈ L2(�T ) and consequently II → 0 as N → ∞ by (2.47).
Hence

Mθ (u
N )∇μN ⇀ Mθ (uθ )∇μθ weakly in L2(0, T ; L2n/(n+2)(�)).
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For any α(t) ∈ L2(0, T ), since α(t)∇φ j ∈ L2(0, T ; L2∗
(�T )), multiplying

(2.24) by α(t), integrating in time over (0, T ), and taking limit as N → ∞, we
have, for all j ∈ N,

∫ T

0
〈∂t uθ , α(t)φ j (x)〉(H2(�))′,H2(�) dt

= −
∫

�T

Mθ (uθ )∇μθ · α(t)∇φ j dx dt. (2.50)

For any φ ∈ L2(0, T ; H2(�)), its Fourier series
∑∞

j=1 a j (t)φ j converges strongly

to φ in L2(0, T ; H2(�)). So
∑∞

j=1 a j (t)∇φ j converges strongly to ∇φ in L2

(0, T ; L2∗
(�)). Consequently by (2.50), we have

∫ T

0
〈∂t uθ , φ〉(H2(�))′,H2(�) dt = −

∫
�T

Mθ (uθ )∇μθ · ∇φ dx dt (2.51)

for all φ ∈ L2(0, T ; H2(�)). As for the initial value, by (2.26),

uN (x, 0) → u0(x) as N → ∞ in L2(�).

By (2.36), we see that uθ (x, 0) = u0(x) in L2(�).

2.4. Regularity of uθ

Now we consider the regularity of uθ . By (2.25), for any a j (t) ∈ L2(0, T ),
since a j (t)φ j ∈ L2(0, T ; C(�̄)), by (2.35), (2.44), and (2.46), in the limit when
N → ∞ we have

∫ T

0

∫
�

μθa j (t)φ j dx dt =
∫ T

0

∫
�

(κ∇uθ · a j (t)∇φ j + W ′(uθ )a j (t)φ j ) dx dt

for all j ∈ N. Then for any φ ∈ L2(0, T ; H1(�)), since its Fourier series strongly
converges to φ in L2(0, T ; H1(�)), we have

∫ T

0

∫
�

μθφ dx dt =
∫ T

0

∫
�

(κ∇uθ · ∇φ + W ′(uθ )φ) dx dt.

Since W ′(uθ ) ∈ L∞(0, T ; L2(�)), and μθ ∈ L2(0, T ; H1(�)), by regularity
theory we see that uθ ∈ L2(0, T ; H2(�)). Hence

μθ = −κ�uθ + W ′(uθ ) almost everywhere in �T . (2.52)

Since (1.15) implies |W ′′(uθ )| � C(1 + |uθ |r−1), and

uθ ∈ L∞(0, T ; H1(�)) ↪→ L∞(0, T ; Lq(�))
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for 1 � q < ∞ if n = 1, 2 and 1 � q � 2∗ = 2n/(n − 2) if n � 3,∫
�

|∇W ′(uθ )|2 dx =
∫

�

|W ′′(uθ )|2|∇uθ |2 dx

�
(∫

�

|W ′′(uθ )|n dx

)2/n (∫
�

|∇uθ |2n/(n−2) dx

)(n−2)/n

� C

(
1 +

∫
�

|uθ |n(r−1) dx

)2/n

‖∇uθ‖2L2n/(n−2)(�)

� C

(
1 + ‖uθ‖2(r−1)

Ln(r−1)(�)

)
‖∇uθ‖2L2n/(n−2)(�)

� C

(
‖uθ‖2(r−1)

L∞(0,T ;H1(�))
+ 1

)
‖∇uθ‖2H1(�)

.

The last inequality above uses n(r − 1) � 2n/(n − 2). Hence∫ T

0

∫
�

|∇W ′(uθ )|2 dx dt

� C

(
‖uθ‖2(r−1)

L∞(0,T ;H1(�))
+ 1

) ∫ T

0
‖∇uθ‖2H1(�)

dt

� C

(
‖uθ‖2(r−1)

L∞(0,T ;H1(�))
+ 1

)
‖uθ‖2L2(0,T ;H2(�)

.

So ∇W ′(uθ ) = W ′′(uθ )∇uθ ∈ L2(�T ) and W ′(uθ ) ∈ L2(0, T ; H1(�)). Com-
bined with μθ ∈ L2(0, T ; H1(�)), by (2.52) we have uθ ∈ L2(0, T ; H3(�))

and

∇μθ = −κ∇�uθ + W ′′(uθ )∇uθ almost everywhere in � × (0, T ). (2.53)

In summary, combining (2.51) and (2.53) we have∫ T

0
〈∂t uθ , φ〉(H2(�))′,H2(�) dt

= −
∫ T

0

∫
�

Mθ (uθ )(−κ∇�uθ + W ′′(uθ )∇uθ ) · ∇φ dx dt (2.54)

for all φ ∈ L2(0, T ; H2(�)).

2.5. Energy Inequality

By (2.35)–(2.37) and (2.47), since uN and μN satisfy the energy identity∫
�

(κ

2
|∇uN (x, t)|2 + W (uN (x, t))

)
dx

+
∫ t

0

∫
�

Mθ (u
N (x, τ ))|∇μN (x, τ )|2 dx dτ

=
∫

�

(κ

2
|∇uN (x, 0)|2 + W (uN (x, 0))

)
dx, (2.55)

taking limit as N → ∞ gives the energy inequality (1.18).
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3. C–H Equation with Degenerate Mobility

In this section we prove the main theorem. The proof consists of three parts.
First, we prove the weak convergence of approximate solutions uθi defined in Sec-
tion 2 for a sequence of positive numbers θi → 0. Second, we show that the weak
limit u solves the degenerate Cahn–Hilliard equation in the weak sense and satis-
fies the energy inequality (1.22). Finally we prove additional regularity of u for the
weak degenerate case 0 < m < 1.

3.1. Weak Convergence of Approximate Solutions {uθi }

Fix u0 ∈ H1(�) and a sequence θi > 0 that monotonically decreases to 0 as
i → ∞. By Theorem 1, for any θi > 0, there exists a

ui ∈ L∞(0, T ; H1(�)) ∩ C([0, T ]; L p(�)) ∩ L2((0, T ); H3(�))

whose weak derivative is

∂t ui ∈ L2(0, T ; (H2(�))′),

where 1 � p < ∞ if n = 1, 2 and 1 � p < 2n/(n − 2) if n � 3, such that for all
φ ∈ L2(0, T ; H2(�))

∫ T

0

〈
∂t ui , φ

〉
(H2(�))′,H2(�)

dt = −
∫ T

0

∫
�

Mi (ui )∇μi · ∇φ dx dt, (3.56)

μi = −κ�ui + W ′(ui ). (3.57)

Here, for simplicity, we write ui = uθi and Mi (ui ) := Mθi (ui ). By the arguments
in the proof of Theorem 1, the bounds on the right hand side of (2.29), (2.34), (2.48)
depend only on the growth conditions of the mobility and potential, so there exists
a constant C > 0 independent of θi such that

‖ui‖L∞(0,T ;H1(�)) � C, (3.58)

‖∂t uθ‖L2(0,T ;(H2(�))′) � C. (3.59)

‖√Mi (ui )∇μi‖L2(�T ) � C, (3.60)

‖μi‖L∞(0,T ;(H1(�))′) � C. (3.61)

By the growth conditions on Mi and W , the Sobolev embedding theorem gives

‖W ′(ui )‖L∞(0,T ;L2(�)) � C, (3.62)

‖Mi (ui )‖L∞(0,T ;Ln/2(�)) � C. (3.63)

Similar to the proof of Theorem 1, the above boundedness of {ui } and {∂t ui }
enables us to find a subsequence, not relabeled, and u ∈ L∞(0, T ; H1(�)) ∩
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C([0, T ]; L p(�)) for any 1 � p < ∞ if n = 1, 2 and 1 � p < 2n/(n − 2) if
n � 3, such that, as i → ∞,

ui ⇀ u weakly-* in L∞(0, T ; H1(�)), (3.64)

ui → u strongly in C([0, T ]; L p(�)), (3.65)

ui → u strongly in L2(0, T ; L p(�)) and almost everywhere in � × (0, T ),

(3.66)

∂t ui ⇀ ∂t u weakly in L2(0, T ; (H2(�))′). (3.67)

By (3.65) and (3.66), the general dominated convergence theorem, and the uniform
convergence of Mi → M and

√
Mi → √

M in R as i → ∞, we have

Mi (ui ) → M(u) strongly in C([0, T ]; Ln/2(�)), (3.68)√
Mi (ui ) → √

M(u) strongly in C([0, T ]; Ln(�)). (3.69)

By (3.60), there exists a ξ ∈ L2(�T ) such that
√

Mi (ui )∇μi ⇀ ξ (3.70)

weakly in L2(�T ). Combined with (3.69) we have

Mi (ui )∇μi ⇀
√

M(u)ξ weakly in L2(0, T ; L2n/(n+2)(�)). (3.71)

So taking the limit as i → ∞ in (3.56), we obtain
∫ T

0
〈∂t u, φ〉(H2(�))′,H2(�) dt = −

∫ T

0

∫
�

√
M(u)ξ · ∇φ dx dt (3.72)

for all φ ∈ L2(0, T ; H2(�)).
As for the initial value, since ui (x, 0) = u0(x), by (3.65), we have u(x, 0) =

u0(x).

3.2. Weak Solution for the Degenerate Cahn–Hilliard Equation

Now we consider the relation between
√

M(u)ξ and u. This boils down to
convergence properties of ∇μi = −κ∇�ui + W ′′(ui )∇ui . We consider the con-
vergence of W ′′(ui )∇ui first.

3.2.1. Weak Convergence of W ′′(ui )∇ui . By (1.15), since 1 � r � n/(n − 2),
0 � r − 1 � 2/(n − 2),

∫
�

|W ′′(ui )|n dx � C
∫

�

(|ui |r−1 + 1)n dx � C

(∫
�

|ui |2n/(n−2) + |�|
)

� C(‖ui‖H1(�) + 1).

That is,

‖W ′′(ui )‖L∞(0,T ;Ln(�)) � C.
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Combined with (3.58), we have

‖W ′′(ui )∇ui‖L∞(0,T ;L2n/(n+2)(�)) � C.

Thus, we can find a subsequence, not relabeled, and Φ ∈ L∞(0, T ; L2n/(n+2)

(�;Rn)) such that

W ′′(ui )∇ui ⇀ Φ weakly-* in L∞(0, T ; L2n/(n+2)(�;Rn)).

However, we also know that W ′′(ui ) → W ′′(u) strongly in C([0, T ]; Lq(�))

for any 1 � q < ∞ if n = 1, 2, 1 � q < n if n � 3; and ∇ui ⇀ ∇u
weakly-* in L∞(0, T ; L2(�)). In any case W ′′(ui )∇ui ⇀ W ′′(u)∇u weakly-* in
L∞(0, T ; L1(�)). So in fact Φ = W ′′(u)∇u and

W ′′(ui )∇ui ⇀ W ′′(u)∇u weakly-* in L∞(0, T ; L2n/(n+2)(�)). (3.73)

3.2.2. Weak Convergence of ∇μi as a Whole. Choose a sequence of positive
numbers δ j that monotonically decreases to 0. By (3.66) and Egorov’s theorem, for
every δ j > 0, there exists a subset B j ⊂ �T with |�T \B j | < δ j such that

ui → u uniformly in B j . (3.74)

We may as well take

B1 ⊂ B2 ⊂ · · · ⊂ B j ⊂ B j+1 ⊂ · · · ⊂ �T . (3.75)

Define B := ∪∞
j=1B j , then |�T \B| = 0. Define

Pj := {(x, t) ∈ �T : |1 − u2| > δ j }.
Then

P1 ⊂ P2 ⊂ · · · ⊂ Pj ⊂ Pj+1 ⊂ · · · ⊂ �T (3.76)

and ∪∞
j=1Pj = P . For each j , B j can be split into two parts:

D j := B j ∩ Pj , where |1 − u2| > δ j and ui → u uniformly,

D̂ j := B j\Pj , where |1 − u2| � δ j and ui → u uniformly.

By (3.75) and (3.76), we have

D1 ⊂ D2 ⊂ · · · ⊂ D j ⊂ D j+1 ⊂ · · · ⊂ D := B ∩ P, (3.77)

and indeed D = ∪∞
j=1D j .

For any Ψ ∈ L2(0, T ; L2n/(n−2)(�T ;Rn)),∫
�T

Mi (ui )∇μi · Ψ dx dt

=
∫

�T \B j

Mi (ui )∇μi · Ψ dx dt +
∫

B j \Pj

Mi (ui )∇μi · Ψ dx dt

+
∫

B j ∩Pj

Mi (ui )∇μi · Ψ dx dt. (3.78)
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As i → ∞, by (3.71) the left hand side of (3.78) has limit

lim
i→∞

∫
�T

Mi (ui )∇μi · Ψ dx dt =
∫

�T

√
M(u)ξ · Ψ dx dt.

The three terms on the right hand side of (3.78) need a delicate analysis:
(a) First term of (3.78). For the first term, since lim j→∞ |�T \B j | = 0,

lim
j→∞ lim

i→∞

∫
�T \B j

Mi (ui )∇μi · Ψ dx dt

= lim
j→∞

∫
�T \B j

√
M(u)ξ · Ψ dx dt

= 0. (3.79)

To analyze the second and third terms, we write u0,k := uk and μ0,k := μk .
Then for j � 1, by the uniform convergence of u j−1,k → u in B j , there exists an
index N j such that, for all k � N j ,

|1 − u2
j−1,k | >

δ j

2
in B j ∩ Pj , |1 − u2

j−1,k | � 2δ j in B j\Pj .

(b) Second term of (3.78). By taking ui and μi as the subsequences u j−1,k and
μ j−1,k in (3.78), and considering the limit, we have

lim
j→∞ lim

k→∞

∣∣∣∣∣
∫

B j \Pj

M j−1,k(u j−1,k)∇μi · Ψ dx dt

∣∣∣∣∣

� lim
j→∞ lim

k→∞

⎧⎨
⎩

(
sup

B j \Pj

√
M j−1,k(u j−1,k)

) (∫
B j \Pj

|Ψ |2 dx dt

)1/2

·
(∫

B j \Pj

M j−1,k(u j−1,k)|∇μ j−1,k |2 dx dt

)1/2
⎫⎬
⎭

� lim
j→∞ lim

k→∞

(
sup

B j \Pj

√
M j−1,k(u j−1,k)

)
‖
√

M j−1,k(u j−1,k)∇μ j−1,k‖L2(�T )

·|�|1/n ‖Ψ ‖L2(0,T ;L2n/(n−2)(�))

� C lim
j→∞ lim

k→∞max{(2δ j )
m/2, θ

m/2
j−1,k}

= 0. (3.80)

(c) Third term of (3.78). By the boundedness of

√
M j−1,k(u j−1,k)∇μ j−1,k in L2(�T ) (that is (3.60)),
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we see that (
δ j

2

)m ∫
B j ∩Pj

|∇μ j−1,k |2 dx dt

�
∫

B j ∩Pj

M j−1,k(u j−1,k)|∇μ j−1,k |2 dx dt

�
∫

�T

M j−1,k(u j−1,k)|∇μ j−1,k |2 dx dt � C.

Hence ∇μ j−1,k is bounded in L2(B j ∩ Pj ) and there is a further subsequence,
labeled as ∇μ j,k with k = 1, 2, . . . , that weakly converges to some function ζ j ∈
L2(B j ∩ Pj ).

Since {B j ∩ Pj }∞j=1 is an increasing sequence of sets with a limit B ∩ P , we
have ζ j = ζ j−1 almost everywhere in B j−1 ∩ Pj−1. In addition, we may extend
ζ j ∈ L2(B j ∩ Pj ) into a function ζ̂ j ∈ L2(B ∩ P) by

ζ̂ j :=
{

ζ j if x ∈ B j ∩ Pj ,

0 if x ∈ (B ∩ P)\(B j ∩ Pj ).

So for almost every x ∈ B ∩ P , there exists a limit of ζ̂ j (x) as j → ∞. We write

ζ(x) = lim
j→∞ ζ̂ j (x) almost everywhere in B ∩ P.

Clearly ζ(x) = ζ j (x) almost everywhere x ∈ B j ∩ Pj for all j .
Using a standard diagonal argument, we can extract a subsequence such that

∇μk,Nk ⇀ ζ weakly in L2(B j ∩ Pj ) for all j. (3.81)

By the strong convergence
√

Mi (ui ) → √
M(u) in L∞(0, T ; Ln(�)) (that is (3.69))

we obtain

χB j ∩Pj

√
Mk,Nk (uk,Nk )∇μk,Nk ⇀ χB j ∩Pj

√
M(u)ζ

weakly in L2(0, T ; L2n/(n+2)(�)) for all j. Here χB j ∩Pj is the characteristic func-
tion of B j ∩ Pj ⊂ �T . However, since we know

√
Mi (ui )∇μi ⇀ ξ weakly in

L2(�T ) (see the discussion below (3.69)), we see in fact that ξ = √
M(u)ζ in

every B j ∩ Pj , and hence

ξ = √
M(u)ζ in B ∩ P. (3.82)

Consequently, by (3.71),

χB∩P Mk,Nk (uk,Nk )∇μk,Nk ⇀ χB∩P M(u)ζ

weakly in L2(0, T ; L2n/(n+2)(�)).
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In (3.78), replacing ui by the above mentioned subsequence uk,Nk , and taking
limits first as k → ∞ and then as j → ∞, by (3.79) and (3.80), we obtain that for
every Ψ ∈ L2(0, T ; L2n/(n−2)(�;Rn))

∫
�T

√
M(u)ξ · Ψ dx dt = lim

j→∞

∫
B j ∩Pj

M(u)ζ · Ψ dx dt

=
∫

B∩P
M(u)ζ · Ψ dx dt. (3.83)

Compared with (3.72), we find that u and ζ solve the following weak equation

∫ T

0
〈∂t u, φ〉(H2(�))′,H2(�) dt = −

∫
B∩P

M(u)ζ · ∇φ dx dt (3.84)

for all φ ∈ L2(0, T ; H2(�)).

3.2.3. The Relation Between ζ and u. The desired relation between ζ and u is
ζ = −κ∇�u + W ′′(u)∇u. This is a delicate question to be studied here. Indeed,
while W ′′(u)∇u ∈ L∞(0, T ; L2n/(n+2)(�)) by (3.73), the term ∇�u is only de-
fined in the sense of distributions and may not even be a function, given the known
regularity u ∈ L∞(0, T ; H1(�)).
Claim If for some j , the interior of B j ∩ Pj , denoted by (B j ∩ Pj )

◦, is not empty,
then

∇�u ∈ L2n/(n+2)((B j ∩ Pj )
◦),

and

ζ = −κ∇�u + W ′′(u)∇u in (B j ∩ Pj )
◦.

To prove this, we write in (B j ∩ Pj )
◦

−κ∇�uk,Nk = ∇μk,Nk − W ′′(uk,Nk )∇uk,Nk .

By (3.73) and (3.81), taking the limit as k → ∞ in the sense of distributions, we
obtain

−κ∇�u = ζ − W ′′(u)∇u in (B j ∩ Pj )
◦.

Since ζ − W ′′(u)∇u in L2n/(n+2)(B j ∩ Pj ), we have the regularity

−κ∇�u ∈ L2n/(n+2)((B j ∩ Pj )
◦),

and consequently ζ = −κ∇�u + W ′′(u)∇u in (B j ∩ Pj )
◦

Another issue is that ζ is not defined in �T \(B ∩ P). Indeed the value of ζ in
�T \(B ∩ P) does not matter as it does not appear in the right hand side of (3.84).
This ambiguity can be removed in every open subset of �T in which ∇�u has
enough regularity.
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Claim For any open set U ⊂ �T in which ∇�u ∈ L p(U ) for some p > 1, where
p may depend on U, we have

ζ = −κ∇�u + W ′′(u)∇u in U.

To show this, we need to consider the limit of

∇μk,Nk = −κ∇�uk,Nk + W ′′(uk,Nk )∇uk,Nk .

The right hand side weakly converges to −κ∇�u + W ′′(u)∇u in Lq(U ) for q =
min{p, 2n/(n + 2)} > 1. Hence

∇μk,Nk ⇀ −κ∇�u + W ′′(u)∇u weakly in Lq(U ).

So in B ∩ P ∩ U , we have ζ = −κ∇�u + W ′′(u)∇u. And we may extend the
definition of ζ into U\(B ∩ P) by defining it to be −κ∇�u + W ′′(u)∇u.

Define

�̃T := ∪{U ⊂ �T : ∇�u ∈ L p(U ) for some p > 1, p depending on U }.

Then �̃T is open and

ζ = −κ∇�u + W ′′(u)∇u in �̃T .

ζ is now defined in (B ∩ P) ∪ �̃T . To extend the definition of ζ to �T , notice
that

�T \((B ∩ P) ∪ �̃T ) ⊂ (�T \P) ∪ (�T \B).

Since |�T \B| = 0 and M(u) = 0 in�T \P , the value of ζ outside of (B ∩ P)∪�̃T

does not contribute to the integral on the right hand side of (3.84) so we may just
let ζ = 0 outside of (B ∩ P) ∪ �̃T .

3.2.4. Energy Inequality. By (1.18) we have

∫
�

(κ

2
|∇uk,Nk (x, t)|2 + W (uk,Nk (x, t))

)
dx

+
∫

�t ∩B∩P
Mk,Nk (uk,Nk (x, τ ))|∇μk,Nk (x, τ )|2 dx dτ

�
∫

�

(κ

2
|∇u0|2 + W (u0)

)
dx . (3.85)

Taking the limit as k → ∞ and using (3.64)–(3.66), (3.70) and (3.82), we obtain
the energy inequality (1.22).
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3.3. Weak Degeneracy (0 < m < 1)

Now we will consider additional regularities if the degeneracy is weak, in the
sense that 0 < m < 1. Since M(u) = |1−u2|m we define a corresponding entropy
density as

Φ(u) :=
∫ u

0

∫ r

0

1

|1 − s2|m ds dr. (3.86)

Then Φ ∈ C1(R) ∩ C2(R\{±1}) is convex and Φ(u) � 0 for all u. For any θ > 0,
define

Φθ(u) =
∫ u

0

∫ r

0

1

Mθ (s)
ds dr.

Since Mθ (s) � M(s) for all s ∈ R and Mθ (s) � θm > 0, Φθ ∈ C2(R) is convex
and 0 � Φθ(u) � Φ(u) for all u ∈ R.

Since uθ ∈ L2(0, T ; H3(�)), we haveΦ ′
θ (uθ ) ∈ L2(0, T ; H2(�)) and we can

use Φ ′
θ (uθ ) as a test function in (1.17),

∫ T

0
〈∂t uθ , Φ

′
θ (uθ )〉 dt

= −
∫

�T

Mθ (uθ )(−κ∇�uθ + W ′′(uθ )∇uθ ) · Φ ′′
θ (uθ )∇uθ dx dt

= −κ

∫
�T

|�uθ |2 dx dt −
∫

�T

W ′′(uθ )|∇uθ |2 dx dt.

Hence
∫

�

Φθ(uθ (T, x)) dx +
∫

�T

W ′′(uθ )|∇ui |2 dx dt + κ

∫
�T

|�uθ |2 dx dt

=
∫

�

Φθ(u0) dx .

By growth condition (1.15) we have
∫

�

Φθ(uθ (T, x)) dx + C
∫

�T

|uθ |r−1|∇uθ |2 dx dt + κ

∫
�T

|�uθ |2 dx dt

�
∫

�

Φθ(u0) dx + C
∫

�T

|∇uθ |2 dx dt

� C

{∫
�

Φ(u0) dx + 2T

κ

∫
�

(κ

2
|∇u0|2 + W (u0)

)
dx

}

� C(‖u0‖max{2,r+1}
H1(�)

+ 1).

As long as u0 ∈ H1(�), uθ is bounded in L2(0, T ; H2(�)) and hence the limit u
is also in L2(0, T ; H2(�)).
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Remark 5. This entropy estimate does notwork form � 1, because in the definition
(3.86),we have to overcome the singularity at s = ±1, sincewedonot guarantee our
solution u to be bounded between [−1, 1]. This is a genuine difference compared
with the result in [10]. The weak solution in [10] only makes sense for m � 1, since
it involves the derivative of M(u). In contrast, our definition of weak solution does
not impose such a restriction.

4. Discussion

The degeneracy of diffusion mobility in the Cahn–Hilliard equation presents
many technical challenges and counter-intuitive behavior, and the relation between
degenerate diffusion mobility and the double–well potential is a delicate problem
as shown by recent studies. Smooth double–well potentials and mobility functions
are usually used in phase field modeling of realistic physical, biological and ma-
terial systems, and it is of much interest to explore the geometric evolutions of
the underlying interfaces and to provide rigorous mathematical justification for
the well-posedness of the problem. For a degenerate mobility (1.7), even though
previous results in the literature concentrate on weak solutions that are bounded
between the two pure phases u±, the bounded solutions are not always compatible
with the physical features of the system, such as the Gibbs–Thomson effect. Our
formal results in [9] predicted the existence of a solution that is compatible with the
Gibbs–Thomson effect and such a solution will not be confined within [u−, u+].

In this paper we rigorously proved the existence of a solution in a weak sense,
as long as the initial value is in H1(�). Such a weak solution potentially allows
the physical Gibbs–Thomson effect. When the space dimension n � 2, we expect
our weak solution not to stay within [u−, u+], even if the initial value is. Further
numerical evidence of such claims will be given in a separate work. Additional
theoretical exploration is needed for a rigorous justification. There are some other
open problems for further study. One is about better characterization of the regular-
ity of the weak solution and its singular set. Our result shows that the singular set
is concentrated on the set where the mobility is degenerate, plus a set of Lebesgue
measure zero. It is interesting to study the conditions under which such a singular
set disappears, and the weak solution becomes classical. Also, since the degenerate
mobility (1.7) formally approaches the constant mobility as m → 0+, it would
be interesting to study the relation between the weak solutions for the degener-
ate Cahn–Hilliard equation and the solution for the Cahn–Hilliard equation with a
constant mobility.
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