# CONFIDENCE INTERVALS FOR DIFFUSION INDEX FORECASTS AND INFERENCE FOR FACTOR-AUGMENTED REGRESSIONS 


#### Abstract

By Jushan Bai and Serena NG ${ }^{1}$ We consider the situation when there is a large number of series, $N$, each with $T$ observations, and each series has some predictive ability for some variable of interest. A methodology of growing interest is first to estimate common factors from the panel of data by the method of principal components and then to augment an otherwise standard regression with the estimated factors. In this paper, we show that the least squares estimates obtained from these factor-augmented regressions are $\sqrt{T}$ consistent and asymptotically normal if $\sqrt{T} / N \rightarrow 0$. The conditional mean predicted by the estimated factors is $\min [\sqrt{T}, \sqrt{N}]$ consistent and asymptotically normal. Except when $T / N$ goes to zero, inference should take into account the effect of "estimated regressors" on the estimated conditional mean. We present analytical formulas for prediction intervals that are valid regardless of the magnitude of $N / T$ and that can also be used when the factors are nonstationary.
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## 1. INTRODUCTION

THE USE OF FACTORS to achieve dimension reduction has been found to be empirically useful in analyzing macroeconomic time series, and adding factors to an otherwise standard regression or forecasting model is being used by an increasing number of researchers. ${ }^{2}$ Several institutions, including the Treasury and the European Central Bank, are studying the empirical properties of these factor forecasts. ${ }^{3}$ In macroeconomics, Bernanke, Boivin, and Eliasz (2005) found that the information exploited in factor-augmented vector autoregressions (FAVAR) is important to identify the monetary transmission mechanism properly. In spite of its increasing popularity with practitioners, how to conduct inference in factor-augmented regressions is not well understood. This is a nontrivial problem because the regression model involves "estimated factors." In this paper, we derive the rate of convergence and the limiting distribution of the parameter estimates to enable construction of confidence intervals for the parameters and the conditional mean, as well as the forecast.

[^0]Suppose information is available on a large number of predictors $x_{i t}$ $(i=1,2, \ldots, N ; t=1,2, \ldots, T)$ and a smaller set of other observable variables $W_{t}$, such as lags of $y_{t}$. Consider

$$
\begin{equation*}
y_{t+h}=\alpha^{\prime} F_{t}+\beta^{\prime} W_{t}+\varepsilon_{t+h} \tag{1}
\end{equation*}
$$

where $h \geq 0$ is the lead time between information available and the dependent variable. The vector $F_{t}$ is unobservable. Instead of $F_{t}$, we observe a panel of data $x_{i t}$ that contain information about $F_{t}$. We refer to

$$
\begin{equation*}
x_{i t}=\lambda_{i}^{\prime} F_{t}+e_{i t} \tag{2}
\end{equation*}
$$

as the factor representation of the data, where $F_{t}$ is a $r \times 1$ vector of common factors, $\lambda_{i}$ is the corresponding vector of factor loadings, and $e_{i t}$ is an idiosyncratic error. If $y_{t}$ is a scalar, (1) and (2) constitute the diffusion index forecasting model of Stock and Watson (2002a). If $h=1$ and $y_{t+1}=\left(F_{t+1}^{\prime}, W_{t+1}^{\prime}\right)^{\prime}$, (1) is the FAVAR of Bernanke, Boivin, and Eliasz (2005). Both types of analyses exploit the possibility that information in $x_{i t}$ can be summarized in a low-dimensional vector, $F_{t}$. In economic analysis, $F_{t}$ can be interpreted as the common shocks that generate comovements in the data.

If $F_{t}$ is observable and assuming the mean of $\varepsilon_{t}$ conditional on past information is zero, the (mean-squared) optimal prediction of $y_{t}$ is the conditional mean and is given by

$$
y_{T+h \mid T}=E\left(y_{T+h} \mid z_{T}, z_{T-1}, \ldots\right)=\alpha^{\prime} F_{T}+\beta^{\prime} W_{T} \equiv \delta^{\prime} z_{T},
$$

where $z_{t}=\left(F_{t}^{\prime}, W_{t}^{\prime}\right)^{\prime}$. However, such a prediction is not feasible because $\alpha, \beta$, and $F_{t}$ are all unobserved. The feasible prediction that replaces the unknown objects by their estimates is

$$
\widehat{y}_{T+h \mid T}=\widehat{\alpha}^{\prime} \tilde{F}_{T}+\widehat{\beta}^{\prime} W_{T}=\widehat{\delta}^{\prime} \widehat{z}_{T}
$$

where $\widehat{z}_{t}=\left(\widetilde{F}_{t}^{\prime}, W_{t}^{\prime}\right)^{\prime}$. We use a tilde for estimates of the factor model (2), while hatted variables are estimated from (1). To be precise, $\widehat{\alpha}$ and $\widehat{\beta}$ are the least squares estimates obtained from a regression of $y_{t+h}$ on $\widetilde{F}_{t}$ and $W_{t}$, $t=1, \ldots, T-h$. The factors, $F_{t}$, are estimated from $x_{i t}$ by the method of principal components using data up to period $T$ and will be discussed further below.

It is clear that $\widehat{\alpha}$ and $\widehat{\beta}$ are functions of estimated regressors $\widetilde{F}_{1}, \widetilde{F}_{2}, \ldots, \widetilde{F}_{T-h}$, and that $\widehat{y}_{T+h \mid T}$ itself also depends on $\widetilde{F}_{T}$. Thus, to study the behavior of $\widehat{y}_{T+h \mid T}$ and of the forecast error $\widehat{\varepsilon}_{T+h}$, we must examine the statistical properties of the estimated parameters as well as those of the estimated factors. Stock and Watson (2002a) showed that $\widehat{y}_{T+h \mid T}$ is consistent for $y_{T+h \mid T}$. However, for hypothesis testing, such as to construct standard errors for the impulse response of a FAVAR, to provide a confidence interval for the latent conditional mean,
and to evaluate the uncertainty of a diffusion index forecast, we need the limiting distributions of $(\widehat{\alpha}, \widehat{\beta}), \widehat{y}_{T+h \mid T}$, and $\widehat{\varepsilon}_{T+h}$. Our main contribution is to provide these results and clarify the role of $N$ and $T$ in each step. As we will see, it is only when $N$ is large relative to $T$ that the effect of estimated regressors can be completely ignored, and the precise condition on $N$ and $T$ depends on whether interest is in inference of the regression coefficients, the conditional mean, or the forecast. We also provide a covariance matrix estimator that is robust to weak cross-section correlation and heteroskedasticity of unknown form. Supplementary lemmas and simulation results are available in our working paper (Bai and Ng (2004)).

## 2. INFERENCE WITH ESTIMATED FACTORS

In matrix notation, the factor model is $X=F \Lambda^{\prime}+e$, where $X$ is a $T \times N$ matrix of stationary data, $F=\left(F_{1}, \ldots, F_{T}\right)^{\prime}$ is $T \times r, r$ is the number of common factors, $\Lambda=\left(\lambda_{1}, \ldots, \lambda_{N}\right)^{\prime}$ is $N \times r$, and $e$ is a $T \times N$ error matrix.

Assumption A-Common Factors: The factor process satisfies $E\left\|F_{t}\right\|^{4} \leq M$ and $\frac{1}{T} \sum_{t=1}^{T} F_{t} F_{t}^{\prime} \xrightarrow{p} \Sigma_{F}>0$, an $r \times r$ nonrandom matrix.

Assumption B-Heterogeneous Factor Loadings: The loading $\lambda_{i}$ is either deterministic such that $\left\|\lambda_{i}\right\| \leq M$ or it is stochastic such that $E\left\|\lambda_{i}\right\|^{4} \leq M$. In either case, $N^{-1} \Lambda^{\prime} \Lambda \xrightarrow{p} \Sigma_{\Lambda}>0$, an $r \times r$ nonrandom matrix, as $N \rightarrow \infty$.

Assumption C-Time and Cross-Section Weak Dependence and Heteroskedasticity:

1. For all $(i, t), E\left(e_{i t}\right)=0, E\left|e_{i t}\right|^{8} \leq M$.
2. There exist $E\left(e_{i t} e_{j s}\right)=\sigma_{i j, t s}$ and $\left|\sigma_{i j, t s}\right| \leq \bar{\sigma}_{i j}$ for all $(t, s)$, and $\left|\sigma_{i j, t s}\right| \leq \tau_{t s}$ for all $(i, j)$ such that $\frac{1}{N} \sum_{i, j=1}^{N} \bar{\sigma}_{i j} \leq M, \frac{1}{T} \sum_{t, s=1}^{T} \tau_{t s} \leq M$, and $\frac{1}{N T} \sum_{i, j, t, s=1}\left|\sigma_{i j, t s}\right| \leq$ M.
3. For every $(t, s), E\left|N^{-1 / 2} \sum_{i=1}^{N}\left[e_{i s} e_{i t}-E\left(e_{i s} e_{i t}\right)\right]\right|^{4} \leq M$.
4. For each $t, \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \lambda_{i} e_{i t} \xrightarrow{d} N\left(0, \Gamma_{t}\right)$, where $\Gamma_{t}=\lim _{N \rightarrow \infty} \frac{1}{N} \times$ $\sum_{i=1}^{N} \sum_{j=1}^{N} E\left(\lambda_{i} \lambda_{j}{ }^{\prime} e_{i t} e_{j t}\right)$.

ASSUMPTION D: The variables $\left\{\lambda_{i}\right\},\left\{F_{t}\right\}$, and $\left\{e_{i t}\right\}$ are three mutually independent groups. Dependence within each group is allowed.

Assumption E: Let $z_{t}=\left(F_{t}^{\prime}, W_{t}^{\prime}\right)^{\prime}, E\left\|z_{t}\right\|^{4} \leq M$. Then $E\left(\varepsilon_{t+h} \mid y_{t}, z_{t}, y_{t-1}\right.$, $\left.z_{t-1}, \ldots\right)=0$ for any $h>0$, and $z_{t}$ and $\varepsilon_{t}$ are independent of the idiosyncratic errors $e_{i s}$ for all $i$ and $s$. Furthermore:

1. $\frac{1}{T} \sum_{t=1}^{T} z_{t} z_{t}^{\prime} \xrightarrow{p} \Sigma_{z z}>0$;
2. $\frac{1}{\sqrt{T}} \sum_{t=1}^{T} z_{t} \varepsilon_{t+h} \xrightarrow{d} N\left(0, \Sigma_{z z, \varepsilon}\right)$, where $\Sigma_{z z, \varepsilon}=\operatorname{plim} \frac{1}{T} \sum_{t=1}^{T}\left(\varepsilon_{t+h}^{2} z_{t} z_{t}^{\prime}\right)>0$.

Assumptions A and B together imply $r$ common factors. Assumption C allows for heteroskedasticity, weak time series, and cross-section dependence in the idiosyncratic component, leading to the approximate factor structure of Chamberlain and Rothschild (1983). These assumptions are more general than a strict factor model. Assumption D is standard in factor analysis and Assumption E is standard for regression analysis. These assumptions are similar to those of Stock and Watson (2002a), except that they allow time-varying factor loadings. We only consider time-invariant factor loadings.

### 2.1. Estimation

We first consider the properties of the least squares estimates when principal component estimates of the factors, $\widetilde{F}$, are used as regressors. Let $\widetilde{F}=$ $\left(\widetilde{F}_{1}, \ldots, \widetilde{F}_{T}\right)$ be the matrix consisting of $r$ eigenvectors (multiplied by $\sqrt{T}$ ) associated with the $r$ largest eigenvalues of the matrix $X X^{\prime} /(T N)$ in decreasing order. Then $\widetilde{\Lambda}=\left(\widetilde{\lambda}_{1}, \ldots, \widetilde{\lambda}_{N}\right)^{\prime}=X^{\prime} \widetilde{F} / T$ and $\widetilde{e}=X-\widetilde{F} \widetilde{\Lambda}^{\prime}$. Also let $\widetilde{V}$ be the $r \times r$ diagonal matrix consisting of the $r$ largest eigenvalues of $X X^{\prime} /(T N)$ and let $H=V^{-1}\left(\widetilde{F}^{\prime} F / T\right)\left(\Lambda^{\prime} \Lambda / N\right)$. Let $\widehat{\alpha}$ and $\widehat{\beta}$ be the least squares estimates from regressing $y_{t+h}$ on $\widehat{z}_{t}=\left(\widetilde{F}_{t}^{\prime}, W_{t}^{\prime}\right)^{\prime}$. Define $\widehat{\delta}=\left(\widehat{\alpha}^{\prime}, \widehat{\beta}^{\prime}\right)^{\prime}$ and $\delta=\left(\alpha^{\prime} H^{-1}, \beta^{\prime}\right)^{\prime}$.

Theorem 1—Estimation: Suppose Assumptions A-E hold. If $\sqrt{T} / N \rightarrow 0$, then

$$
\sqrt{T}(\widehat{\delta}-\delta) \xrightarrow{d} N\left(0, \Sigma_{\delta}\right),
$$

where $\Sigma_{\delta}=\Phi_{0}^{\prime-1} \Sigma_{z z}^{-1} \Sigma_{z z, \varepsilon} \Sigma_{z z}^{-1} \Phi_{0}^{-1}$ with $\Phi_{0}=\operatorname{diag}\left(V^{-1} Q \Sigma_{A}, I\right)$ being block diagonal, $V=\operatorname{plim} \widetilde{V}, Q=\operatorname{plim} \widetilde{F}^{\prime} F / T$, and $\Sigma_{A}$ defined in Assumption B. A consistent estimator for $\Sigma_{\delta}$, denoted by $\widehat{\operatorname{Avar}(\widehat{\delta})}$, is

$$
\begin{equation*}
\widehat{\operatorname{Avar}(\widehat{\delta})}=\left(\frac{1}{T} \sum_{t=1}^{T-h} \widehat{z}_{t} \widehat{z}_{t}^{\prime}\right)^{-1}\left(\frac{1}{T} \sum_{t=1}^{T-h} \widehat{\varepsilon}_{t+h}^{2} \widehat{z}_{t} \widehat{z}_{t}^{\prime}\right)\left(\frac{1}{T} \sum_{t=1}^{T-h} \widehat{z}_{t} \widehat{z}_{t}^{\prime}\right)^{-1} . \tag{3}
\end{equation*}
$$

As is well known, the factor model is unidentified because $\alpha^{\prime} L L^{-1} F_{t}=\alpha^{\prime} F_{t}$ for any invertible matrix $L$. Theorem 1 is a result that pertains to the difference between $\widehat{\alpha}$ and the space spanned by $\alpha$. Having estimated factors as regressors does not affect consistency of the parameter estimates. Stock and Watson (2002a) showed consistency of $\widehat{\delta}$ for $\delta$. Here we establish the rate of convergence and the limiting distribution.

Formula (3) is robust to heteroskedasticity. Under homoskedasticity such that $E\left(\varepsilon_{t+h}^{2} \mid z_{t}\right)=\sigma_{\varepsilon}^{2} \forall t$ and letting $\widehat{\sigma}_{\varepsilon}^{2}=\frac{1}{T} \sum_{t=1}^{T-h} \widehat{\varepsilon}_{t+h}^{2}$, a consistent estimate of $\operatorname{Avar}(\widehat{\delta})$ is

$$
\begin{equation*}
\widehat{\operatorname{Avar}(\widehat{\delta})}=\widehat{\sigma}_{\varepsilon}^{2}\left[\frac{1}{T} \sum_{t=1}^{T-h} \widehat{z}_{t} \widehat{z}_{t}^{\prime}\right]^{-1} \tag{4}
\end{equation*}
$$

Theorem 1 is useful in rather broader contexts, because having to conduct inference when the latent common factors are replaced by estimates is not uncommon, an example being the Phillips curve, where the estimated common factors serve as proxies for the unobserved state of the economy.

A new tool in empirical work is the FAVAR, which essentially augments the principal component estimates of the factors to an otherwise standard vector autoregression (VAR). ${ }^{4}$ More specifically, if $y_{t}$ is a vector of $q$ series and $F_{t}$ is a vector of $r$ factors, a $\operatorname{FAVAR}(p)$ is defined as

$$
\begin{aligned}
y_{t+1} & =\sum_{k=0}^{p} a_{11}(k) y_{t-k}+\sum_{k=0}^{p} a_{12}(k) F_{t-k}+\varepsilon_{1 t+1} \\
F_{t+1} & =\sum_{k=0}^{p} a_{21}(k) y_{t-k}+\sum_{k=0}^{p} a_{22}(k) F_{t-k}+\varepsilon_{2 t+1}
\end{aligned}
$$

where $a_{11}(k)$ and $a_{21}(k)$ are coefficients on $y_{t-k}$, while $a_{12}(k)$ and $a_{22}(k)$ are coefficients on $F_{t-k}$. Consider estimation of the FAVAR with $F_{t}$ replaced by $\widetilde{F}_{t}$.

THEOREM 2—FAVAR: Consider a pth order vector autoregression in q observable variables $y_{t}$ and $r$ factors, $\widetilde{F}_{t}$, estimated by the method of principal components. Let $\widehat{z}_{t}=\left(y_{t}^{\prime}, \ldots, y_{t-p}^{\prime}, \widetilde{F}_{t}^{\prime}, \ldots, \widetilde{F}_{t-p}^{\prime}\right)^{\prime}$ and $\widehat{Y}_{t}=\left(y_{t}^{\prime}, \widetilde{F}_{t}^{\prime}\right)^{\prime}$. Also let $\widehat{Y}_{j t}$ be the jth element of $\widehat{Y}_{t}$. For $j=1, \ldots, q+r$, let $\delta_{j}$ be the coefficient vector in the $\widehat{Y}_{t j}$ equation and let $\widehat{\delta}_{j}$ be obtained by least squares from regressing $\widehat{Y}_{j t+1}$ on $\widehat{z}_{t}$. Let $\widehat{\varepsilon}_{j t+1}=\widehat{Y}_{j t+1}-\widehat{\delta}_{j}^{\prime} \widehat{z}_{t}$. Under Assumptions A-E and if $\sqrt{T} / N \rightarrow 0$ as $N, T \rightarrow \infty$,

$$
\begin{aligned}
& \sqrt{T}\left(\widehat{\delta}_{j}-\delta_{j}\right) \\
& \stackrel{d}{\longrightarrow} N\left(0, \operatorname{plim}\left(\frac{1}{T} \sum_{t=1}^{T} \widehat{z}_{t} \widehat{z}_{t}^{\prime}\right)^{-1}\left(\frac{1}{T} \sum_{t=1}^{T}\left(\widehat{\varepsilon}_{j t}\right)^{2} \widehat{z}_{t} \widehat{z}_{t}^{\prime}\right)\left(\frac{1}{T} \sum_{t=1}^{T} \widehat{z}_{t} \widehat{z}_{t}^{\prime}\right)^{-1}\right) .
\end{aligned}
$$

Theorem 2 states that the parameter estimates for those equations with $\widetilde{F}_{t+1}$ as regressors are also $\sqrt{T}$ consistent, just as when $y_{t+1}$ is the dependent variable considered in Theorem 1. Since impulse response functions are based on estimates of the FAVAR, Theorem 2 enables calculation of the standard errors. Although the condition $\sqrt{T} / N \rightarrow 0$ (or equivalently $\sqrt{T} / \min [N, T] \rightarrow 0$ ) is not stringent, it puts discipline on when estimated factors can be used in regression analysis.

Pagan (1984) considered the model $y_{t}=\alpha^{\prime} x_{t}^{e}+\varepsilon_{t}$ and $x_{t}=\gamma^{\prime} z_{t}+u_{t}$ with $x_{t}^{e}=\gamma^{\prime} z_{t}$. Let $\widehat{\gamma}$ be the least squares of $x_{t}$ on $z_{t}$. Write $y_{t}=\alpha^{\prime} \widehat{x}_{t}+\varepsilon_{t}+\alpha^{\prime}\left(x_{t}^{e}-\right.$

[^1]$\left.\widehat{x}_{t}\right)=\alpha^{\prime} \widehat{x}_{t}+\varepsilon_{t}+\widehat{u}_{t}$, where $\widehat{x}_{t}=\widehat{\gamma}^{\prime} z_{t}$ and $\widehat{u}_{t}=-(\widehat{\gamma}-\gamma)^{\prime} z_{t}$. The least squares regression of $y_{t}$ on $\widehat{x}_{t}$ yields $\widehat{\alpha}-\alpha=\left(\widehat{x}^{\prime} \widehat{x}\right)^{-1} \widehat{x}^{\prime}(\varepsilon+\widehat{u})$. However,
\[

$$
\begin{aligned}
\frac{1}{\sqrt{T}} \sum_{t=1}^{T} \widehat{x}_{t} \widehat{u}_{t} & =\frac{1}{\sqrt{T}} \sum_{t=1}^{T} \widehat{x}_{t} z_{t}^{\prime}(\gamma-\widehat{\gamma}) \\
& =\widehat{\gamma}^{\prime} \frac{1}{T} \sum_{t=1}^{T} z_{t} z_{t}^{\prime} \sqrt{T}(\gamma-\widehat{\gamma})=O_{p}(1)
\end{aligned}
$$
\]

which is nonnegligible, so estimated regressors have an effect on parameter estimation. In our case, the corresponding term is $O_{p}\left(\frac{\sqrt{T}}{\min [N, T]}\right) .{ }^{5}$ Because $N$ and $T$ are large by assumption, our term becomes negligible. The limiting distributions in Theorems 1 and 2 are thus the same as if $\widehat{z}_{t}$ was the true regressor.

### 2.2. Prediction Intervals

Suppose the object of interest is the (latent) conditional mean of (1). If $y_{t}$ is inflation, the estimated conditional mean can be interpreted as an estimate of the expected rate of inflation. We now suggest how to construct a confidence interval for the conditional mean. Note that the equation

$$
\left(\widehat{y}_{T+h \mid T}-y_{T+h \mid T}\right)=(\widehat{\delta}-\delta)^{\prime} \widehat{z}_{T}+\alpha^{\prime} H^{-1}\left(\widetilde{F}_{T}-H F_{T}\right)
$$

has two components, which arise from estimating $\delta$ and $F_{t}$. Under Assumptions A-D, Bai (2003) showed that if $\sqrt{N} / T \rightarrow 0$, then for each $t$,

$$
\sqrt{N}\left(\widetilde{F}_{t}-H F_{t}\right) \xrightarrow{d} N\left(0, V^{-1} Q \Gamma_{t} Q^{\prime} V^{-1}\right) \equiv N\left(0, \operatorname{Avar}\left(\widetilde{F}_{t}\right)\right),
$$

where $Q=\operatorname{plim} \widetilde{F}^{\prime} F / T, V=\operatorname{plim} \tilde{V}$, and $\Gamma_{t}=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} E\left(\lambda_{i} \lambda_{j}^{\prime} \times\right.$ $e_{i t} e_{j t}$ ).

THEOREM 3: Let $\widehat{y}_{T+h \mid T}=\widehat{\delta}^{\prime} \widehat{z}_{T}$. Under the assumptions of Theorem 1 and $\sqrt{N} / T \rightarrow 0$,

$$
\frac{\left(\widehat{y}_{T+h \mid T}-y_{T+h \mid T}\right)}{\sqrt{\operatorname{var}\left(\widehat{y}_{T+h \mid T}\right)}} \xrightarrow{d} N(0,1),
$$

where $\operatorname{var}\left(\widehat{y}_{T+h \mid T}\right)=\frac{1}{T} \widehat{z}_{T}^{\prime} \operatorname{Avar}(\widehat{\delta}) \widehat{z}_{T}+\frac{1}{N} \widehat{\alpha}^{\prime} \operatorname{Avar}\left(\widetilde{F}_{T}\right) \widehat{\alpha}$.
${ }^{5}$ If $N=1$, this term would be $O_{p}(\sqrt{T})$, much larger than Pagan's $O_{p}(1)$. This is because in Pagan's model, only a finite number of parameters $\gamma$ are estimated in the first stage and we need to estimate $T$ unknown quantities $F_{1}, \ldots, F_{T}$.

Because the two terms in $\operatorname{var}\left(\widehat{y}_{T+h \mid T}\right)$ vanish at different rates, the overall convergence rate for $\widehat{y}_{T+h \mid T}$ is $\min [\sqrt{N}, \sqrt{T}]$. In a standard setting, $\operatorname{var}\left(\widehat{y}_{T+h \mid T}\right)$ falls at rate $T$ and, for a given $T$, it increases with the number of observed predictors through a loss in degrees of freedom. In contrast, the error variance here decreases at rate $\min [N, T]$ and, for a given $T$, efficiency improves with the number of predictors used to estimate $F_{t}$. This is because in the present setting, a large $N$ enables better estimation of the common factors and thus results in more efficient predictions. This property of the factor estimates is also in sharp contrast to that of standard factor analysis, which assumes a fixed $N$. With a fixed $N$, consistent estimation of the factor space is not possible however large $T$ becomes.

When the objective is to forecast $y_{T+h}$, one would be more interested in the distribution of the forecast error. Since $y_{T+h}=y_{T+h \mid T}+\varepsilon_{T+h}$, it follows that the forecasting error

$$
\widehat{\varepsilon}_{T+h}=\widehat{y}_{T+h \mid T}-y_{T+h}=\left(\widehat{y}_{T+h \mid T}-y_{T+h \mid T}\right)+\varepsilon_{T+h} .
$$

So if $\varepsilon_{t}$ is normally distributed, $\widehat{\varepsilon}_{T+h}$ is also approximately normal with

$$
\operatorname{var}\left(\widehat{\varepsilon}_{T+h}\right)=\operatorname{var}\left(\widehat{y}_{T+h \mid T}-y_{T+h}\right)=\sigma_{\varepsilon}^{2}+\operatorname{var}\left(\widehat{y}_{T+h \mid T}\right)
$$

COROLLARY 1: Under the assumptions of Theorem 3 and assuming $\varepsilon_{t}$ is $N\left(0, \sigma_{\varepsilon}^{2}\right)$, then the forecasting error $\widehat{\varepsilon}_{T+h}$ is

$$
\widehat{\varepsilon}_{T+h} \sim N\left(0, \sigma_{\varepsilon}^{2}+\operatorname{var}\left(\widehat{y}_{T+h \mid T}\right)\right) .
$$

A confidence interval can be obtained upon replacing $\sigma_{\varepsilon}^{2}$ by its consistent estimate, $\frac{1}{T} \sum_{t=1}^{T} \widehat{\varepsilon}_{t}^{2}$. The above formula extends the textbook definition of forecast uncertainty, which allows only for estimation error in $\widehat{\delta}$ (e.g., Greene (2003, Chapter 6)), to also permit using $\widetilde{F}_{t}$ as regressors. Therefore, $\operatorname{var}\left(\widehat{y}_{T+h \mid T}\right)$ reflects both parameter uncertainty and regressor uncertainty. However, it vanishes at rate $\min [T, N]$, rather than the usual rate of $T$. In large samples, $\operatorname{var}\left(\widehat{\varepsilon}_{T+h}\right)$ is dominated by $\sigma_{\varepsilon}^{2}$, just as when all predictors are observed, but if we ignore $\operatorname{var}\left(\widehat{y}_{T+h \mid T}\right), \sigma_{\varepsilon}^{2}$ alone will underestimate the true forecast uncertainty for a given $T$ and $N$.

It is clear from Theorem 3 and Corollary 1 that a consistent estimate of $\operatorname{var}\left(\widehat{y}_{T+h \mid T}\right)$ is required to proceed with inference. In view of (5), an estimate of $\operatorname{Avar}\left(\widetilde{F}_{t}\right)$ is ${ }^{6}$

$$
\widehat{\operatorname{Avar}\left(\widetilde{F}_{t}\right)}=\widetilde{V}^{-1} \widetilde{\Gamma}_{t} \widetilde{V}^{-1}
$$

[^2]where the $r \times r$ matrix $\widetilde{\Gamma}_{t}$ can be one of
\[

$$
\begin{align*}
& \widetilde{\Gamma}_{t}=\frac{1}{N} \sum_{i=1}^{N} \widetilde{e}_{i t}^{2} \widetilde{\lambda}_{i} \widetilde{\lambda}_{i}^{\prime}  \tag{5a}\\
& \widetilde{\Gamma}_{t}=\widetilde{\sigma}_{e}^{2} \frac{1}{N} \sum_{i=1}^{N} \widetilde{\lambda}_{i} \widetilde{\lambda}_{i}^{\prime} \\
& \widetilde{\Gamma}=\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} \tilde{\lambda}_{i} \widetilde{\lambda}_{j}^{\prime} \frac{1}{T} \sum_{t=1}^{T} \widetilde{e}_{i t} \widetilde{e}_{j t}
\end{align*}
$$
\]

with $n / \min [N, T] \rightarrow 0$ in (5c), where $\widetilde{e}_{i t}=x_{i t}-\widetilde{\lambda}_{i}^{\prime} \widetilde{F}_{t}$. The various specifications of $\widetilde{\Gamma}_{t}$ accommodate flexible error structures in the factor model. Both (5a) and (5b) assume that $e_{i t}$ is cross sectionally uncorrelated with $e_{j t}$. Consistency of both estimators was shown in our earlier work. The estimator (5b) further assumes $E\left(e_{i t}^{2}\right)=\sigma_{e}^{2}$ for all $i$ and $t$, which is estimated by $\tilde{\sigma}_{e}^{2}=\frac{1}{N T} \sum_{i=1}^{N} \sum_{t=1}^{T} \tilde{e}_{i t}^{2}$. Although (5a) and (5b) both assume the idiosyncratic errors are cross sectionally uncorrelated, it is not especially restrictive because much of the cross-correlation in the data is presumably captured by the common factors. For small cross-section correlation in the errors, constraining them to be zero could sometimes be desirable because sampling variability from estimating them could generate nontrivial efficiency loss. The estimators (5a) and (5b) are useful even if residual cross-correlation is genuinely present.

When it is deemed inappropriate to assume zero cross-section correlation in the errors, the asymptotic variance of $\widetilde{F}_{t}$ can be estimated by (5c). Consistency of $\widetilde{\Gamma}_{t}$ will be established below and it requires nontrivial arguments. Suffice it to note for now that the estimator, which we will refer to as CS-HAC (crosssection and heteroskedastic autocorrelation consistent), is robust to crosssection correlation and heteroskedasticity in $e_{i t}$ of unknown form, but requires covariance stationarity with $E\left(e_{i t} e_{j t}\right)=\sigma_{i j}$ for all $t$, and that $n=n(N, T)$ satisfies the conditions of Theorem 4 to be discussed below.

Once estimators for $\operatorname{Avar}(\widehat{\delta})$ and $\operatorname{Avar}\left(\widetilde{F}_{T}\right)$ are given, prediction intervals can be easily constructed. For example, the $95 \%$ confidence interval for the conditional mean $y_{T+h \mid T}$ is

$$
\left(\widehat{y}_{T+h \mid T}-1.96 \sqrt{\widehat{\operatorname{var}}\left(\widehat{y}_{T+h \mid T}\right)}, \widehat{y}_{T+h \mid T}+1.96 \sqrt{\left.\widehat{\operatorname{var}\left(\widehat{y}_{T+h \mid T}\right)}\right)}\right.
$$

and the $95 \%$ confidence interval for the forecasting variable $y_{T+h}$ is

$$
\left(\widehat{y}_{T+h \mid T}-1.96 \sqrt{\widehat{\sigma}_{\varepsilon}^{2}+\widehat{\operatorname{var}}\left(\widehat{y}_{T+h \mid T}\right)}, \widehat{y}_{T+h \mid T}+1.96 \sqrt{\widehat{\sigma}_{\varepsilon}^{2}+\widehat{\operatorname{var}}\left(\widehat{y}_{T+h \mid T}\right)}\right)
$$

Theorem 3 fills an important void in the diffusion index forecasting literature, because it goes beyond the consistency result to establish asymptotic
normality. The result provides the basis of testing economic hypothesis that involves fundamental factors. Observed variables are often used in place of the latent factors when testing various theories of asset returns. In Bai and Ng (2006), we developed tests to determine whether the observed variables are good proxies for the latent factors. Part of that analysis, which amounts to assessing the in-sample predictability of the latent factors, makes use of the results presented here, with $h$ set to zero.

## 3. COVARIANCE MATRIX ESTIMATOR: THE CS-HAC

The CS-HAC estimator defined in (5c) is robust to cross-section correlation and cross-section heteroskedasticity, but requires the assumption of covariance stationarity, which is not necessary for (5a) and (5b) because they assume cross sectionally uncorrelated idiosyncratic errors. To understand the problem, it helps to consider first the cross-section regression $y_{i}=\beta^{\prime} \lambda_{i}+e_{i}$, where $\lambda_{i}$ is a $r \times 1$ vector of observed regressors. The covariance of $\widehat{\beta}$ involves $\Gamma=\lim _{N \rightarrow \infty} \frac{1}{N} \Lambda^{\prime} \Omega \Lambda$, where $\Omega=E\left(e e^{\prime}\right)$ with $e=\left(e_{1}, \ldots, e_{N}\right)^{\prime}$, and $\Lambda$ is the $N \times r$ regressor matrix. Here, the "natural" estimator,

$$
\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} \lambda_{i} \lambda_{j}^{\prime} \widehat{e}_{i} \widehat{e}_{j}=\left(\frac{1}{\sqrt{N}} \sum_{i=1}^{N} \lambda_{i} \widehat{e}_{i}\right)\left(\frac{1}{\sqrt{N}} \sum_{i=1}^{N} \lambda_{i} \widehat{e}_{i}\right)^{\prime}
$$

is inconsistent because $\frac{1}{\sqrt{N}} \sum_{i=1}^{N} \lambda_{i} \widehat{e}_{i}$ converges to a random vector. The problem is analogous to inconsistency of the unweighted sum of $T$ sample autocovariances as a long run variance estimator in a time series context. Whereas time series data have a natural ordering, it is possible to construct heteroskedastic and autocorrelation consistent (HAC) estimators as in Newey and West (1987) and Andrews (1991).

Cross-section data have no natural ordering. It is only in special cases such as the one considered in Conley (1999) that a truncated sum can be justified. Neither economic theory nor intuition is usually of much help in obtaining a "mixing condition" type ordering of the data. More generally, any crosssection permutation of the data is an equally valid representation of information available. The common practice in cross-section regressions is to assume $E\left(e_{i} e_{j}\right)=0, i \neq j$, so that $\Omega=\operatorname{plim}_{N \rightarrow \infty} \frac{1}{N} \sum_{i=1}^{N} \lambda_{i} \lambda_{i}^{\prime} e_{i}^{2}$.

A third alternative is available if we have observations on the cross-section units over time. The basic intuition is as follows. If covariance stationarity holds, the time series observations will allow us to consistently estimate the cross-section correlations provided $T$ is large. Furthermore, the covariance matrix of interest is of dimension ( $r \times r$ ) and can be estimated with $n<N$ observations. An estimator along these lines was considered in Driscoll and Kraay (1998). In their setup, the regressors are observable.

We also seek to estimate the covariance matrix from panel data, but $\lambda_{i}$ in our analysis is not observed. To estimate $\Gamma_{t}$ consistently, we require $\Gamma_{t}$ not to depend on $t$ (see Assumption C.4) so that we can also use observations outside period $t$ to estimate $\Gamma$.

Theorem 4: Suppose Assumptions A-D hold. In addition, $E\left(e_{i t} e_{j t}\right)=\sigma_{i j}$ for all $t$, so $\Gamma_{t}=\Gamma$ not depending on $t$. Let $\widetilde{\Gamma}$ be defined as in (5c). Then $\left\|\widetilde{\Gamma}-H^{-1} \Gamma H^{-1}\right\| \xrightarrow{p} 0$ if $\frac{n}{\min [N, T]} \rightarrow 0$.

The conditions that $n / N \rightarrow 0$ and $n / T \rightarrow 0$ are not restrictive. The simple rule we use in the simulations below is $n=\min [\sqrt{N}, \sqrt{T}]$.

## 4. FINITE SAMPLE PROPERTIES

To assess the finite sample properties of the procedures, simulated data are generated as

$$
\begin{array}{lr}
x_{i t}=\lambda_{i}^{\prime} F_{t}+e_{i t} & (i=1, \ldots, N, t=1, \ldots, T), \\
F_{j t}=\rho_{j} F_{j t-1}+\left(1-\rho_{j}^{2}\right)^{1 / 2} u_{j t} & \left(j=1, \ldots, r, \rho_{j}=(0.8)^{j}\right), \\
e_{t}=v_{t} \bar{\Omega}(b)^{1 / 2} &
\end{array}
$$

where $e_{t}=\left(e_{1 t}, \ldots, e_{N t}\right)^{\prime}, v_{t}=\left(v_{1 t}, \ldots, v_{N t}\right)^{\prime}, u_{j t}$ and $v_{i t}$ are mutually uncorrelated $N\left(0, \sigma_{v}^{2}\right)$ random variables, and $\bar{\Omega}^{1 / 2}(b)$ is the Choleski decomposition of $\bar{\Omega}(b)$, which is an $N \times N$ Toeplitz matrix whose $j$ th main diagonal is $b^{j}$ if $j \leq 10$ and is zero otherwise. ${ }^{7}$ By design, the cross-section correlation "dies out" if the units are spatially far apart, much like an AR(1) process. We draw $\lambda_{i}$ (once) from the uniform distribution with support on $[0,1]$. Four variations of the data generating program (DGP) are considered. In DGP 1 (homoskedasticity and cross sectionally uncorrelated errors), we set $b=0$ and $\sigma_{v}^{2}=1$. In DGP 2 (heteroskedasticity and cross sectionally uncorrelated errors), we set $b=0$, but $\sigma_{v}^{2}(i)$ is uniformly distributed on $(0.5,1.5)$. In DGP 3 (homoskedasticity and cross sectionally correlated errors), we let $b=0.5$ and $\sigma_{v}^{2}(i)=1$. In DGP 4 (heteroskedasticity and cross sectionally correlated errors), we set $b=0.5$ and $\sigma_{v}^{2}$ is again uniformly distributed on $(0.5,1.5)$.

In the simulations, $r=2$ and is assumed known. The series to be forecasted is

$$
y_{t+4}=1+F_{1 t}+F_{2 t}+\varepsilon_{t+4} .
$$

That is, $h=4, W_{t}=1, \alpha=(1,1)^{\prime}$, and $\beta=1$. The simulation design is similar to Stock and Watson (2002a), but allows stronger cross-section correlations in $e_{i t}$.

[^3]Three types of confidence intervals will be presented:

$$
\mathrm{A}:(5 \mathrm{~b})+(4) ; \quad \mathrm{B}:(5 \mathrm{a})+(3) ; \quad \mathrm{C}:(5 \mathrm{c})+(3)
$$

When constructing (5c), we use the first $n=\min [\sqrt{N}, \sqrt{T}]$ series to construct the CS-HAC. For the sake of comparison, we also consider the coverage rates that would obtain when $F_{t}$ is known (and thus the standard errors omit terms involving Avar $\left(\widetilde{F}_{t}\right)$ ). This is labelled D.

The coverage rates are reported in Table I for (i) the estimated conditional mean $\widehat{y}_{T+h \mid T}$ and (ii) the diffusion index forecast $\widehat{y}_{T+h}$. The coverage rates are generally close to the nominal rate of 0.95 , although three results are noteworthy. First, when $N$ is small, the coverage of C is too low for DGPs 1 and 2. This can be attributed to the use of CS-HAC when in fact there is no cross-section correlation. Second, for DGPs 3 and 4, the coverage of A and B is always too low since these types ignore the correlation in the errors. Coverage is improved using the CS-HAC; see C. Third, the coverage rates for $y_{T+h \mid T}$ are more sensitive to the relationship between $N$ and $T$ than for $y_{T+h}$. This is in accord with theory, because the error in $y_{T+h}$ is dominated by $\varepsilon_{t+h}$, whereas the error in $y_{T+h \mid T}$ is induced by the error in estimating $F_{t}$ and the parameters.

## 5. SUMMARY

We first establish the rate of convergence and the limiting distribution for the estimated parameters of the forecasting model and of the factor-augmented regressions when the factors are unobserved but estimated. We then derive similar results for the predicted conditional mean and for the forecasting error. For predictive inference, we suggest how the covariance matrix of cross-correlated and heteroskedastic errors can be consistently estimated.
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## APPENDIX: PROOFS

LEMMA A.1: Let $z_{t}^{\prime}=\left(F_{t}^{\prime}, W_{t}^{\prime}\right)^{\prime}$ and $\widehat{z}_{t}=\left(\widetilde{F}_{t}^{\prime}, W_{t}^{\prime}\right)^{\prime}$. Let $\delta_{N T}^{2}=\min [N, T]$ and $H=\widetilde{V}^{-1}\left(\widetilde{F}^{\prime} F / T\right)\left(\Lambda^{\prime} \Lambda / N\right)$. Under Assumptions A-E:
(i) $\frac{1}{T} \sum_{t=1}^{T}\left\|\widetilde{F}_{t}-H F_{t}\right\|^{2}=O_{p}\left(\delta_{N T}^{-2}\right)$;
(ii) $\frac{1}{T} \sum_{t=1}^{T}\left(\widetilde{F}_{t}-H F_{t}\right) z_{t}^{\prime}=O_{p}\left(\delta_{N T}^{-2}\right)$;
(iii) $\frac{1}{T} \sum_{t=1}^{T}\left(\widetilde{F}_{t}-H F_{t}\right) \widehat{z}_{t}^{\prime}=O_{p}\left(\delta_{N T}^{-2}\right)$;

TABLE I
Coverage Rates, $h=4, r=2$

| Method |  | A: $(5 \mathrm{~b})+(4)$ |  | B: (5a) + (3) |  | $\mathrm{C}:(5 \mathrm{c})+(3)$ |  | D: $F$ Known |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | $T$ | $\widehat{y}_{T+h \mid T}$ | $\widehat{y}_{T+h}$ | $\widehat{y}_{T+h \mid T}$ | $\widehat{y}_{T+h}$ | $\widehat{y}_{T+h \mid T}$ | $\widehat{y}_{T+h}$ | $\widehat{y}_{T+h \mid T}$ | $\widehat{y}_{T+h}$ |
| DGP 1: $b=0, \sigma_{v}^{2}(i)=1 \forall i$ |  |  |  |  |  |  |  |  |  |
| 50 | 50 | 0.95 | 0.94 | 0.93 | 0.94 | 0.93 | 0.94 | 0.91 | 0.93 |
| 100 | 50 | 0.93 | 0.94 | 0.91 | 0.94 | 0.91 | 0.93 | 0.91 | 0.94 |
| 200 | 50 | 0.93 | 0.93 | 0.91 | 0.93 | 0.91 | 0.93 | 0.89 | 0.93 |
| 50 | 100 | 0.95 | 0.95 | 0.95 | 0.95 | 0.93 | 0.95 | 0.93 | 0.94 |
| 50 | 200 | 0.94 | 0.96 | 0.92 | 0.96 | 0.88 | 0.95 | 0.95 | 0.95 |
| 200 | 100 | 0.94 | 0.94 | 0.94 | 0.94 | 0.93 | 0.94 | 0.94 | 0.93 |
| 100 | 200 | 0.96 | 0.95 | 0.94 | 0.95 | 0.93 | 0.95 | 0.94 | 0.95 |
| 200 | 200 | 0.96 | 0.95 | 0.95 | 0.95 | 0.94 | 0.95 | 0.94 | 0.95 |
| 100 | 400 | 0.97 | 0.95 | 0.96 | 0.95 | 0.94 | 0.95 | 0.94 | 0.95 |
| DGP 2: $b=0, \sigma_{v}^{2}(i) \sim U(0.5,1.5) \forall i$ |  |  |  |  |  |  |  |  |  |
| 50 | 50 | 0.95 | 0.94 | 0.93 | 0.94 | 0.93 | 0.94 | 0.91 | 0.93 |
| 100 | 50 | 0.94 | 0.94 | 0.92 | 0.94 | 0.92 | 0.94 | 0.91 | 0.94 |
| 200 | 50 | 0.93 | 0.93 | 0.91 | 0.93 | 0.91 | 0.93 | 0.89 | 0.93 |
| 50 | 100 | 0.95 | 0.95 | 0.94 | 0.95 | 0.92 | 0.95 | 0.93 | 0.94 |
| 50 | 200 | 0.93 | 0.95 | 0.91 | 0.95 | 0.87 | 0.95 | 0.95 | 0.95 |
| 200 | 100 | 0.94 | 0.94 | 0.93 | 0.94 | 0.93 | 0.94 | 0.94 | 0.93 |
| 100 | 200 | 0.96 | 0.95 | 0.94 | 0.95 | 0.94 | 0.95 | 0.94 | 0.95 |
| 200 | 200 | 0.95 | 0.95 | 0.94 | 0.95 | 0.94 | 0.95 | 0.94 | 0.95 |
| 100 | 400 | 0.98 | 0.96 | 0.96 | 0.96 | 0.93 | 0.96 | 0.94 | 0.95 |
| DGP 3: $b=0.5, \sigma_{e}^{2}(i)=1 \forall i$ |  |  |  |  |  |  |  |  |  |
| 50 | 50 | 0.82 | 0.94 | 0.81 | 0.94 | 0.86 | 0.94 | 0.91 | 0.93 |
| 100 | 50 | 0.84 | 0.94 | 0.83 | 0.93 | 0.88 | 0.94 | 0.91 | 0.94 |
| 200 | 50 | 0.87 | 0.93 | 0.85 | 0.93 | 0.90 | 0.93 | 0.89 | 0.93 |
| 50 | 100 | 0.85 | 0.95 | 0.84 | 0.95 | 0.89 | 0.95 | 0.93 | 0.94 |
| 50 | 200 | 0.73 | 0.95 | 0.69 | 0.95 | 0.78 | 0.95 | 0.95 | 0.95 |
| 200 | 100 | 0.89 | 0.94 | 0.87 | 0.94 | 0.93 | 0.94 | 0.94 | 0.93 |
| 100 | 200 | 0.83 | 0.95 | 0.80 | 0.95 | 0.92 | 0.96 | 0.94 | 0.95 |
| 200 | 200 | 0.86 | 0.95 | 0.83 | 0.95 | 0.93 | 0.95 | 0.94 | 0.95 |
| 100 | 400 | 0.80 | 0.95 | 0.76 | 0.95 | 0.94 | 0.95 | 0.94 | 0.95 |
| DGP 4: $b=0.5, \sigma_{e}^{2}(i) \sim U(0.5,1.5) \forall i$ |  |  |  |  |  |  |  |  |  |
| 50 | 50 | 0.82 | 0.94 | 0.80 | 0.93 | 0.85 | 0.94 | 0.91 | 0.93 |
| 100 | 50 | 0.85 | 0.93 | 0.83 | 0.93 | 0.89 | 0.94 | 0.91 | 0.94 |
| 200 | 50 | 0.86 | 0.93 | 0.85 | 0.93 | 0.91 | 0.93 | 0.89 | 0.93 |
| 50 | 100 | 0.83 | 0.95 | 0.81 | 0.95 | 0.90 | 0.95 | 0.93 | 0.94 |
| 50 | 200 | 0.65 | 0.94 | 0.63 | 0.94 | 0.69 | 0.94 | 0.95 | 0.95 |
| 200 | 100 | 0.89 | 0.94 | 0.87 | 0.94 | 0.92 | 0.94 | 0.94 | 0.93 |
| 100 | 200 | 0.83 | 0.95 | 0.80 | 0.95 | 0.90 | 0.96 | 0.94 | 0.95 |
| 200 | 200 | 0.85 | 0.95 | 0.83 | 0.95 | 0.93 | 0.95 | 0.94 | 0.95 |
| 100 | 400 | 0.80 | 0.95 | 0.77 | 0.95 | 0.93 | 0.96 | 0.94 | 0.95 |

(vi) $\frac{1}{T} \sum_{t=1}^{T}\left(\widetilde{F}_{t}-H F_{t}\right) \varepsilon_{t+h}=O_{p}\left(\delta_{N T}^{-2}\right)$.

PROOF: See the working version of this paper.
Q.E.D.

Proof of Theorem 1: Adding and subtracting terms, the model can be written as

$$
\begin{aligned}
y_{t+h} & =\alpha^{\prime} F_{t}+\beta^{\prime} W_{t}+\varepsilon_{t+h} \\
& =\alpha^{\prime} H^{-1} \widetilde{F}_{t}+\beta^{\prime} W_{t}+\varepsilon_{t+h}+\alpha^{\prime} H^{-1}\left(H F_{t}-\widetilde{F}_{t}\right) \\
& =\widehat{z}_{t}^{\prime} \delta+\varepsilon_{t+h}+\alpha^{\prime} H^{-1}\left(H F_{t}-\widetilde{F}_{t}\right) .
\end{aligned}
$$

In matrix notation, $Y=\widehat{z} \delta+\varepsilon+\left(F H^{\prime}-\widetilde{F}\right) H^{-1} \alpha$, where $Y=\left(y_{h+1}, \ldots, y_{T}\right)^{\prime}$, $\varepsilon=\left(\varepsilon_{h+1}, \ldots, \varepsilon_{T}\right)^{\prime}$, and $\widehat{z}=\left(\widehat{z}_{1}, \ldots, \widehat{z}_{T-h}\right)^{\prime}$. The ordinary least squares estimator is $\widehat{\delta}=\left(\widehat{z}^{\prime} \widehat{z}\right)^{-1} \widehat{z}^{\prime} Y$. Thus,

$$
\widehat{\delta}-\delta=\left(\widehat{z}^{\prime} \widehat{z}\right)^{-1} \widehat{z}^{\prime} \varepsilon+\left(\widehat{z}^{\prime} \widehat{z}\right)^{-1} \widehat{z}^{\prime}\left(F H^{\prime}-\widetilde{F}\right) H^{-1} \alpha
$$

or

$$
\begin{aligned}
& \sqrt{T}(\widehat{\delta}-\delta) \\
& \quad=\left(T^{-1} \widehat{z}^{\prime} \widehat{z}\right)^{-1} T^{-1 / 2} \widehat{z}^{\prime} \varepsilon+\left(T^{-1} \widehat{z}^{\prime} \widehat{z}\right)^{-1}\left[T^{-1 / 2} \widehat{z}^{\prime}\left(F H^{\prime}-\widetilde{F}\right)\right] H^{-1} \alpha
\end{aligned}
$$

The second term on the right is $o_{p}(1)$ because $T^{-1 / 2} \widehat{z}^{\prime}\left(F H^{\prime}-\widetilde{F}\right)=O_{p}\left(T^{1 / 2} /\right.$ $\min (N, T))=o_{p}(1)$ when $\sqrt{T} / N \rightarrow 0$, by Lemma A.1. For the first term, $T^{-1 / 2} \widehat{z}^{\prime} \varepsilon=T^{-1 / 2}\left(\varepsilon^{\prime} \widetilde{F}, \varepsilon^{\prime} W\right)^{\prime}$. Now $T^{-1 / 2} \widetilde{F}^{\prime} \varepsilon=T^{-1 / 2} H F^{\prime} \varepsilon+T^{-1 / 2}\left(\widetilde{F}-F H^{\prime}\right)^{\prime} \varepsilon$, where the second term is $o_{p}(1)$ when $\sqrt{T} / N \rightarrow 0$ by Lemma A.1. Thus, $T^{-1 / 2} \widehat{z}^{\prime} \varepsilon=T^{-1 / 2}\left(\varepsilon^{\prime} F H^{\prime}, \varepsilon^{\prime} W\right)^{\prime}+o_{p}(1)=T^{-1 / 2} \Phi z^{\prime} \varepsilon+o_{p}(1)$, where $\Phi=$ $\operatorname{diag}(H, I)$ is a block diagonal matrix. Thus,

$$
\begin{align*}
\sqrt{T}(\widehat{\delta}-\delta) & =\left(T^{-1} \widehat{z}^{\prime} \widehat{z}\right)^{-1} T^{-1 / 2} \widehat{z}^{\prime} \varepsilon+o_{p}(1)  \tag{A.1}\\
& =\left(T^{-1} \widehat{z}^{\prime} \widehat{z}\right)^{-1} \Phi T^{-1 / 2} z^{\prime} \varepsilon+o_{p}(1)
\end{align*}
$$

Since $z^{\prime} \varepsilon / \sqrt{T} \xrightarrow{d} N\left(0, \Sigma_{z z, \varepsilon}\right)$ by Assumption E.2, the above is asymptotically normal. The asymptotic variance matrix is the probability limit of
(A.2) $\quad\left(\frac{\widehat{z}^{\prime} \widehat{z}}{T}\right)^{-1} \Phi\left(\frac{1}{T} \sum_{t=1}^{T} \varepsilon_{t+h}^{2} z_{t} z_{t}^{\prime}\right) \Phi^{\prime}\left(\frac{\widehat{z}^{\prime} \widehat{z}}{T}\right)^{-1}, \quad$ where $\quad \Phi=\left[\begin{array}{cc}H & 0 \\ 0 & I\end{array}\right]$.

Define $H_{0}=\operatorname{plim} H=V^{-1} Q \Sigma_{\Lambda}$ and $\Phi_{0}=\operatorname{plim} \Phi=\operatorname{diag}\left(H_{0}, I\right)$. Now $T^{-1} \widehat{z}^{\prime} \widehat{z}=$ $\Phi\left(T^{-1} z^{\prime} z\right) \Phi^{\prime}+o_{p}(1) \xrightarrow{p} \Phi_{0} \Sigma_{z z} \Phi_{0}^{\prime}$. The limiting variance or the limit of (A.2)
is

$$
\begin{aligned}
\Sigma_{\delta} & =\left(\Phi_{0} \Sigma_{z z} \Phi_{0}^{\prime}\right)^{-1}\left(\Phi_{0} \Sigma_{z z, \varepsilon} \Phi_{0}^{\prime}\right)\left(\Phi_{0} \Sigma_{z z} \Phi_{0}^{\prime}\right)^{-1} \\
& =\Phi_{0}^{\prime-1} \Sigma_{z z}^{-1} \Sigma_{z z, \varepsilon} \Sigma_{z z}^{-1} \Phi_{0}^{-1}
\end{aligned}
$$

Since $H F_{t}=\widetilde{F}_{t}+o_{p}(1)$ and $z_{t}=\left(F_{t}^{\prime}, W_{t}^{\prime}\right)^{\prime}$, we have $\Phi\left(\frac{1}{T} \sum_{t=1}^{T} \varepsilon_{t+h}^{2} z_{t} z_{t}^{\prime}\right) \Phi^{\prime}=$ $\left(\frac{1}{T} \sum_{t=1}^{T} \widehat{\varepsilon}_{t+h}^{2} \widehat{z}_{t} \widehat{z}_{t}^{\prime}\right)+o_{p}(1)$. Therefore, $\widehat{\operatorname{Avar}(\widehat{\delta})}=\left(T^{-1} \widehat{z}^{\prime} \widehat{z}\right)^{-1}\left(T^{-1} \sum_{t=1}^{T} \widehat{\varepsilon}_{t+h}^{2} \times\right.$ $\left.\widehat{z}_{t} \widehat{z}_{t}^{\prime}\right)\left(T^{-1} \widehat{z}^{\prime} \widehat{z}\right)^{-1}$ is a consistent estimator for $\Sigma_{\delta}$. This completes the proof of Theorem 1.

PROOF OF THEOREM 2: Without loss of generality, consider a FAVAR(1). For $\operatorname{FAVAR}(1), Y_{t}$ and $z_{t}$ coincide, i.e., $Y_{t}=z_{t}=\left(y_{t}^{\prime}, F_{t}^{\prime}\right)^{\prime}$. The infeasible FAVAR is $z_{t+1}=A z_{t}+\varepsilon_{t+1}$ or

$$
\binom{y_{t+1}}{F_{t+1}}=\left(\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right)\binom{y_{t}}{F_{t}}+\binom{\varepsilon_{1 t+1}}{\varepsilon_{2 t+1}} .
$$

Left multiplying the second block equations by $H$, and then adding and subtracting terms, the FAVAR expressed in terms of $\widetilde{F}_{t}$ is

$$
\begin{aligned}
\binom{y_{t+1}}{\widetilde{F}_{t+1}}= & \left(\begin{array}{ll}
b_{11} & b_{12} \\
b_{21} & b_{22}
\end{array}\right)\binom{y_{t}}{\widetilde{F}_{t}}+\binom{\varepsilon_{1 t+1}}{H \varepsilon_{2 t+1}} \\
& +\binom{-b_{12}\left(H F_{t}-\widetilde{F}_{t}\right)}{b_{21}\left(H F_{t}-\widetilde{F}_{t}\right)}+\binom{0_{q \times 1}}{-\left(H F_{t+1}-\widetilde{F}_{t+1}\right)} \\
= & \left(\begin{array}{ll}
b_{11} & b_{12} \\
b_{21} & b_{22}
\end{array}\right)\binom{y_{t}}{\widetilde{F}_{t}}+u_{t+1}^{1}+u_{t+1}^{2}+u_{t+1}^{3},
\end{aligned}
$$

where $b_{11}=a_{11}, b_{12}=a_{12} H^{-1}, b_{21}=H a_{21}$, and $b_{22}=H a_{22} H^{-1}$. Let $\widehat{z}_{t}=\left(y_{t}^{\prime}, \widetilde{F}_{t}^{\prime}\right)^{\prime}$ and $\widehat{z}=\left(\widehat{z}_{1}^{\prime}, \ldots, \widehat{z}_{T}^{\prime}\right)^{\prime}$. The $j$ th equation is $\widehat{z}_{j t+1}=\delta_{j}^{\prime} \widehat{z}_{t}+u_{j t+1}^{1}+u_{j t+1}^{2}+u_{j t+1}^{3}$. Thus,

$$
\begin{aligned}
\sqrt{T}\left(\widehat{\delta}_{j}-\delta_{j}\right) & =\left(T^{-1} \widehat{z}^{\prime} \widehat{z}\right)^{-1} T^{-1 / 2} \widehat{z}^{\prime}\left(u_{j}^{1}+u_{j}^{2}+u_{j}^{3}\right) \\
& =\left(T^{-1} \widehat{z}^{\prime} \widehat{z}\right)^{-1} T^{-1 / 2} \widehat{z}^{\prime} u_{j}^{1}+o_{p}(1)
\end{aligned}
$$

where the second equality follows, by Lemma A.1, from $T^{-1 / 2} \widehat{z}^{\prime} u_{j}^{2}=O_{p}(\sqrt{T} /$ $\min [N, T])$ and $T^{-1 / 2} \widehat{z}^{\prime} u_{j}^{3}=O_{p}(\sqrt{T} / \min [N, T])$. Now $T^{-1 / 2} \widehat{z}^{\prime} u_{j}^{1}=T^{-1 / 2} \times$ $\sum_{t=1}^{T} \widehat{z}_{t} u_{j t+1}^{1}$. For $j \leq q, u_{j, t+1}^{1}$ is the $j$ th component of $\varepsilon_{1 t+1}$. This case is treated in (A.1) and the limiting variance is, compare with (3) and (A.2),
(A.3) $\quad \operatorname{plim}\left(\frac{1}{T} \sum_{t=1}^{T} \widehat{z}_{t} \widehat{z}_{t}^{\prime}\right)^{-1}\left(\frac{1}{T} \sum_{t=1}^{T}\left(u_{j t+1}^{1}\right)^{2} \widehat{z}_{t} \widehat{z}_{t}^{\prime}\right)\left(\frac{1}{T} \sum_{t=1}^{T} \widehat{z}_{t} \widehat{z}_{t}^{\prime}\right)^{-1}$,
which can be consistently estimated upon replacing $u_{j t+1}^{1}$ by $\widehat{u}_{j t+1}^{1}=Y_{j t+1}-\widehat{\delta}_{j}^{\prime} \widehat{z}_{t}$.
For $j=q+1, \ldots, q+r, u_{j t+1}^{1}$ is the $k$ th component $(k=j-q)$ of $H \varepsilon_{2 t+1}$, which can be written as $\iota_{k}^{\prime} H \varepsilon_{2 t+1}$, where $\iota_{k}$ is a vector of 0 's with the $k$ th element being 1 . Note that $\iota_{k}^{\prime} H \varepsilon_{2 t+1}$ is a linear combination of the components of $\varepsilon_{2 \varepsilon}$. The analysis of (A.1) in the previous proof implies that the limiting variance is given by (A.3) with $u_{j t+1}^{1}=\iota_{k}^{\prime} H \varepsilon_{2 t+1}$. Again, replacing $u_{j t+1}^{1}$ by $\widehat{u}_{j t+1}^{1}$ gives the same limiting variance.
Q.E.D.

Proof of Theorem 3: Begin by rewriting

$$
\begin{aligned}
& \widehat{y}_{T+h \mid T}-y_{T+h \mid T} \\
& \quad=\widehat{\alpha}^{\prime} \widetilde{F}_{T}+\widehat{\beta}^{\prime} W_{T}-\alpha^{\prime} F_{T}-\beta^{\prime} W_{T} \\
& \quad=\left(\widehat{\alpha}-H^{-1 \prime} \alpha\right)^{\prime} \widetilde{F}_{T}+\alpha^{\prime} H^{-1}\left(\widetilde{F}_{T}-H F_{T}\right)+(\widehat{\beta}-\beta)^{\prime} W_{T} \\
& \quad=\widehat{z}_{T}^{\prime}(\widehat{\delta}-\delta)+\alpha^{\prime} H^{-1}\left(\widetilde{F}_{T}-H F_{T}\right) \\
& \quad=T^{-1 / 2} \widehat{z}_{T}^{\prime}[\sqrt{T}(\widehat{\delta}-\delta)]+N^{-1 / 2} \alpha^{\prime} H^{-1}\left[\sqrt{N}\left(\widetilde{F}_{T}-H F_{T}\right)\right] .
\end{aligned}
$$

Both $\sqrt{T}(\widehat{\delta}-\delta)$ and $\sqrt{N}\left(\widetilde{F}_{T}-H F_{T}\right)$ are asymptotically normal. They are also asymptotically independent because the limit of $\sqrt{T}(\widehat{\delta}-\delta)$ is determined by $\left(\varepsilon_{1}, \ldots, \varepsilon_{T}\right)$ and that of $\sqrt{N}\left(\widetilde{F}_{T}-H F_{T}\right)$ is determined by $e_{i T}$ for $i=1,2, \ldots, N$. Noting that $T^{-1 / 2}\left(\widehat{z}_{T}-z_{T}\right)=o_{p}(1)$, an estimate for the variance of $T^{-1 / 2} z_{T}^{\prime} \sqrt{T}(\widehat{\delta}-\delta)$ is $\frac{1}{T} z_{T}^{\prime} A \operatorname{arar}(\widehat{\delta}) z_{T}$, which in turn is estimated by $\frac{1}{T} \widehat{z}_{T} \operatorname{Avar}(\widehat{\delta}) \widehat{z}_{T}$. Similarly, an estimate for the variance of the second term is $\frac{1}{N} \alpha^{\prime} H^{-1} \operatorname{Avar}\left(\widetilde{F}_{T}\right) H^{-1} \alpha$, which is in turn estimated by $\frac{1}{N} \widehat{\alpha}^{\prime} \operatorname{Avar}\left(\widetilde{F}_{T}\right) \widehat{\alpha}$. Due to asymptotic independence, an estimate for the forecasting error variance is $\operatorname{var}\left(\widehat{y}_{T+h \mid T}\right)=\frac{1}{T} \widehat{z}_{T}^{\prime} \operatorname{Avar}(\widehat{\delta}) \widehat{z}_{T}+\frac{1}{N} \widehat{\alpha}^{\prime} \operatorname{Avar}\left(\widetilde{F}_{T}\right) \widehat{\alpha}$; thus, $\left(\widehat{y}_{T+h \mid T}-\right.$ $\left.y_{T+h \mid T}\right) / \operatorname{var}\left(\widehat{y}_{T+h \mid T}\right)^{1 / 2} \xrightarrow{d} N(0,1)$.
Q.E.D.

The proof of the following lemma is in the working version of this paper.
LEMMA A.2: There exists (i) $\frac{1}{n} \sum_{j=1}^{n}\left(H^{-1 \prime} \lambda_{i}-\widetilde{\lambda}_{i}\right) \lambda_{i}^{\prime}=O_{p}\left((n T)^{-1 / 2}\right)+$ $O_{p}\left(\min [N, T]^{-1}\right)$. (ii) The $r \times r$ matrix $\frac{1}{T} \sum_{t=1}^{T}\left[\left(H F_{t}-\widetilde{F}_{t}\right)\left(\sum_{i=1}^{n} \lambda_{i}^{\prime} e_{i t}\right)\right]=$ $O_{p}\left(\frac{n}{\min [N, T]}\right)$.

Proof of Theorem 4: Let $\sigma_{i j}=E\left(e_{i t} e_{j t}\right)$ and $\widetilde{\sigma}_{i j}=\frac{1}{T} \sum_{t=1}^{T} \widetilde{e}_{i t} \tilde{e}_{j t}$. Let $\Gamma_{n}=$ $\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} \sigma_{i j} \lambda_{i} \lambda_{j}^{\prime}$. The limit of $\Gamma_{n}$ exists by Assumption C. By definition,

$$
\Gamma=\lim _{n \rightarrow \infty} \Gamma_{n} .
$$

The proposed estimator is $\widetilde{\Gamma}=\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} \widetilde{\sigma}_{i j} \tilde{\lambda}_{i} \widetilde{\lambda}_{j}$. Also let $\bar{\Gamma}_{n}=\frac{1}{n} \times$
$\sum_{i=1}^{n} \sum_{j=1}^{n} \tilde{\sigma}_{i j} \lambda_{i} \lambda_{j}^{\prime}$. It follows that

$$
\begin{align*}
\widetilde{\Gamma} & -H^{-1} \Gamma H^{-1}  \tag{A.4}\\
& =\widetilde{\Gamma}-H^{-1} \bar{\Gamma}_{n} H^{-1}+H^{-1^{\prime}}\left(\bar{\Gamma}_{n}-\Gamma_{n}\right) H^{-1}+H^{-1 \prime}\left(\Gamma_{n}-\Gamma\right) H^{-1} .
\end{align*}
$$

The last term converges to zero since $\Gamma_{n}-\Gamma \rightarrow 0$. We will show (i) that $\bar{\Gamma}_{n}-$ $\Gamma_{n} \xrightarrow{p} 0$ if $\frac{n}{N} \rightarrow 0$ and $\frac{n}{T} \rightarrow 0$, and (ii) that $\widetilde{\Gamma}-H^{-1} \bar{\Gamma}_{n} H^{-1}=O_{p}\left(T^{-1 / 2}\right)+$ $O_{p}\left(\min [N, T]^{-1}\right)$.
(i) $\bar{\Gamma}_{n}-\Gamma_{n} \xrightarrow{p} 0$ : From $\widetilde{e}_{i t}=x_{i t}-\widetilde{c}_{i t}$ and $e_{i t}=x_{i t}-c_{i t}$, where $c_{i t}=\lambda_{i}^{\prime} F_{t}$ and $\widetilde{c}_{i t}=\widetilde{\lambda}_{i}^{\prime} \widetilde{F}_{t}$, we have $\widetilde{e}_{i t}=e_{i t}-\left(c_{i t}-\widetilde{c}_{i t}\right)$. Thus, $\widetilde{e}_{i t} \tilde{e}_{j t}=e_{i t} e_{j t}-e_{i t}\left(c_{j t}-\widetilde{c}_{j t}\right)-$ $e_{j t}\left(c_{i t}-\widetilde{c}_{i t}\right)+\left(c_{i t}-\widetilde{c}_{i t}\right)\left(c_{j t}-\widetilde{c}_{j t}\right)$ and

$$
\begin{aligned}
\bar{\Gamma}_{n}-\Gamma_{n}= & \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1}{T} \sum_{t=1}^{T}\left(e_{i t} e_{j t}-\sigma_{i j}\right) \lambda_{i} \lambda_{j}^{\prime} \\
& -\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1}{T} \sum_{t=1}^{T} e_{i t}\left(c_{j t}-\widetilde{c}_{j t}\right) \lambda_{i} \lambda_{j}^{\prime} \\
& -\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1}{T} \sum_{t=1}^{T} e_{j t}\left(c_{i t}-\widetilde{c}_{i t}\right) \lambda_{i} \lambda_{j}^{\prime} \\
& +\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1}{T} \sum_{t=1}^{T}\left(c_{i t}-\widetilde{c}_{i t}\right)\left(c_{j t}-\widetilde{c}_{j t}\right) \lambda_{i} \lambda_{j}^{\prime} \\
= & I+I I+I I I+I V
\end{aligned}
$$

As shown in the working version of this paper, the first term is $O_{p}\left(T^{-1 / 2}\right)$, and the second and third terms are zero if $\sqrt{n} / T \rightarrow 0$. These three terms are dominated by $I V$, whose norm can be rewritten as

$$
\begin{aligned}
& \left\|\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1}{T} \sum_{t=1}^{T}\left(c_{i t}-\widetilde{c}_{i t}\right)\left(c_{j t}-\widetilde{c}_{j t}\right) \lambda_{i} \lambda_{j}^{\prime}\right\| \\
& \quad=\frac{1}{T} \sum_{t=1}^{T}\left\|\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(c_{i t}-\widetilde{c}_{i t}\right) \lambda_{i}\right\|^{2}
\end{aligned}
$$

Using $c_{i t}-\widetilde{c}_{i t}=\left(H^{-1} \lambda_{i}-\widetilde{\lambda}_{i}\right)^{\prime} \widetilde{F}_{t}+\lambda_{i}^{\prime} H^{-1}\left(H F_{t}-\widetilde{F}_{t}\right)$, we have

$$
\begin{aligned}
& \frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(c_{i t}-\widetilde{c}_{i t}\right) \lambda_{i} \\
& \quad=\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(H^{-1 /} \lambda_{i}-\widetilde{\lambda}_{i}\right)^{\prime} \widetilde{F}_{t} \lambda_{i}+\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \lambda_{i}^{\prime} H^{-1}\left(H F_{t}-\widetilde{F}_{t}\right) \lambda_{i}
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\|\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(c_{i t}-\widetilde{c}_{i t}\right) \lambda_{i}\right\|^{2} \\
& \leq 2\left\|\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \lambda_{i}\left(H^{-1} \lambda_{i}-\widetilde{\lambda}_{i}\right)^{\prime}\right\|^{2}\left\|\widetilde{F}_{t}\right\|^{2} \\
& \quad+2\left\|H^{-1}\right\|^{2}\left(\frac{1}{n} \sum_{i=1}^{n}\left\|\lambda_{i}\right\|^{2}\right)^{2} \cdot n \cdot\left\|F_{t}-H F_{t}\right\|^{2},
\end{aligned}
$$

where the inequality follows from $(a+b)^{2} \leq 2 a^{2}+2 b^{2}$. Summing over $t$ and dividing by $T$,

$$
\begin{aligned}
I V \leq & 2\left(\frac{1}{T} \sum_{t=1}^{T}\left\|\widetilde{F}_{t}\right\|^{2}\right)\left\|\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \lambda_{i}\left(H^{-1^{\prime}} \lambda_{i}-\widetilde{\lambda}_{i}\right)^{\prime}\right\|^{2} \\
& +2\left\|H^{-1}\right\|^{2}\left(\frac{1}{n} \sum_{i=1}^{n}\left\|\lambda_{i}\right\|^{2}\right)^{2} \cdot n \cdot \frac{1}{T} \sum_{t=1}^{T}\left\|H F_{t}-\widetilde{F}_{t}\right\|^{2} \\
= & a+b .
\end{aligned}
$$

By Lemma A.2(i), $a \rightarrow 0$ if $\sqrt{n} / T \rightarrow 0$, and $b=O_{p}(n) O_{p}\left(\min [N, T]^{-1}\right) \rightarrow 0$ if $\frac{n}{T} \rightarrow 0$ and $\frac{n}{N} \rightarrow 0$.
The proof of part (ii) is similar and can be found in the working version of this paper.
Q.E.D.
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