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SUMMARY

We develop Bayesian predictive stacking for geostatistical models. Our approach builds an
augmented Bayesian linear regression framework that subsumes the realisations of the spatial
random field and delivers exact analytically tractable posterior inference conditional upon certain
spatial process parameters. We subsequently combine such inference by stacking these individual
models across the range of values of the hyper-parameters. We devise stacking of means and
posterior densities in a manner that is computationally efficient without the need of iterative
algorithms such as Markov chain Monte Carlo (MCMC) and can exploit the benefits of parallel
computations. We offer novel theoretical insights into the resulting inference within an infill
asymptotic paradigm and through empirical results showing that stacked inference is comparable
to full sampling-based Bayesian inference at a significantly lower computational cost.
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1. INTRODUCTION

Geostatistics (Cressie, 1993; Chilés & Delfiner, 1999; Zimmerman & Stein, 2010; Banerjee,
2019) refers to the study of a spatially distributed variable of interest, which in theory is de-
fined at every point over a bounded study region of interest. Customary geostatistical modelling
proceeds from a latent stochastic process over space that specifies the probability law for the
point-referenced measurements on the variable as a partial realisation of the process over a finite
set of locations. Inference is sought for the underlying spatial process posited to be generating
the data, which is subsequently used for spatial predictions over the domain (“kriging” Stein,
1999) to better understand the scientific phenomenon under study. The spatial process, is often
assumed to be stationary and empirically estimated from measurements at sampled locations us-
ing the “variogram” and characterised by parameters representing the sill, the nugget, the range
and, possibly, the smoothness of the process. We collectively refer to these as process parameters.
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Formal likelihood-based inference for this process is, however, thwarted by the absence of
classical consistent estimators of the process parameters in a customarily preferred infill asymp-
totic paradigm (see, e.g., Stein, 1999; Zhang, 2004; Zhang & Zimmerman, 2005; Kaufman &
Shaby, 2013; Tang et al., 2021). Bayesian inference for geostatistical processes (Handcock &
Stein, 1993; Berger et al., 2001; Banerjee et al., 2014; Li et al., 2023), while not relying upon
asymptotic inference, is also not entirely straightforward. Specifically, irrespective of how many
spatial locations yield measurements, the likelihood does not mitigate the effect of the prior dis-
tributions on the inference. This is undesirable since proper prior elicitation for spatial process
parameters is challenging. Objective priors for spatial process models have also been pursued,
but interpreting such information in practice and their implications in scientific contexts are not
uncontroversial. The related question of how effectively (or poorly) the realised data can identify
these process parameters (in an exact sense from finite samples) has also been the subject of
commentary (see, e.g., Hodges, 2013; Bose et al., 2018; De Oliveira & Han, 2022).

The aforementioned, rather substantial, literature has focused extensively on inference for
geostatistical parameters and their sensitivity to modelling assumptions from diverse perspec-
tives. It is, therefore, not unreasonable to pursue methods that will yield robust inference for
the spatial process and for spatial predictions of the outcome at arbitrary points (“kriging”) while
circumventing inference on the weakly identified parameters. Instead of seeking families of prior
distributions for such parameters, recent efforts at computationally efficient algorithms for geo-
statistical models have proposed multi-fold cross-validation methods (Finley et al., 2019) to fix
the values of weakly identified parameters. However, the metrics for ascertaining optimal val-
ues of such parameters are somewhat arbitrary and may not offer robust inference. Instead, our
current contribution develops Bayesian predictive stacking of geostatistical models.

Stacking is a model averaging procedure for generating predictions (Wolpert, 1992; Breiman,
1996a; Clyde & Iversen, 2013). Stacking methods and algorithms in diverse data analytic appli-
cations are rapidly evolving and a comprehensive review is beyond the scope of this manuscript.
Significant developments of stacking methodology in Bayesian analysis have been achieved in
recent years (Le & Clarke, 2017; Yao et al., 2018, 2020, 2021), but, to the best of our knowledge,
developments in the context of spatial data analysis are lacking. Stacking can be regarded as an
alternative to Bayesian model averaging (Madigan et al., 1996; Hoeting et al., 1999). Assume
that there are G candidate modelsM = {M1, . . . ,MG}. Following Bernardo & Smith (1994),
Bayesian model comparison customarily considers three settings: (i)M-closed where a true data
generating model exists and is included inM; (ii)M-complete where a true model exists but
is not included in M; and (iii) M-open where we do not assume the existence of a true data
generating model. While Bayesian model averaging is often the preferred solution in the first
setting, predictive stacking has advantages in theM-complete andM-open settings. Given the
complex nature of spatial dependence, the M-closed assumption is rarely tenable in practical
geostatistics and we prefer stacking to model averaging.

Much of the theoretical properties of conventional stacking rely upon properties of exchange-
able models that are not enjoyed by geostatistical models. Inferential behaviour of posterior
distributions is, therefore, studied within an infill asymptotic paradigm. We absorb spatial pro-
cess realisations into a convenient augmented Bayesian linear regression framework (Section 2).
We offer some novel theoretical insights into the consistency of the posterior and posterior pre-
dictive distributions. Each model Mg ∈M is indexed according to fixed values of certain spa-
tial covariance parameters so that the exact posterior distribution is analytically tractable. Sec-
tion 3 develops geostatistical predictive stacking by combining the exact inference across the G
models in M. We develop (i) stacking of means, which combines posterior predictive means,
Eg(ỹ(s0) | yobs,Mg), from each of the G models; and (ii) stacking of posterior predictive den-
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sities (Yao et al., 2018), which combines posterior predictive densities p(ỹ(s0) | yobs,Mg) for
g = 1, 2, . . . , G, where ỹ(s0) is the random variable denoting model predictions of the outcome
at an arbitrary point s0 and yobs denotes the observed data on the outcome. We obtain exact
Bayesian inference by exploiting exact distribution theory and avoiding iterative algorithms such
as Markov chain Monte Carlo (MCMC). These methods are evaluated theoretically as well as
empirically through simulation experiments (Section 4) demonstrating that stacked inference is
comparable to full Bayesian inference using MCMC at significantly less computational expense.
An illustrative data analysis is presented in Section 5 to further corroborate results seen in the
simulations. We conclude with some discussions and pointers to future work in Section 6.

2. BAYESIAN HIERARCHICAL SPATIAL PROCESS MODELS

2.1. Conjugate Bayesian spatial model
We explore a regression model for a spatially indexed outcome y(s) at a location s in a

bounded region D ⊂ Rd,

y(s) = x(s)Tβ + z(s) + ε(s), (2.1)

where x(s) is a p× 1 vector of spatially referenced predictors, β is a p× 1 vector of slopes
measuring the trend, z(s) ∼ GP(0, σ2Rφ(·, ·)) is a zero-centred spatial Gaussian process on Rd
with spatial correlation function Rφ(·, ·) depending on spatial range parameter φ, and σ2 is a
scale (spatial variance) parameter. The white noise process ε(s) ∼ N (0, τ2) with variance τ2

captures measurement error.
Let χ = {s1, . . . , sn} be a set of n spatial locations, each si ∈ D, yielding measurements

y = (y(s1), . . . , y(sn))T with known values of predictors at these locations collected in the n× p
matrix X = (x(s1), · · · , x(sn))T. We also define the finite-dimensional realisation of the spatial
process as z = (z(s1), . . . , z(sn))T, and let Rφ(χ) = (Rφ(si, sj))1≤i,j≤n be the n× n spatial
correlation matrix constructed from the correlation function. A customary Bayesian hierarchical
model is constructed as

y | z, β, σ2 ∼ N (Xβ + z, δ2σ2In), z |σ2 ∼ N (0, σ2Rφ(χ))

β |σ2 ∼ N (µβ, σ
2Vβ), σ2 ∼ IG(aσ, bσ),

(2.2)

where we fix the spatial correlation parameters φ and the noise-to-spatial variance ratio δ2 := τ2

σ2 ,
and µβ , Vβ , aσ, and bσ are fixed hyper-parameters specifying the prior distributions for β and
σ2. This ensures closed-form conjugate marginal posterior and posterior predictive distributions
(Finley et al., 2019; Banerjee, 2020). In order to harness familiar results from conjugate Bayesian
linear regression, we cast the spatial model in (2.2) into an augmented linear system: y

µβ
0


︸ ︷︷ ︸

y∗

=

X In
Ip 0
0 In


︸ ︷︷ ︸

X∗

(
β
z

)
︸︷︷ ︸
γ

+

η1η2
η3


︸ ︷︷ ︸

η

, (2.3)

where η ∼ N (0, σ2Vy∗), V∗ =

δ2In 0 0
0 Vβ 0
0 0 Rφ(χ)

 and p(γ, σ2) ∝ IG(σ | aσ, bσ).
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LEMMA 1. The posterior distribution of (γ, σ2) from (2.2) is

p(γ, σ2 | y) = IG(σ2 | a∗σ, b∗σ)︸ ︷︷ ︸
p(σ2 | y)

×N (γ | γ̂, σ2M∗)︸ ︷︷ ︸
p(γ |σ2,y)

, (2.4)

where a∗σ = aσ + n/2, b∗σ = bσ + 1
2(y∗ −X∗γ̂)TV −1∗ (y∗ −X∗γ̂), M−1∗ = XT

∗ V
−1
∗ X∗ and γ̂ =

M∗X
T
∗ V
−1
∗ y∗. The posterior distribution p(γ | y) is a multivariate Student’s t with degrees of

freedom 2a∗σ, location γ̂ and scale matrix (b∗σ/a
∗
σ)M∗.

Proof. The proof follows from a straightforward adaptation of familiar results from the
Normal-Gamma family of distributions (see (Murphy, 2015) and Section 3.1 in (Banerjee, 2020))
to the setting in (2.3). �

Furthermore, let χ̃ = {s̃1, . . . , s̃m} be a set of m unknown points in D, z̃ and ỹ be the m× 1
vectors with elements z(s̃i) and y(s̃i) for i = 1, 2, . . . ,m. Let X̃ = (x(s̃1), . . . , x(s̃m))T be the
m× p matrix that carries the values of predictors at χ̃ and let Jφ(χ̃) = (Rφ(s, s′)){s∈χ,s′∈χ̃}
Then, spatial predictive inference follows from the posterior distribution

p(z̃, ỹ | y) =

∫
p(ỹ | z̃, β, σ2)p(z̃ | z, σ2)p(γ, σ2 | y) dγ dσ2 , (2.5)

which is again a multivariate t distribution with degrees of freedom 2a∗σ, location µ̃ and scale
matrix (b∗σ/a

∗
σ)M̃ where

µ̃ = Wγ̂ , M̃ = WM∗W
T +M2 , M1 = Im − JT

φ (χ̃)R−1φ (χ)Jφ(χ̃) ,

W =

[
0 −JT

φ (χ̃)R−1φ (χ)

X̃ −JT
φ (χ̃)R−1φ (χ)

]
, M−12 =

[
1
δ2
Im +M−11 − 1

δ2
Im

− 1
δ2
Im

1
δ2
Im

]
.

Specifically, the predictive distributions p(z(s0) | y) and p(y(s0) | y) are also available in an-
alytic form as non-central t distributions for any single point s0 ∈ D. Bayesian inference can
proceed from exact posterior samples obtained from (2.4) as follows. We first draw values of
σ2 ∼ IG(a∗σ, b

∗
σ) followed by a single draw of γ ∼ N(γ̂, σ2M∗) for each drawn value of σ2.

This yields samples {γ, σ2} from (2.4). Predictive inference for the latent process z(s0) and the
outcome y(s0) is obtained by sampling from (2.5) by drawing a value of z̃ ∼ N(µz(γ), σ2Vz|·)

with µz(γ) := JT
φ (χ̃)Rφ(χ)−1z and Vz|· := Rφ(χ̃)− JT

φ (χ̃)Rφ(χ)−1Jφ(χ̃) for each value of
{γ, σ2} drawn above (see Section 3.4 in Banerjee (2020)), then drawing a value of ỹ ∼
N(X̃β + z̃, σ2δ2Im) for each drawn value of β (extracted from γ), σ2 and z̃.

This tractability is only possible if the range decay φ and the noise-to-spatial variance ratio
δ2 are fixed. While the data can inform about these parameters, they are inconsistently estimable
(Zhang, 2004) often resulting in poorer convergence. Alternate approaches using K-fold cross-
validation have been explored with limited success (Finley et al., 2019). Therefore, our approach
will conduct the exact inference using (2.4) and (2.5) and stack the inference over the different
fixed values of {φ, δ2}. Next, we investigate the concentration of the posteriors and the effect of
incorrectly specified hyperparameters on the posterior inference.
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2.2. Posterior inference for spatial process models
Let Lβ be the Cholesky decomposition of Vβ such that Vβ = LβL

T
β , and Lφ a non-singular

square matrix such that Rφ(χ)−1 = LT
φLφ. The linear model (2.3) can be rewritten as 1

δy
L−1β µβ

0


︸ ︷︷ ︸

y†

=

 1
δX

1
δ In

L−1β 0

0 Lφ


︸ ︷︷ ︸

X†

(
β
z

)
︸︷︷ ︸
γ

+

η†,1η†,2
η†,3


︸ ︷︷ ︸

η†

, (2.6)

where η† ∼ N (0, σ2I2n+p). To explore posterior concentrations within an in-fill paradigm,
where we assume a fixed size of our spatial domain D and an increasing number of spatial
locations inside D, we will use the concept of equivalence of probability measures.

Assumption 1 (Equivalence). Let P0 be the probability distribution of the process y(s) de-
fined by the model (2.1) with true parameter values {β0, σ20, φ0, τ20 }. For each φ > 0, there is
σ′2 > 0 such that the probability distribution of the process y(s) defined by the model (2.1) with
parameter values {β0, σ′2, φ, τ20 } is equivalent to P0.

Note that the above Assumption holds when the latent process z(s) follows a Matérn
model in dimension d ∈ {1, 2, 3}, which we provide more details in Section 2.3. In this case,
the probability distribution of the process y(s) defined by the model (2.1) with parameters{
β0,

σ2
0φ

2ν
0

φ2ν
, φ, τ20

}
, with ν a smoothness parameter of the Matérn model, is equivalent to P0 (see

e.g. Tang et al. (2021, Section 2.1)). The following theorem explores the posterior (in)consistency
of parameter inference.

THEOREM 1 (POSTERIOR INFERENCE (IN)CONSISTENCY). Let P0 be the probability mea-
sure of the model (2.1) with parameter values {β0, σ20, φ0, τ20 }, and let Assumption 1 hold.
Let H = X†(X

T
† X†)

−1XT
† be the (2n+ p)× (2n+ p) orthogonal projector onto the column

space of X† and let H =

(
H11 H12

HT
12 H22

)
be a 2× 2 partition of H so that H22 is the lower

right n× n block formed by rows and columns indexed from n+ p+ 1 to 2n+ p. Assume that
Tr(H22)/n→ α as n→∞. Then under P0,

lim
n→∞

p(σ2 | y(χn)) = δσ2
α
, (2.7)

where χn = {s1, s2, . . . , sn} is a sequence of sets of n spatial locations in the fixed domain D,

y(χn) = (y(s1), y(s2), . . . , y(sn))T, σ2α :=
τ20
δ2
α+ σ′2(1− α) and δθ denotes the Dirac mea-

sure at θ.
Proof. See Section A in the Appendix. �
Theorem 1 suggests that the posterior distribution of the scale parameter σ2 in the spatial

process does not necessarily concentrate to the true generating value. We also provide conditions
for the posterior consistency of β in the following corollary.

COROLLARY 1. Let P0 be the probability distribution of the model (2.1) with parameter val-

ues {β0, σ20, φ0, τ20 } under Assumption 1. Define U = (XT
† X†)

−1 =

(
U11 U12

UT
12 U22

)
, where U11

is p× p, B = U

(
XTX XT

X In

)
U =

(
B11 B12

B21 B22

)
, where B11 is p× p, C = U11V

−1
β U11, and

D = U12Rφ(χn)−1UT
12 and assume the following additional conditions:

Tr (U11) , Tr (B11) , Tr(C), Tr(D) −→ 0 as n→∞ . (2.8)
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Then, limn→∞ p(β | y(χn)) = δβ0 under P0, where χn and y(χn) are defined as in Theorem 1.
Proof. See Section B in the Appendix. �
Figure 1 summarises some numerical experiments to empirically explore Tr(H22)/n→ α and

(2.8) for some typical examples. The study domainD is [0, 1]2, and locations in χ are chosen uni-
formly onD. We generate data using the Matérn covariogram for z(s) (see (2.12) in Section 2.3).
We consider two types of predictors x(s). For the first type, titled “with intercept”, x(s) consists
of an constant 1 for intercept and a predictor generated by a standard normal. For the second
type, labelled “without intercept”, x(s) is composed of two predictors sampled from a standard
normal. We explore the trends of the target quantities with different hyper-parameter values in
the covariogram of z(s) and different types of x(s) as sample size increases. Figure 1 reveals
clearly that Tr(H22)/n increases as sample size increases for all examples. Since Tr(H22)/n is
bounded above by 1, the condition Tr(H22)/n→ α for some constant is likely to hold for all
examples. On the other hand, condition (2.8) is observed to be more sensitive to the choice of
x(s). It does not seem to hold for the cases when β contains an intercept. Examples on the one-
dimensional [0, 1] exhibit similar behaviour. Moreover, we prove in Theorem 3 that in the special
case where there is no trend term x(s)Tβ, and the latent process z(s) follows a Matérn model in
dimension d ∈ {1, 2, 3}, the posterior distribution of σ2 converges to the degenerate distribution
at τ2/δ2. Hence, in general, this result will be inconsistent unless the noise-to-spatial variance
ratio δ2 is fixed to be δ20 = τ20 /σ

2
0 .

Next, we consider Bayesian posterior predictive inference at a new location s0 ∈ D. Let
Zn(s0) be a random variable distributed as p(z(s0) | y(χn)) and Yn(s0) be distributed as
p(y(s0) | y(χn)). We study the prediction error E0(Zn(s0)− z(s0))2 for the latent process, and
E0(Yn(s0)− y(s0))

2 for the response variable. LetX† and y† be as in (2.6) and U is as in Corol-
lary 1. The following theorem quantifies these posterior prediction errors.

THEOREM 2 (POSTERIOR PREDICTIVE CONSISTENCY). Consider s0 ∈ D. For any given
φ > 0, denote Cov(z, z(s0) |σ2) andRφ(χn) by σ2Jφ,n andRφ,n, respectively. Let Zn(s0) have
the density p(z(s0) | y(χn)), and Yn(s0) have the density p(y(s0) | y(χn)), and let

Fn = JT
φ,nR

−1
φ,n(UnX

T
† y†)[p+1:p+n] and

Gn = 1− JT
φ,nR

−1
φ,n(Rφ,n + Un[p+1:p+n, p+1:p+n])R

−1
φ,nJφ,n,

where we use the suffix n to highlight the dependency of χn, and we remove the suffix n of X†
and y† when there is no confusion. Under the assumptions in Theorem 1, we have

E0(Zn(s0)− z(s0))2 = E1,n + E2,n + o(1), (2.9)

where E0 on the left side supports z(s0), y(χn) and the external randomisation of
p(z(s0) | y(χn)), and E1,n = E0(z(s0)− Fn)2 and E2,n = σ2αGn. Moreover, if E1,n, E2,n → 0
as n→∞, then posterior inference for the latent process is consistent in the sense that
E0(Zn(s0)− z(s0))2 → 0 as n→∞, while posterior predictive inference for y(s0) satisfies

E0(Yn(s0)− y(s0))
2 → τ20 + δ2σ2α as n→∞. (2.10)

Proof. See Section C in the Appendix. �
In the decomposition (2.9), the termE1,n arises in the deviation from the posterior mean, while

the term E2,n is from the posterior uncertainty. The conditions E1,n, E2,n → 0 is analytically
intractable in the general case. If, however, is we detrend the outcome so that x(s)Tβ = 0, then
E1,n and E2,n are simplified to inherit a rich structure under the Matérn covariance model for
the latent process z(s). In this case, we provide evidence to support the posterior predictive
consistency for the latent process in the next subsection.
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(a)

(b)

Fig. 1: The top row (a) provides plots of Tr(H22)/n when x(s) consists of an intercept only
(left), and with additional covariates (right) for different parameter values. The bottom row (b)
plots the quantities Tr (U11), Tr (B11), Tr(C), and Tr(D) with an intercept only (left) and with
covariates (right)

2.3. Conjugate Bayesian model without trend
We now consider a zero-centred spatial process for y(s) at a location s ∈ D modelled as

y(s) = z(s) + ε(s). (2.11)

Let D ⊂ Rd be a compact domain with d ∈ {1, 2, 3}. We also assume that the correlation func-
tion Rφ(·, ·) is specified by the isotropic Matérn covariogram

Rφ(s, s′) :=
(φ|s− s′|)ν

Γ(ν)2ν−1
Kν(φ|s− s′|), (2.12)

where ν > 0 is a smoothness parameter, Γ(·) is the Gamma function, and Kν(·) is the modified
Bessel function of the second kind of order ν (Abramowitz & Stegun, 1965, Section 10). It is
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known that the spectral density of the (isotropic) Matérn model without nugget is

fMatérn(u) = C
σ2φ2ν

(φ2 + u2)ν+d/2
for some C > 0. (2.13)

Fix the smoothness parameter ν > 0, call the process (2.11) the Matérn model with parameter
values {σ2, φ, τ2}. Since there is no xTβ term, the conjugate Bayesian model (2.2) simplifies to

y |σ2 ∼ N (0, σ2(Rφ(χ) + δ2In)), σ2 ∼ IG(aσ, bσ), (2.14)

and the corresponding augmented linear regression becomes(
y
0

)
︸︷︷︸
y∗

=

(
In
In

)
︸ ︷︷ ︸
x∗

z +

(
η1
η2

)
︸ ︷︷ ︸
η∗

, (2.15)

where η∗ ∼ N (0, σ2Vy∗) and Vy∗ =

(
δ2In 0

0 Rφ(χ)

)
.

The following theorem shows the posterior inconsistency of the scale σ2 under the conjugate
model (2.14).

THEOREM 3 (POSTERIOR INFERENCE FOR THE MATÉRN MODEL). Assume that the loca-
tion set χ = {s1, . . . , sn} satisfies

max
s∈D

min
1≤i≤n

|s− si| � n−
1
d . (2.16)

Let P0 be the probability distribution of the Matérn model (2.11) with the true parameter values
(σ20, φ0, τ

2
0 ). Under P0,

lim
n→∞

p(σ2 | y(χn)) = δτ20 /δ2
. (2.17)

Consequently, limn→∞ p(τ
2 | y(χn)) = δτ20

.
Proof of Theorem 3. See Section D in the Appendix. �

Note that the posterior inference of σ2 is independent of the range decay φ chosen in the con-
jugate Bayesian model (2.14). The scale σ2 is posterior inconsistent unless the noise-to-spatial
variance ratio δ2 = τ20 /σ

2
0 , while the nugget τ2 is posterior consistent.

Posterior prediction for z(·) and y(·): Recall the decomposition (2.9) for the posterior prediction
error for the latent process z(s). The following proposition simplifies the two sources of error
E1,n and E2,n, when the outcome y(s) follows a Matérn model in the presence of a nugget.

THEOREM 4 (POSTERIOR PREDICTIVE CONSISTENCY FOR THE MATÉRN MODEL). Let
s0 ∈ D. Then, we have the decomposition (2.9), where E1,n is the prediction error of the best
linear predictor for a Matérn model with parameters {σ′2, φ, τ ′2} satisfying δ2 = τ ′2

σ′2 , and

E2,n :=
τ20
δ2
[
1 + JT

φ,n

{
(In + δ−2Rφ(χn))−1 − In

}
Rφ(χn)−1Jφ,n

]
. (2.18)

Moreover, if E1,n, E2,n → 0 as n→∞, then the latent process z(s) is posterior predictive
consistent in the sense that E0(Zn(s0)− z(s0))2 → 0 as n→∞ and, hence, E0(Yn(s0)−
y(s0))

2 → 2τ20 as n→∞.
Proof. See Section E in the Appendix. �
Theorem 4 reveals that the posterior mean of the conjugate Bayesian model (2.14) is iden-

tified as the best linear predictor of any Matérn model with parameters {σ′2, φ, τ ′2} provided
τ ′2/σ′2 = δ2. This observation connects the Bayesian modelling to a frequentist approach in

Lu Zhang
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that the deviation error E1,n is viewed as the prediction error of the best linear predictor of a
Matérn model in the presence of a nugget. Next we provide evidence to support the posterior
predictive consistency for the latent process in the sense that E1,n, E2,n → 0 as n→∞.
The deviation error E1,n: It is expected that the prediction error of the best linear predictor of a
Matérn model in the presence of a nugget tends to 0 as long as the fill distance condition (2.16)
holds. However, it is hard to prove this statement in the general case. To provide some ideas, we
consider a particular one-dimensional example.

We assume without loss of generality that D = [−1, 1], and χ = {i/n, −n ≤ i ≤ n} so the
fill distance condition (2.16) is satisfied. Also let χ∞ = {i/n, −∞ < i <∞} be the infinite
evenly spaced grid. Define

ẑ := E(z(0) | y(s), s ∈ χ \ {0}) (resp. ẑ∞ := E(z(0) | y(s), s ∈ χ∞ \ {0})),

be the best linear predictor of z(0) based on the observations y(s) on χ \ {0} (resp. χ∞ \ {0}).
Note that ẑ (resp. ẑ∞) may well be computed using misspecified parameter values {φ, δ2}. Let

e := E0(z(0)− ẑ)2 (resp. e∞ := E0(z(0)− ẑ∞)2), (2.19)

be the prediction error of the best linear predictor based on the observations on the finite grid
χ \ {0} (resp. the infinite grid χ∞ \ {0}). We make the following assumption which relates e to
e∞ as n→∞.

Assumption 2 (Infinite approximation). The difference e− e∞ → 0 as n→∞.
Basically, this assumption suggests that as the grid becomes finer and finer, observations out-

side any fixed bounded interval have little impact on the prediction of z(0). However, it is not
easy to prove such a statement which is conjectured in (Stein, 1999, page 97). The plan is to
prove e∞ → 0, and by Assumption 2 it implies that e→ 0 as n→∞. This program is recorded
in the following proposition.

PROPOSITION 1 (PREDICTION ERROR FOR THE MATÉRN MODEL). Let D = [−1, 1] and
χ = {i/n, −n ≤ i ≤ n}. Under Assumption 2, we have

e −→ 0 as n→∞, (2.20)

where e is the prediction error of the best linear predictor defined as in (2.19).
Proof. See Section F in the Appendix. �

The posterior variance E2,n: The error term E2,n defined by (2.18) is also analytically in-
tractable. Here, we provide a numerical study to investigate the behaviour of E2,n when n→∞
in the general case. We first generate the location set χ by uniformly sampling n locations in
[0, 1] or [0, 1]2, then we compute E2,n for every location in χ with δ2 = 1, τ2 = 1 and different
values of φ and ν. We expand the location set χ sequentially to sets with larger sample sizes
by adding locations that are uniformly sampled in the study domain. For each expanded set χ,
we recompute the E2,n for all locations in χ. Figure 2 plots the median, the 2.5th and 97.5th
percentiles of E2,n for different sample sizes. The values of E2,n for points in a fixed domain,
shown in Figure 2, decrease rapidly as the sample size increases, although the rate diminishes
when d increases from 1 to 2. This suggests that the decreasing rate is related to dimension.

3. STACKING ALGORITHMS FOR SPATIAL MODELS

3.1. Stacking of means
The Bayes predictor for ỹ(s0) under model Mg, for each g = 1, . . . , G, is Eg(ỹ(s0) | y) =∫
ỹ(s0)p(ỹ(s0) | y,Mg)dỹ(s0), where Eg(ỹ(s0) | y) is the expectation of the posterior predictive
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(a)

(b)

Fig. 2: The median of E2,n for locations uniformly sampled on [0, 1] (a) and [0, 1]2 (b). The error
bars indicate the 97.5th and 2.5th percentiles. The sample size n ranges from 100 to 3,200 and
from 100 to 24,300 for the experiments on [0, 1] and [0, 1]2, respectively.

mean computed from Mg. Stacking methods will combine the G Bayes predictors as a weighted
average

G∑
g=1

wgEg(ỹ(s0) | y), (3.1)

where {w1, . . . , wG} are the weights for combination. Define the leave-one-out (LOO) Bayes
predictor for ỹ(si) under model Mg as

ŷg(si) = Eg(ỹ(si) | y−i,Mg) =

∫ ∫
ỹ(si)p(ỹ(si) | θ,Mg)p(θ | y−i,Mg)dθdỹ(si)

where y−i is the data without the ith observation. Stacking determines the optimal weights as

arg minw

n∑
i=1

y(si)−
G∑
g=1

wgŷg(si)

2

. (3.2)
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The following proposition studies the posterior prediction error using the stacking predictor,
where we only require that the weights be bounded.

PROPOSITION 2. Let s0 ∈ D, and w∗ := (w∗1, . . . , w
∗
G) be the stacking weights defined by

(3.2) such that |w∗g | is bounded for each 1 ≤ g ≤ G. Let the assumptions in Theorem 2 or Theo-
rem 4 hold for each model Mg. We have

E0

y(s0)−
G∑
g=1

w∗gEg(y(s0) | y)

2

→ τ20 as n→∞. (3.3)

Proof. See Section G in the Appendix. �
The following theorem shows that the stacking predictor asymptotically minimises the poste-

rior prediction error.
THEOREM 5. Let s0 ∈ D, and w∗ := (w∗1, . . . , w

∗
G) be the stacking weights defined by (3.2)

such that |w∗g | is bounded for each 1 ≤ g ≤ G. Let

E1,g,i := E0(z(si)− ŷg(si))2, 1 ≤ g ≤ G and 1 ≤ i ≤ n,

be the deviation error for the latent process z(s) by leaving the ith observation out under the
model Mg. Assume that for each 1 ≤ g ≤ G,

1

n

n∑
i=1

E1,g,i → 0 as n→∞. (3.4)

Also, if the assumptions in Theorems 2 or 4 hold for each model Mg, then as n→∞ we obtain

E0

y(s0)−
G∑
g=1

w∗gEg(y(s0) | y)

2

− E0

 1

n

n∑
i=1

y(si)−
G∑
g=1

w∗g ŷg(si)

2→ 0. (3.5)

Proof. See Section H in the Appendix. �
Equation (3.4) implies that for each modelMg the average deviation error for the latent process

goes to 0 as the sampling resolution becomes finer. This condition is consistent with the fact that
in the one-dimensional grid we typically haveE1,g,i � ∆min(2ν0,

2ν
2ν+1

) (see Proposition 1); hence
1
n

∑n
i=1E1,g,i → 0→ 0 as n→∞.

Theorem 5 holds for candidate models with a misspecified smoothness parameter ν in the
Matérn kernel for d = 1. Note that Clyde & Iversen (2013, p.487) proves a similar result, while
the established theoretical results about stacking assume exchangeability which is not available
in geostatistical models. The innovation in our theoretical results emerge from studying the be-
haviour of the posterior and predictive distributions within the infill asymptotic paradigm. The
proof of Theorem 5 can be extended to the case where the LOO Bayes prediction ŷg(si) is re-
placed by a much cheaper prediction based on K-fold cross-validation.

3.2. Stacking of predictive densities
Following the generalised Bayesian stacking framework established in Yao et al. (2018), we

devise a second stacking algorithm for spatial analysis, which we refer to as stacking of predictive
densities. This algorithm finds the distribution in the convex hull C = {

∑G
g=1wg × p(· |Mg) :∑

g wg = 1, wg ≥ 1} that is optimal according to some proper scoring functions. Here p(· |Mg)

refers to the distribution of interest under model Mg. Let SG1 = {w ∈ [0, 1]G :
∑G

g=1wg = 1}
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and pt(· | y) be the true posterior predictive distribution. Using the logarithmic score (correspond-
ing to the KL divergence), we seek w so that

max
w∈SG1

1

n

n∑
i=1

log

(
G∑
k=1

wgp(y(si) | y−i,Mg)

)
. (3.6)

The optimal distribution
∑G

g=1wgp(y(si) | y−i,Mg) provides a “likelihood” of observing y(si)

on location si given other data. Therefore,
∏n
i=1

∑G
g=1wgp(y(si) | y−i,Mg)) serves as a pseudo-

likelihood that measures the performance of prediction based on the weighted average of the
LOO predictors for all observed locations. Also, it provides an approximation of the expected
log point-wise predictive density (ELPD)

N∑
i=1

∫
pt(y(si)) log

 G∑
g=1

wgp(y(si) | y−i,Mg)

 dy(si) (3.7)

It is worth pointing out that the weights for stacking of means are not necessarily positive,
while those for stacking of predictive densities must be non-negative. Relaxing this restriction
imparts greater flexibility in prediction and improves prediction accuracy for stacking of means.
On the other hand, we can no longer interpret negative weights as a reflection of our prior beliefs
regarding ψ. In our subsequent experiments, we restrict the stacking weights for both algorithms
to be non-negative so that the diagnostic metric MLPD (the average log pointwise predictive
density, introduced in Section 4) is valid for both algorithms.

3.3. Predictive stacking in finite sample spatial analysis
A critical step in solving stacking weights is the computation of the Bayes predictor and pre-

dictive density. Computing the exact LOO Bayes predictor and predictive densities for all ob-
served locations {s1, . . . , sn} requires refitting a model n times. For a Gaussian latent variable
model with the number of parameters larger than the sample size n, there are limited choices for
approximating LOO predictors accurately without the onerous computation (see, e.g., Vehtari
et al., 2016). Instead of the LOO cross-validation, we prefer using the much cheaper K-fold
cross-validation to generate the predictions. Using K-fold cross-validation instead of LOO in
stacking is first implemented in Breiman (1996b), where the simulation evinces that 10-fold
cross-validation can provide more efficient predictors than LOO cross-validation. Here, we use
K = 10 in the implementations in Section 4.

We offer the pseudo-code algorithms for stacking of means and stacking of predictive densities
using the conjugate Bayesian spatial regression model in Section I. In the algorithms, we first
partition the data into K-folds based on locations. Letting X = [x(s1) : · · · : x(sn)]T be the
design matrix, we useX[k], y[k], χn[k] to denote the predictors, response and observed locations
from k-th fold, respectively, and X[−k], y[−k] χn[−k] to denote the respective data not in k-th
fold. The values of the prefixed hyper-parameters {φ, ν, δ2} of the conjugate Bayesian spatial
regression model are picked from the grid Gall, which is expanded over the grids of candidate
values as the cartesian productGφ ×Gν ×G2

δ for {φ, ν, δ2}. For stacking of means, we compute
the expected latent process z(k)

(φ,ν,δ2)
on locations in fold k for each {φ, ν, δ2} from Gall and then

generate the corresponding expectation y(k)
(φ,ν,δ2)

to obtain the stacking weights.
For stacking of predictive densities, we compute the log point-wise predictive density,

(lp(φ,ν,δ2)(s)), of y(s) at location s for locations in each fold for all candidate models to find the
stacking weights. The closed form of the log point-wise predictive density is derived in Section J
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of the Appendix. We also devise a Monte Carlo algorithm for stacking of predictive densities,
which is expounded in Section K of the Appendix. Solving the weights for stacking of means
is a quadratic programming problem. We use the solve.QP() function offered by the quadprog
package in the R statistical computing environment and the solver Mosek to solve the weights
in our R and Julia implementations, respectively. The stacking weights for stacking of predictive
densities are calculated by Mosek in both our R and Julia implementations.

4. SIMULATION

4.1. Simulation settings
We present two simulations to examine the predictive performance of the proposed stacking

algorithms. The data sets for experiments are generated by model (2.1) on locations sampled
uniformly over a unit square [0, 1]2, where the correlation function Rφ is specified by the Matérn
covariogram (2.12). The sample size n of the simulated data sets ranges from 200 to 900, and
we randomly pick nh = 100 observations for checking predictive performance. The vector x(s)
consists of an intercept and a single predictor generated from a standard normal distribution. The
true value of the parameters for generating the data in the first simulation are β = (1, 2)T, φ = 7,
σ2 = 1, τ2 = 1 and ν = 1. In the second simulation, we alter the hyper-parameters in the Matérn
covariogram to φ = 20, σ2 = 1, τ2 = 0.3 and ν = 0.5.

We consider customary values of smoothness in spatial analysis, ν ∈ Gν = {0.5, 1, 1.5, 1.75}.
The candidate values for φ are selected so that the “effective spatial range”, which refers to
the distance where spatial correlation drops below 0.05, covers 0.1 and 0.6 times

√
2 (the

maximum inter-site distance within a unit square) for all candidate values of ν. Here we set
Gφ = {3, 14, 25, 36}. Finally, we specify Gδ2 = {0.1, 0.5, 1, 2} as the candidate grid for δ2. We
assign an IG(aσ, bσ) prior with aσ = bσ = 2 for σ2. The prior of β follows a zero centred Gaus-
sian with the covariance matrix equal to a diagonal matrix whose diagonal elements are 4, i.e.,
N(µβ, Vβ) where µβ = 0 and Vβ = 4 · I . For each simulated data set, we use stacking of means
and stacking of predictive densities to obtain the expected outcome ŷ(s) based on the held out ob-
served locations. The predictive accuracy is evaluated by the mean squared prediction error over
a set of nh hold-out locations in set Sh (MSPE =

∑
s∈Sh((ŷ(s)− y(s))2)/nh). We also compute

the posterior expected values of the latent process ẑ(s) for z(s) on all of the n sampled locations
in S and evaluate the mean squared error for z(s) (MSEZ =

∑
s∈S(ẑ(s)− z(s))2/n). To fur-

ther evaluate the distribution of predicted values, we compute the mean log point-wise predictive
density for the nh held out locations (MLPD =

∑
s∈Sh{log(

∑G
g=1wgp(y(s) | y,Mg))}/nh).

Apart from stacking, we also implemented a fully Bayesian model with priors on the hyper-
parameters using Markov chain Monte Carlo (MCMC) sampling for comparison. In addition,
we carried out exact Bayesian inference using the conjugate model in Section 2.1 with hyper-
parameters fixed at the exact value (denoted as M0). We use the same priors for σ2 and β as
those in stacking implementations. For the rest of the priors needed in full MCMC sampling, we
assign uniform priors U(3, 36) for φ and U(0.25, 2) for ν, and an IG(2, 2) prior for τ2. Sam-
pling is fitted through the spLM function in the spBayes package in R. The diagnostic metrics
are computed based on 1,000 posterior samples retained after convergence was diagnosed over
a burn-in period of 10,000 initial iterations. The algorithm for recovering the expected z and
the log point-wise predictive density based on the output of spLM is presented in Section L of
the Appendix. We monitor all diagnostic metrics for prediction for all competing algorithms.
To measure uncertainty of the diagnostic metrics, we generate 60 data sets for each sample size
in each simulation, fit each data set with the four competing methods and record the diagnostic
metrics of each model fitting.
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(a) (b)

Fig. 3: Distributions of the diagnostic metrics for prediction performance for the first simula-
tion (a) and the second simulation (b). Each distribution is depicted through a violin plot. The
horizontal line in each violin plot indicates the median.

4.2. Predictive performances
Interestingly, the candidate algorithms exhibit different behaviours in the two simulation stud-

ies. Figure 3 summarises the comparison of the predictive performance. In the first simulation
there seem to be no pronounced distinctions between the prediction performance for all compet-
ing models. In the second simulation, however, we observe that stacking of means outperforms
stacking of predictive densities on having better estimates of the latent process on both the ob-
served and unobserved locations (based on MSEZ), while stacking of predictive densities out-
performs stacking of means in terms of the log point-wise predictive density (based on MLPD).
These results are expected since we optimise the prediction error in the stacking of means, and
we maximise the log predictive densities in the stacking of predictive densities.

Treating the fully Bayesian model with priors on all hyperparameters (fitted using MCMC)
as a benchmark, we find that stacking of predictive densities is very competitive in terms of
MLPD. The performance of latent process estimation for the full Bayesian model falls between
stacking of means and stacking of predictive densities. The prediction accuracy for the response
on unobserved locations for all competing algorithms are very close. Based on the medians of
the MSPEs for all fittings, stacking of means slightly outperforms the full Bayesian model, and
both are slightly better than stacking of predictive densities, The conjugate Bayesian model M0

provides the best point estimates for both response and latent processes based on MSPE and
MSEZ, while it performs worse in terms of MLPD. These results seem to indicate that, when
choosing stacking algorithms, stacking of means is preferred for point estimation and stacking
of predictive densities is preferable for interval estimation.

In Figure 4, we compare the counts of the non-zero weights in stacking and find that stacking
of means tends to produce a slightly smaller number of non-zero weights than stacking of pre-
dictive densities. The number of non-zero weights is small for both stacking algorithms, and this
phenomenon is also observed and discussed in Breiman (1996b). On average, there are around
3.7 and 4.5 out of 64 weights that are greater than 0.001 in the simulation studies for stacking
of means and stacking of predictive densities, respectively. And the number is relatively consis-
tent when the sample sizes increase. These results suggest that stacking methodology is memory
efficient, which is beneficial for large-scale spatial data analysis.
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(a)

(b)

Fig. 4: Distributions of the counts of nonzero weights in the first (a) and the second (b) simu-
lation. The distribution of the counts are described through violin plots whose horizontal lines
indicate the medians.

In Section M.1, we pick one run for each simulation study and illustrate the interpolated maps
of the predicted response on held out locations and expected latent processes over all locations
generated by different fitting algorithms. The predicted response resembles the de-noised re-
sponse (x(s)Tβ + z(s), not y(s)), and the estimated latent process shares a similar pattern with
the raw data. The latent process estimated by stacking of predictive densities is observed to be
slightly smoother than those estimated by other algorithms, while the predictions of the response
on unobserved locations fitted by different fitting algorithms are almost indistinguishable.

4.3. Running time comparisons
We provide both R and Julia code for the two proposed stacking algorithms. The code for

the simulation studies are available from the GitHub repository https://github.com/
LuZhangstat/spatial_stacking. Comparisons in predictive performances presented
above are conducted in R. For the running time comparisons reported here, the stacking al-
gorithms are implemented using Julia-1.6.6 and the MCMC sampling algorithms are run in
R-4.2.0. We report the time for obtaining weights for stacking, and we consider the sampling
time for {φ, ν, σ2, τ2} using MCMC (no sampling of {β, z} and no predictions). The timing
comparisons are based upon experiments on a Windows 10 pro platform, with 64 GB of RAM
and a 1-Intel Core i7-7700K CPU @ 4.20GHz processor with 4 cores each and 2 threads per
core—totalling 8 possible threads for parallel computing. Figure 5 summarises the running time
for the three competing algorithms. On average, the stacking of means is 526 times faster than
MCMC in the simulation study. Stacking of predictive densities is slightly slower than stacking
of means but is still around 430 times faster than MCMC sampling. These experiments clearly
establish that predictive stacking algorithms are efficient alternatives to the full MCMC sampling
algorithms for estimating latent spatial processes and predicting geostatistical outcomes.
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Fig. 5: Running time comparison for stacking and MCMC sampling

4.4. Inference of prefixed hyper-parameters
One limitation of stacking, compared to full Bayesian inference (e.g., using MCMC sampling

algorithms), is that it does not provide interval estimates for the prefixed hyper-parameters. More-
over, our experiments show that stacking cannot provide a reliable point estimate of the hyper-
parameters. If we treat the grid of the candidate values for the hyper-parameters in our stacking
algorithms as a discrete uniform prior, then, intuitively, we should be able to achieve point es-
timates for those fixed hyper-parameters by a weighted average based on stacking weights. In
Figure 6, we compare the point estimates of φ based on stacking for the simulation studies. It
is clear that stacking of means yields unstable estimates. Stacking of predictive densities has a
smaller variance, but the bias can be large. Meanwhile, since φ is not identifiable, we observe
that the posterior interval estimates for φ inferred from MCMC algorithms are wide, showing
that the inference for φ is relatively unstable for all candidate algorithms in this simulation study.
The comparisons of the other two hyper-parameters are provided in the Section M.2.

5. WESTERN EXPERIMENTAL FOREST INVENTORY DATA ANALYSIS

We illustrate our proposed stacking methodology using the Western Experimental Forest
(WEF) inventory data from a long-term ecological research site in western Oregon. This data set
contains coordinates, species, diameter at breast height (DBH) and other measurements for trees
in the experimental forest. The raw data is provided in the R package spBayes, and the code is
available from the GitHub repository https://github.com/LuZhangstat/spatial_
stacking. In this analysis, we focus on the prediction of DBH for living trees using the loca-
tion and species information. There are 1,954 records in all after cleaning up some of the data.
We randomly hold out 500 points for prediction and use the remaining observations to train the
model and draw posterior inference.

We first fit a Bayesian linear regression model (BLM) using Hamiltonian Monte Carlo algo-
rithms implemented in the Stan Bayesian modelling environment through the R interface rstan-
arm. We run the model fitting with the default settings, where the default priors are described in
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(a)

(b)

Fig. 6: Distributions of the estimated φ in the first (a) and the second (b) simulation. The distribu-
tion of the counts are described through violin plots whose horizontal lines indicate the medians.
The red dashed horizontal line indicates the actual value of φ

Gabry & Goodrich (2020). Then, we use the same prior for β in our stacking implementations.
For the prior of σ2 in stacking implementations, we set up the hyper-parameters in the inverse-
Gamma to have mean at the square of the mean of the default prior for σ in BLM. We use the
same candidate values for ν and δ2 as our simulation studies in Section 4. The largest and small-
est candidate values for φ are the maximum and minimum values so that the effective spatial
range covers 0.1 and 0.6 times the maximum inter-site distance for Matérn covariogram with all
candidate smoothness ν values. We pick four candidate values for φ in this data analysis. Finally,
we evaluate predictive performance using the root mean squared prediction error (square root
of the MSPE defined in Section 4.1) and the average log point-wise predictive density (MLPD
defined in Section 4.1) for all held out locations. Table 1 summarises the result. Stacking delivers
an RMSPE that is lower by around 9% and yields better MLPD in this data analysis.
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Table 1: Summary Statistics of Western experimental forest inventory data analysis

Bayesian linear regression stacking of means stacking of predictive densities
RMSPE 22.86 20.70 20.79
MLPD -4.55 -4.45 -4.44

6. CONCLUSION AND FUTURE WORK

We develop geostatistical inference using Bayesian stacking. We offer theoretical insights for
inferential behaviour of posterior distributions in fixed-domain or infill settings and explore the
performance of our methods through simulations and analysis of a forestry data set. The em-
pirical results reveal that our devised stacking methods deliver predictions comparable to full
Bayesian inference obtained using MCMC samples, but at significantly lower costs. Our pro-
posed stacking algorithm can be implemented in parallel and made storage efficient and, hence,
can become a powerful alternative to full Bayesian inference using MCMC samples. Future
directions can build upon our current framework to extend Bayesian stacking for multivariate
geostatistics using conjugate matrix-variate normal-Wishart families (Zhang et al., 2021) and
conjugate exponential families for non-Gaussian data (Bradley et al., 2020). Another extension
is will be in the direction of stacked Bayesian inference for high-dimensional geostatistics (for
example, building on the conjugate framework in Banerjee, 2020).
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A. PROOF OF THEOREM 1
Proof. For ease of presentation, we denote y(χn) by yn in the proofs. By Assumption 1, there is

a probability distribution P′ ≡ P0, which corresponds to the model with parameters (β0, σ
′2, φ, τ2

0 ) for
some σ′2. Under P′, there exists a γ0 such that

y† −X†γ0 |σ2 ∼ N (0, V ′) , (A.1)

where V ′ =

 τ2
0

δ2 In 0 0
0 σ2Ip 0
0 0 σ′2In

. Consider the sequence ζn ∼ p(σ2 | yn). Under P′, ζn ∼

IG(a∗σ,n, b
∗
σ,n), where a∗σ,n = aσ + n/2 and

b∗σ,n = bσ +
1

2
(y† −X†γ0)T(I2n+p −H)(y† −X†γ0)

= bσ +
1

2
[Q(y† −X†γ0)]T

(
0 0
0 In

)
[Q(y† −X†γ0)],

(A.2)
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The expectation under P′ for b∗σ,n is

E′(bσ,n) = bσ +
1

2
E′(yT

† (I2n+p −H)y†)

= bσ +
1

2

{
γT

0X
T

† (I2n+p −H)X†γ0 + Tr((I2n+p −H)V ′)
}

= bσ +
1

2
Tr((I2n+p −H)V ′) (since (I2n+p −H)X† = O)

= bσ +
1

2
Tr

(
QT

21Q21

(
τ2
0

δ2 In O
O σ2Ip

))
+
σ′2

2
Tr (QT

22Q22) ,

(A.3)

where Q =

(
Q11 Q12

Q21 Q22

)
is an orthogonal matrix such that H = QT

(
In+p 0

0 0

)
Q with Q22 being the

lower right n× n block of Q in a 2× 2 partition. Using Q21Q
T
21 = In −Q22Q

T
22 and some further sim-

plification we obtain

E′(bσ∗,n) = bσ +
n

2

(
τ2
0

δ2
(1− Tr(QT

22Q22/n)) + σ′2 Tr(QT

22Q22/n)

)
+
p

2

(
σ2 − τ2

0

δ2

)
︸ ︷︷ ︸

o(n)

. (A.4)

Since E′(ζn) = E′(b∗σ,n)/(a∗σ,n − 1) and Tr(QT
22Q22) = n− Tr(H22), where Tr(H22)/n→ α as n→

∞, we obtain limn→∞ E′(ζn) = σ2
α. The variance of ζn under P′ is given by

V′(ζn) = E′[V(ζn | yn)] + V′[E(ζn | yn)]

= E′
(

b∗2σ,n
(a∗σ,n − 1)2(a∗σ,n − 2)

)
+ V′

(
b∗σ,n

a∗σ,n − 1

)
.

(A.5)

Further note that

V′(b∗σ,n) =
3

4
Tr

[(
τ2
0

δ2
(In −QT

22Q22) + σ′2QT

22Q22

)2
]

+ o(n)

≤ C
(
n+ Tr(QT

22Q22) + Tr
[
(QT

22Q22)2
])
,

(A.6)

for some C > 0 independent of n. Since Q21Q
T
21 +Q22Q

T
22 = In, we have Tr(QT

22Q22) and
Tr
[
(QT

22Q22)2
]

are bounded from above by n. Hence,

V′(b∗σ,n)

n2
→ 0 and

E′(b∗2σ,n)

n2+δ
→ 0 for any δ > 0 . (A.7)

Combining (A.5) and (A.7) yields limn→∞V′(ζn) = 0. By Chebyshev’s inequality, ζn converges in prob-
ability under P′, and hence under P0, to σ2

α. �

B. PROOF OF COROLLARY 1
Proof. Again we denote y(χn) by yn. The conditional posterior distribution p(β |σ2, yn)

can be derived from Lemma 1 as N (β | (M∗m∗)[1:p], σ
2(M∗)[1:p,1:p]), where M−1

∗ = V −1
β +

XT
(
Rφ(χn) + δ2In

)−1
X and m∗ = V −1

β µβ +XT
(
δ2Rφ(χn) + In

)−1
yn. Let ξn ∼ p(β | yn). Some

straightforward algebra yields

E′‖ξn − β0‖2 =
τ2
0

δ4
Tr (B11) + E′(ζn) Tr(C) + σ′2 Tr(D) + E′(ζn) Tr (U11) . (B.1)

Since E′(ζn)→ σ2
α <∞ from Theorem 1, the proof follows from (2.8) and (B.1). �
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Derivation of (B.1)

E′‖ξn − β0‖2 = E′ [E′ {(ξn − β0)T(ξn − β0) | yn}]
= E′ [E′ {(ξn − E′(ξn | yn) + E′(ξn | yn)− β0)T(ξn − E′(ξn | yn) + E′(ξn | yn)− β0) | yn}]
= E′ [E′ {(ξn − E′(ξn | yn))T(ξn − E′(ξn | yn)) | yn}]

+ 2E′
E′

(E′(ξn | yn)− β0)T (ξn − E′(ξn | yn)) | yn︸ ︷︷ ︸
=0




+ E′ [E′ {(E′(ξn | yn)− β0)T(E′(ξn | yn)− β0) | yn}]
= E′ [Tr{V′(ξn | yn)}] + E′ [(E′(ξn | yn)− β0)T(E′(ξn | yn)− β0)] (B.2)

Let ζn ∼ p(σ2 | yn). By the definition of ξn, we have

V′(ξn | yn) = V′[E′(β |σ2, yn) | yn] + E′(V′[β |σ2, yn] | yn)

= V′[(M∗m∗)[1:p] | yn]︸ ︷︷ ︸
=0

+E′(σ2(M∗)[1:p],[1:p] | yn)

= E′(ζn | yn)(M∗)[1:p],[1:p] = E′(ζn | yn)U11, (B.3)

E′(ξn | yn) = E′{E′(β |σ2, yn) | yn} = (M∗m∗)[1:p].

With M∗ = (XT

†X†)
−1 = U, m∗ = XT

† y†, under P′,

(M∗m∗)[1:p] |σ2 ∼ N
(
β0, [M∗X

T

† V
′X†M∗][1:p],[1:p]

)
∼ N (β0,

[
U

(
τ2
0

δ4X
TX + σ2V −1

β
τ2
0

δ4X
T

τ2
0

δ4X
τ2
0

δ4 In + σ
′2R−1

φ (χn)

)
U

]
[1:p],[1:p]

)
(B.4)

Therefore, E′[E′(ξn | yn)] = β0, and

E′ [(E′(ξn | yn)− β0)T(E′(ξn | yn)− β0)]

= Tr{V′[E′(ξn | yn)]}
= Tr{V′[(M∗m∗)[1:p]]}
= Tr{V′[E′

(
(M∗m∗)[1:p] |σ2

)
]︸ ︷︷ ︸

=0

+E′
(
V′[(M∗m∗)[1:p] |σ2]

)
}

(B.5)

We separate the variance V′[(M∗m∗)[1:p] |σ2] as presented in (B.4) into the following three parts

τ2
0

δ4

[
U

(
XTX XT

X In

)
U

]
[1:p],[1:p]︸ ︷︷ ︸

B11

+σ2

[
U

(
V −1
β 0

0 0)

)
U

]
[1:p],[1:p]︸ ︷︷ ︸

C

+σ′2
[
U

(
0 0
0 R−1

φ (χn)

)
U

]
[1:p],[1:p]︸ ︷︷ ︸

D

.

Then

E′ [(E′(ξn | yn)− β0)T(E′(ξn | yn)− β0)] =
τ2
0

δ4
Tr (B11) + E′(ζn) Tr(C) + σ′2 Tr(D). (B.6)

Together with (B.2), (B.3), we can obtain (B.1).
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C. PROOF OF THEOREM 2
Proof. For ease of presentation, we denote y(χn) by yn. Observe that

E0(Zn(s0)− z(s0))2 = E0 {Zn(s0)− E(z(s0) | yn) + E(z(s0) | yn)− z(s0)}2

= E0 {z(s0)− E(z(s0) | yn)}2 + E0{V(z(s0) | yn)},
(C.1)

where the second equality follows from the fact that z(s0)− E(z(s0) | yn) is independent of yn. Note that

p(z(s0) | yn) =

∫
p(z(s0) | yn, σ2, γ)× p(γ | yn, σ2)× p(σ2 | yn) dσ2dγ. (C.2)

By standard Gaussian conditioning (see e.g. (Rasmussen & Williams, 2006, Section 2.2)),

p(z(s0) | yn, σ2, γ) = N (JT

φ,nR
−1
φ,nz, σ

2(1− JT

φ,nR
−1
φ,nJφ,n)). (C.3)

By (C.2), (C.3) and Lemma 1, the posterior predictive mean is

E(z(s0) | yn) = Fn. (C.4)

Further by the law of total variance and Theorem 1, we get

V(z(s0) | yn) = E{V(z(s0) | yn, σ2, γ)}+ V{E(z(s0) | yn, σ2, γ)}
→ σ2

α(1− JT

φ,nR
−1
φ,nJφ,n) + σ2

αJ
T

φ,nR
−1
φ,nUn[p+1:p+n, p+1:p+n]R

−1
φ,nJφ,n = σ2

αGn. (C.5)

Combining (C.1), (C.4) and (C.5) yields the decomposition (2.9), and hence the posterior predictive con-
sistency for z(s0) holds if E1,n, E2,n → 0 as n→∞.

Further, let ξn have the density p(β | yn). Under conditions (2.8), by Corollary 1 we have E0||ξn −
β0||2 → 0 as n→∞. As a result,

E0(Yn(s0)− y(s0))2 = E0(x(s0)T(ξn − β0))2 + E1,n + E2,n + τ2
0 + δ2E0(σ2 | yn),

which clearly converges to τ2
0 + δ2σ2

α as n→∞. �

D. PROOF OF THEOREM 3
The proof of this theorem breaks into several lemmas. Recall the definition of b∗σ from Lemma 1. The

lemma below provides a simple expression for b∗σ,n, which is specific to the conjugate model (2.14).
LEMMA 2. We have b∗σ,n = bσ + 1

2y(χn)T(δ2In +Rφ(χn))y(χn).
Proof. Note that

M−1
∗ = xT

∗V
−1
y∗ x∗ = δ−2In +Rφ(χ) and m∗ = xT

∗V
−1
y∗ y∗ = δ−2y. (D.1)

By the Woodbury matrix identity,

mT

∗M∗m∗ = δ−2yT(In + δ2R−1
φ (χ))−1y

= δ−2yTy − yT(δ2In +Rφ(χ))−1y = yT

∗V
−1
y∗ y∗ − y

T(δ2In +Rφ(χ))−1y,

which yields the desired result. �
The next lemma studies the asymptotic behaviour of b∗σ in the case where the range decay φ = φ0, that

is φ is fixed at the true value.
LEMMA 3. Let φ = φ0, and assume that maxs∈Dmin1≤i≤n |s− si| � n−

1
d . Then

b∗σ,n − bσ
n

−→ τ2
0

2δ2
, P0-almost surely. (D.2)
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Proof. Let Qn be the orthogonal matrix such that QnRφ0
(χn)QT

n =


λ

(n)
1

. . .
λ

(n)
n

, where λ(n)
i is

the i-th largest eigenvalue of matrix Rφ0
(χn). Thus, under P0,

Qny(χn) ∼ N

0,


σ2

0λ
(n)
1 + τ2

0

. . .
σ2

0λ
(n)
n + τ2

0


 .

By Lemma 2, we get

2(b∗σ,n − bσ) =

n∑
i=1

σ2
0λ

(n)
i + τ2

0

λ
(n)
i + δ2

u2
i , (D.3)

where ui
i.i.d.∼ N (0, 1) for i = 1, . . . , n. By Tang et al. (2021, Corollary 2), there existsC > 0 independent

of n such that λ(n)
i ≤ Cni− 2ν

d −1 for all 1 ≤ i ≤ n. This implies that

n∑
i=1

σ2
0λ

(n)
i + τ2

0

λ
(n)
i + δ2

∼ nτ2
0

δ2
as n→∞. (D.4)

By the law of large numbers, (D.2) follows from (D.3) and (D.4). �
Proof of Theorem 3. Let σ′2 := σ2

0φ
2ν
0 /φ2ν , and let P′ be the probability distribution of the Matérn

model with parameters (σ′2, φ, τ2
0 ). By Tang et al. (2021, Theorem 1), P′ is equivalent to P. Further by

Lemma 3,

b∗σ,n − bσ
n

−→ τ2
0

2δ2
, P′-almost surely.

which also holds P0-almost surely. Now by Lemma 1,

E0(σ2 | y(χn)) =
b∗σ,n
a∗σ,n

∼ τ2
0

δ2
and V0(σ2 | y(χn)) =

b∗2σ,n
(a∗σ,n − 1)2(a∗σ,n − 2)

� 1

n
, (D.5)

which yields (2.17) by Chebyshev’s inequality. This implies the posterior consistency of τ2 = δ2σ2. �

E. PROOF OF THEOREM 4
Proof. By (D.1), we have

p(z | y, σ2) = N ((In + δ2Rφ(χ)−1)−1y, σ2(δ−2In +Rφ(χ)−1)−1).

Combining with (C.4), we get the posterior predictive mean

E(z(s0) | yn) = JT

φ,nRφ(χn)−1E(z | yn)

= JT

φ,nRφ(χn)−1(In + δ2Rφ(χn)−1)−1yn = JT

φ,n(δ2In +Rφ(χn))−1yn,

which is the best linear predictor corresponding to a Matérn model with parameter values {σ′2, φ, τ ′2}
satisfying δ2 = τ ′2/σ′2. Further by Theorem 3, the formula (C.5) reduces to

V(z(s0) | yn)→ τ2
0

δ2
(1− JT

φ,nRφ(χn)−1Jφ,n) + τ2
0J

T

φ,n(δ2In +Rφ(χn))−1Rφ(χn)−1Jφ,n,

which gives (2.18). The rest of the theorem easily follows. �
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F. PROOF OF PROPOSITION 1
Proof. To simplify the notation, we denote by ∆ := 1

n the inter-spacing of the grid. Let f0 (resp. f )
be the spectral density of the Matérn model with true parameter values {σ2

0 , φ0, τ
2
0 } and the smoothness

parameter ν0 (resp. possibly misspecified parameter values {σ2, φ, τ2} the smoothness parameter ν).
Define

f̃∆
0 (u) = ∆−1

∞∑
k=−∞

f0

(
u+ 2πk

∆

)
and f̃∆(u) = ∆−1

∞∑
k=−∞

f

(
u+ 2πk

∆

)
.

By (Stein, 1999, Chapter 3, (13)), the prediction error of y(0) based on y(s), s ∈ χ∞ \ {0} is

4π2

∫ π

−π

f̃∆
0 (u)

f̃∆(u)2
du

/(∫ π

−π
f̃∆(u)−1du

)2

,

and hence the prediction error of z(0) based on y(s), s ∈ χ∞ \ {0} is

e∞ =
4π2

∫ π
−π

f̃∆
0 (u)

f̃∆(u)2
du(∫ π

−π f̃
∆(u)−1du

)2 − τ
2
0 .

Recall from (2.13) the spectral density of the Matérn model without nugget. We write

f̃∆
0 (u) = σ2

0g
∆
0 (u) +

τ2
0

2π
and f̃∆(u) = σ2g∆(u) +

τ2

2π
,

so that

e∞ =
4π2

∫ π
−π

σ2
0g

∆
0 (u)+ 1

2π τ
2
0

(σ2g∆(u)+ 1
2π τ

2)2 du(∫ π
−π(σ2g∆(u) + 1

2π τ
2)−1du

)2 − τ
2
0 (F.1)

Note that g∆(u) ∼ cu−2ν−1 for some c > 0. It is known that (see e.g. (Tang et al., 2021, Section 2.3))

∫ π

−π

(
σ2g∆(u) +

1

2π
τ2

)−1

du ∼ 4π2

τ2 + C∆
2ν

2ν+1

for some C > 0. (F.2)

Furthermore, g∆(u) � ∆2ν for u large and g∆(u) � ∆−1 for u small. We prove that e∞ → 0 as n→∞.
Further by Assumption 2, we get e→ 0 as n→∞. Therefore,∫ π

−π

σ2
0g

∆
0 (u) + 1

2π τ
2
0

(σ2g∆(u) + 1
2π τ

2)2
du =

4π2τ2
0

τ4
+O(∆min(2ν0,2ν,1)). (F.3)

Combining (F.1), (F.2) and (F.3) yields

e∞ =
(
τ2
0 +O(∆min(2ν0,2ν,1))

)(
1 +

C∆
2ν

2ν+1

τ2

)
− τ2

0 � ∆min(2ν0,
2ν

2ν+1 ).

Thus, we have e∞ → 0 as n→∞, and by Assumption 2 we get (2.20). �
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G. PROOF OF PROPOSITION 2
Proof. For ease of presentation, we give the proof in the setting of Theorem 4. Note that

E0

(
y(s0)−

G∑
g=1

w∗gEg(y(s0) | y)

)2

= τ2
0 + E0

(
G∑
g=1

w∗g (z(s0)− Eg(z(s0) | y))

)2

≤ τ2
0 +

G∑
g=1

w∗2g

G∑
g=1

E0 (z(s0)− Eg(z(s0) | y))
2
, (G.1)

where we apply the Cauchy-Schwarz inequality in (G.1). For each 1 ≤ g ≤ G, the term
E0 (z(s0)− Eg(z(s0) | y))

2 corresponds to the deviation error E1,n for the model Mg , which goes to
0 as n→∞. Since |w∗g | is bounded for each g, the bound (3.3) follows readily from (G.1). �

H. PROOF OF THEOREM 5
Proof. By Proposition 2, it suffices to prove that

E0

 1

n

n∑
i=1

(
y(si)−

G∑
g=1

w∗g ŷg(si)

)2
→ τ2

0 as n→∞. (H.1)

For ease of presentation, we prove (H.1) in the setting of Theorem 4. Note that

E0

 1

n

n∑
i=1

(
y(si)−

G∑
g=1

wg ŷg(si)

)2
 = τ2

0 +
1

n
E0

n∑
i=1

(
G∑
g=1

w∗g (z(si)− ŷg(si))

)2

︸ ︷︷ ︸
B

≤ τ2
0 +

1

n

G∑
g=1

w∗2g

n∑
i=1

E1,g,i. (H.2)

By the boundedness of |w∗g | and the condition (3.4), the limit (H.1) follows easily from (H.2). �
Taking a closer look at (H.2), we can see that B summarises the average squared prediction errors for
z(si), i = 1, . . . , n, in a LOO cross-validation. Hence, the stacking weights obtained from (3.2) minimises
the average squared prediction errors for the latent process over the observed locations.
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I. PSEUDO-CODES FOR STACKING ALGORITHMS

Algorithm 1. Stacking of means.
Data: X , y, χn: Design matrix, outcome and location set

µβ , Vβ , aσ , bσ: Prior parameters
Gφ, Gν , Gδ2 : Grids of φ, ν, δ2

Result: Gall: Grid spanned by Gφ, Gν , Gδ2

w: Stacking weights
Compute X(k)

prod = XT[−k]X[−k], X(k)
y = XT[−k]y[−k] and record the number of observations

nk in fold k for k = 1, . . . ,K, where X[−k] y[−k] denotes the predictors and response for
observations not in fold k;

foreach {φ, ν} in grid expanded by grid of φ and µ do
for k = 1 to K do

Calculate R−1
(−k,−k) = {R−1(s, s′; φ, ν)}s,s′∈χn[−k] O((n− nk)3) ;

Store R(k,−k) = {R(s, s′; φ, ν)}s∈χn[k],s′∈χn[−k] O(n · nk);
for δ2 in the grid of δ2 do

Compute the Cholesky decomposition L∗ of

M−1
∗ = L∗L

T
∗ =

[
δ−2X

(k)

prod + V −1
β δ−2XT[−k]

δ−2X[−k] R−1
(−k,−k) + δ−2In−nk

]
O(n3) ;

Compute u = m∗ =

[
V −1
β µβ + δ−2X

(k)
y

δ−2y[−k]

]
O(n · p);

Update u = L−1
∗ u ;

Update u = L−T
∗ u, where u = (µ∗Tβ , µ

∗T
z )T O(n2);

Compute the expected latent process on locations in fold k
z

(k)
(φ,ν,δ2) = R(k,−k) ·R−1

(−k,−k) · µ
∗
z;

Compute expected outcome on locations in fold k y(k)
(φ,ν,δ2) = X[k]µ∗β + z

(k)
(φ,ν,δ2) ;

Compute Stacking weights w based on {y(k)
(φ,ν,δ2)}

k=1,...,K
(φ,ν,δ2)∈Gall ;
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Algorithm 2. Stacking of predictive densities
Data: X , y, χn: Design matrix, outcome and location set

µβ , Vβ , aσ , bσ: Prior parameters
Gφ, Gν , Gδ2 : Grids of φ, ν, δ2

J : number of samples for log point-wise predictive density estimation
Result: Gall: Grid spanned by Gφ, Gν , Gδ2

w: Stacking weights
Compute X(k)

prod = XT[−k]X[−k], X(k)
y = XT[−k]y[−k], ‖y[−k]‖2 = yT[−k]y[−k] and record

the number of observations nk in fold k for k = 1, . . . ,K, where X[−k] y[−k] denotes the
predictors and response for observations not in fold k;

foreach {φ, ν} in grid expanded by grid of φ and µ do
for k = 1 to K do

Calculate R−1
(−k,−k) = {R−1(s, s′; φ, ν)}s,s′∈χn[−k] O((n− nk)3) ;

Store R(k,−k) = {R(s, s′; φ, ν)}s∈S[k],s′∈χn[−k] O(n · nk);
for δ2 in the grid of δ2 do

Compute the Cholesky decomposition L∗ of

M−1
∗ = L∗L

T
∗ =

[
δ−2X

(k)

prod + V −1
β δ−2XT[−k]

δ−2X[−k] R−1
(−k,−k) + δ−2In−nk

]
O(n3) ;

Compute u = m∗ =

[
V −1
β µβ + δ−2X

(k)
y

δ−2y[−k]

]
O(n · p);

Update u = L−1
∗ u ;

Compute b∗ = bσ + 0.5(δ−2‖y[−k]‖2 + µT

βV
−1
β µβ − uTu) and

a∗ = aσ + 0.5(N − nk);
Update u = L−T

∗ u, where u = (µ∗Tβ , µ
∗T
z )T O(n2);

Generate the posterior expected outcome on locations in fold k
ŷk(φ,ν,δ2) = X[k] · µ∗β +R(k,−k) ·R−1

(−k,−k) · µ
∗
z

Compute lpc = −0.5 log(2π) + log Γ(a∗ + 1/2)− log Γ(a∗) + a∗ log b∗;
foreach s ∈ S[k] do

Generate hs =
[
x(s) R(k,−k)(s) ·R(inv)

]
where R(k,−k)(s) is the row with

elements {R(s, s′; φ, ν)}s′∈χn[−k] in R(k,−k)

Compute Vs = ‖L−1
∗ hT

s ‖2 + δ2.
Compute the log point-wise predictive density of y(s) at location s, by
lp(φ,ν,δ2)(s) =

lpc− 0.5 log(Vs)− (a∗ + 1/2) log{b∗ + (y(s)− ŷk(φ,ν,δ2)(s))
2/(2Vs)} (J.1);

Compute Stacking weights w based on {lp(φ,ν,δ2)(s)}s∈χn(φ,ν,δ2)∈Gall ;

J. DERIVE THE CLOSED FORM OF POINT-WISE PREDICTIVE DENSITY

In this subsection, we derive the posterior predictive density of the outcome y(s0) on location s0. We
follow the notations in Section 2. First, we know that y(s0) | γ, σ2, y, ψ follows a Gaussian with mean
x(s0)β + U(φ)R−1

φ (χn)z and variance δ2σ2. Since the conditional posterior distribution γ |σ2, y, ψ fol-
lows N(M∗m∗, σ

2M∗), the conditional posterior distribution y(s0) |σ2, y, ψ still follows a Gaussian
N(µs0 , σ

2Vs0) where

µs0 =
[
x(s0) U(φ)R−1

φ (χn)
]︸ ︷︷ ︸

hs0

M∗m∗ , Vs0 = hs0M∗h
T

s0 + δ2 .
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Next, through equation (2.4)

p(y(s0) | y, ψ) =

∫
p(y(s0) |σ2, y, ψ)p(σ2 |ψ, y)dσ2

=

∫
N(y(s0) |µs0 , σ2Vs0)IG(σ2 | a∗, b∗)dσ2

=

∫
1

(2πVs0σ
2)1/2

exp

{
− (y(s0)− µs0)2

2σ2Vs0

}
ba∗∗

Γ(a∗)
σ2(−a∗−1) exp

{
− b∗
σ2

}
dσ2

=
ba∗∗

(2πVs0)1/2Γ(a∗)

∫
σ2(−a∗−1/2−1) exp

{
− 1

σ2

(
b∗ +

(y(s0)− µs0)2

2Vs0

)}
dσ2

=
Γ(a∗ + 1/2)ba∗∗
(2πVs0)1/2Γ(a∗)

(
b∗ +

(y(s0)− µs0)2

2Vs0

)−(a∗+1/2)

The log point-wise predictive density is

lp(y(s0) | y, ψ) =− 0.5 log(2πVs0) + a∗ log b∗ − (a∗ + 1/2) log

(
b∗ +

(y(s0)− µs0)2

2Vs0

)
+ log Γ(a∗ + 1/2)− log Γ(a∗)

(J.1)

K. STACKING OF PREDICTIVE DENSITIES ALGORITHM (MONTE CARLO VERSION)
We present a Monte Carlo algorithm to estimate the log of point-wise predictive density for outcome in

fold k given observations not in fold k. For each k, we generate J posterior samples of σ2 and (βT, zT)T =
γ, (i.e., {σ2(j), γ(j)} for j = 1, . . . , J), using data not in fold k. Then we calculate the corresponding
expected outcome for location s in fold k, ŷk,j(φ,ν,δ2)(s) for j = 1, . . . , J . Next, we compute the predictive

density of y(s) conditional on the prediction ŷk,j(φ,ν,δ2)(s) and the nugget (variance of the noise process,
which equals the product of δ2 and the j-th posterior sample σ2(j)) for each j. The conditional predictive
distribution of y(s) follows

p(y(s) |σ2(j), γ(j)) = N(y(s) | yk,j(φ,ν,δ2), δ
2σ2(j)) . (K.1)

Finally, the log point-wise predictive density (LPD) of y(s) at location s is estimated by

lp(φ,ν,δ2)(s) = log

∫
σ2,γ

p(y(s) |σ2, γ)p(σ2, γ | y[−k])dσ2dγ

≈ log

 1

J

J∑
j=1

p(φ,ν,δ2)(y(s) |σ2(j), γ(j))


, (K.2)

and we can compute the stacking weights based on the estimated LPDs. The following is the Monte Carlo
version of the stacking of predictive densities algorithm.
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Algorithm 3. Stacking of predictive densities (Monte Carlo Version)
Data: X , y, χn: Design matrix, outcome and location set

µβ , Vβ , aσ , bσ: Prior parameters
Gφ, Gν , Gδ2 : Grids of φ, ν, δ2

J : number of samples for log point-wise predictive density estimation
Result: Gall: Grid spanned by Gφ, Gν , Gδ2

w: Stacking weights
Compute X(k)

prod = XT[−k]X[−k], X(k)
y = XT[−k]y[−k], ‖y[−k]‖2 = yT[−k]y[−k] and record

the number of observations nk in fold k for k = 1, . . . ,K, where X[−k] y[−k] denotes the
predictors and response for observations not in fold k;

foreach {φ, ν} in grid expanded by grid of φ and µ do
for k = 1 to K do

Calculate R−1
(−k,−k) = {R−1(s, s′; φ, ν)}s,s′∈χn[−k] O((n− nk)3) ;

Store R(k,−k) = {R(s, s′; φ, ν)}s∈S[k],s′∈χn[−k] O(n · nk);
for δ2 in the grid of δ2 do

Compute the Cholesky decomposition L∗ of

M−1
∗ = L∗L

T
∗ =

[
δ−2X

(k)

prod + V −1
β δ−2XT[−k]

δ−2X[−k] R−1
(−k,−k) + δ−2In−nk

]
O(n3) ;

Compute u = m∗ =

[
V −1
β µβ + δ−2X

(k)
y

δ−2y[−k]

]
O(n · p);

Update u = L−1
∗ u ;

Compute b∗ = bσ + 0.5(δ−2‖y[−k]‖2 + µT

βV
−1
β µβ − uTu) and

a∗ = aσ + 0.5(N − nk);
Generate σ2(1), . . . , σ2(J) ∼ Inverse-Gamma(a∗, b∗);
Generate γ(j) ∼ N(M∗m∗, σ

2(j)M∗) by taking v(j) ∼ N(0, σ2(j)In−nk+p) and
computing γ(j) = L−T

∗ (v(j) + u) for j = 1, . . . , J ;
Generate the posterior samples of the expected outcome on locations in fold k
ŷ

(k,j)
(φ,ν,δ2) = X[k]γ

(j)
β +R(k,−k) ·R−1

(−k,−k)γ
(j)
z , j = 1, . . . , J ;

foreach s ∈ S[k] do
Compute the posterior samples of the log-density of observation y(s) at location
s, p(φ,ν,δ2)(y(s) |σ2(j), γ(j)) by taking the density of N(ŷ

(k,j)
(φ,ν,δ2)(s), δ

2σ2(j)) at
y(s) for j = 1, . . . , J (K.1);

Compute the expected log point-wise predictive density of y(s) at location s, by
lp(φ,ν,δ2)(s) = log

[
1
J

∑J
j=1 p(φ,ν,δ2)(y(s) |σ2(j), γ(j))

]
(K.2);

Compute Stacking weights w based on {lp(φ,ν,δ2)(s)}s∈χn(φ,ν,δ2)∈Gall ;

L. RECOVER EXPECTED z AND LOG POINT-WISE PREDICTIVE DENSITY FOR MCMC SAMPLING

The package spBayes doesn’t record the posterior samples of the latent process z(s). In this subsection,
we illustrate how to recover the expected z(s) for both observed and unobserved location and compute
MLPD for the simulation studies based on the outputs returned by spLM. To achieve our goal, we need to
recover the posterior samples of z(s) on all locations given the recorded MCMC samples of parameters
φ, ν, σ2, τ2 and β. Denote z(s) on observed and unobserved locations as zo and zu, respectively, and



30 LU ZHANG ET AL.

denote z(s) on all locations as z∗. Based on (2.2),

p(

[
zo
zu

]
︸︷︷︸
z∗

| y, β, σ2, φ, ν) ∝ N (y |Xβ +
[
In 0

] [zo
zu

]
, τ2I)×N (

[
zo
zu

]
| 0, σ2Rφ,ν(χ∗))

∝ exp

[
−1

2

{
τ−2(

[
In 0

]
z∗ − (y −Xβ))T(

[
In 0

]
z∗ − (y −Xβ)) + zTσ−2R−1

φ (χ∗)z
}]

∝ exp

[
−1

2

{
z∗T

(
σ−2R−1

φ,ν(χ∗) +

[
τ−2In 0

0 0

])
z∗
}
− z∗T

[
(y −Xβ)/τ2

0

]
−
[
(y −Xβ)T/τ2 0

]
z∗
]

∝ N (z∗ |M∗zm∗z,M∗z ),

where χ∗ combines the observed and unobserved location sets and

M∗z =

(
σ−2R−1

φ,ν(χ∗) +

[
τ−2In 0

0 0

])−1

, m∗z =

[
(y −Xβ)/τ2

0

]
.

Let {β(j), σ2(j), τ2(j), φ(j), ν(j)} for j = 1, . . . , J denote the recorded MCMC samples. We generate
posterior samples for z∗ using the above full conditional posterior distribution for each iteration j and
then compute the average as the expected z∗. We further compute the LPD of y(s) any held out location
s by

lp(s) = log

∫
β,z(s),τ2

p(y(s) |β, z(s), τ2)p(β, z(s), τ2 | y)dβdz(s)dτ2

= log

 1

J

J∑
j=1

p(y(s) |β(j), z(s)(j), τ2(j))


= log

 1

J

J∑
j=1

N (y(s) |x(s)Tβ(j) + z(s)(j), τ2(j))


M. FIGURES FOR SIMULATION STUDIES

M.1. Interpolated maps for the simulation studies
M.2. Distributions of the estimated ν and δ2

N. COMPUTE THE STACKING WEIGHTS FOR STACKING OF MEANS (IN R CODE)

Let us format the expected outcome {y(k)
(φ,ν,δ2)}

k=1,...,K
(φ,ν,δ2)∈Gall computed in Algorithm 1 by an N ×G

matrix Ŷ . Each column of Ŷ stores the expected outcome {y(k)
(φ,ν,δ2)}

k=1,...,K for each candidate model,
and it shares the same order of observed locations as the outcome y. Let w = (w1, w2, . . . , wG)T be the
stacking weights, we need to find the weights that satisfy

argmin
w
{(y − Ŷ w)T(y − Ŷ w)} ,

under the constrain
∑G
g wg = 1. Now we modify it into a quadratic programming (QP) problem.

(y−Ŷ w)T(y − Ŷ w)

= {(y −
G∑
g

wgŶG)−
G−1∑
g

wg(Ŷg − ŶG)}T{(y −
G∑
g

wgŶG)−
G−1∑
g

wg(Ŷg − ŶG)}

= (ỹ − Ỹ w̃)T(ỹ − Ỹ w̃)
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(a) raw y(s) (b) raw x(s)Tβ + z(s) (c) stacking of mean

(d) stacking of predictive densities (e) M0 (f) MCMC

Fig. 7: Interpolated maps of (a) the response y(s), (b) the denoised response x(s)β + z(s) and
(c-f) the expected y(s) on the nh = 100 held out locations generated by all competing algorithms
for one data set in the first simulation.

where ỹ = y − ŶG, Ỹ = [(Ŷ1 − ŶG) : · · · : (ŶG−1 − ŶG)], and w̃ = (w1, . . . , wG−1)T. And the QP prob-
lem has constrains −

∑G−1
g=1 wg ≥ −1 and wg ≥ 0 for g = 1, . . . , G− 1.
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(a) raw (b) stacking of mean (c) stacking of predictive densities

(d) M0 (e) MCMC

Fig. 8: Interpolated maps of (a) the latent process z(s) and (b-g) the expected z(s) on all n = 900
sampled locations generated by all competing algorithms for one data set in the first simulation.
The n = 900 locations include both observed and unobserved locations

(a) raw y(s) (b) raw x(s)Tβ + z(s) (c) stacking of mean

(d) stacking of predictive densities (e) M0 (f) MCMC

Fig. 9: Interpolated maps of (a) the response y(s), (b) the denoised response x(s)β + z(s) and
(c-f) the expected y(s) on the nh = 100 held out locations generated by all competing algorithms
for one data set in the second simulation.
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(a) raw (b) stacking of mean (c) stacking of predictive densities

(d) M0 (e) MCMC

Fig. 10: Interpolated maps of (a) the latent process z(s) and (b-g) the expected z(s) on all n =
900 sampled locations generated by all competing algorithms for one data set in the second
simulation. The n = 900 locations include both observed and unobserved locations
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(a)

(b)

Fig. 11: Distributions of the estimated ν in the first (a) and the second (b) simulation. The dis-
tribution of the counts are described through violin plots whose horizontal lines indicate the
medians. The red dashed horizontal line indicates the actual value of ν
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(a)

(b)

Fig. 12: Distributions of the estimated δ2 in the first (a) and the second (b) simulation. The
distribution of the counts are described through violin plots whose horizontal lines indicate the
medians. The red dashed horizontal line indicates the actual value of δ2


