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THE CONVERGENCE RATE OF VANISHING VISCOSITY
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ABSTRACT. Motivated by numerical challenges in first-order mean field games (MFGs) and the
weak noise theory for the Kardar—Parisi—Zhang equation, we consider the problem of vanishing
viscosity approximations for MFGs. We provide the first results on the convergence rate to
the vanishing viscosity limit in mean field games, with a focus on the dimension dependence
of the rate exponent. Two cases are studied: MFGs with a local coupling and those with a
nonlocal, regularizing coupling. In the former case, we use a duality approach and our results
suggest that there may be a phase transition in the dimension dependence of vanishing viscosity
approximations in terms of the growth of the Hamiltonian and the local coupling. In the latter
case, we rely on the regularity analysis of the solution, and derive a faster rate compared to
MFGs with a local coupling. A list of open problems are presented.
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1. INTRODUCTION

Mean Field Games (MFGs) are a mathematical framework used to model and analyze strate-
gic interactions in a large population, which was independently developed by Lasry and Lions
[41], 42| [43], and Caines, Huang and Malhamé [36]. In MFGs, each individual makes decisions
based on her own objective as well as the behavior of the entire population, represented by
a mean field which describes the probability distribution of the collective state of the sys-
tem. MFGs are widely used to model complex systems in economics [17), 38] and engineering
[22, [35] [36].

The standard form of MFGs is given by the following system of partial differential equations
(PDEs):

— Oy — vAw, + H(xz, Duy) = f(x,m,),
oymy, —vAm, —V - (my,D,H(x, Du,)) =0, in Q:=(0,7) x T¢, (1.1)
my,(0,2) = m(x), u,(T,z)=u(x),

where T¢ := R?/Z% is the d-dimensional torus, T > 0 and v > 0. The Hamiltonian H(z,p)
is a convex function with respect to the second variable p. MFGs are used to describe Nash
equilibria in differential games with a continuum of players, where m, (¢, ) is the density of
players at time ¢ and at position x. The variable w, is the value of a typical player’s optimal
control problem, so it is a solution to some Hamilton-Jacobi equation. As wu, is the optimal
value (that the player can possibly achieve), the optimal strategy is —D,H (x, Du,). If the
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density of the population flows to the direction preferred by the optimal strategy, the game has
a Nash equilibrium. This amounts to solving (I.I]). When v > 0, the system is of second order.
The system by sending v to zero is called the vanishing viscosity limit, which is of first order.

In this paper, we study the convergence rate of second-order MFGs to the vanishing viscosity
limit as v — 0. A special focus is on the dependence of the rate on the dimension d, and
hence on whether or under what circumstances it induces the curse of dimensionality or the
lack thereof. For simplicity, we assume that the terminal data @ is independent of the density
m,,. We distinguish two cases for the coupling (or the running cost) f:

e When f(z,m) depends on the pointwise value of the density m(t,x), the coupling is
referred to as local.

e When f(z,m) depends on the entire distribution of m(t,-) and is uniformly smooth for
all distributions, it is referred to as a regularizing, nonlocal coupling.

We assume that f is increasing in m in the local case, and satisfies the Lasry-Lions monotonicity
condition in the nonlocal case, so that the uniqueness of solutions is guaranteed. The precise
definitions and assumptions will be provided in Sections 2l and [6l It is also worth mentioning
that the convergence rate of vanishing viscosity approximations of Hamilton-Jacobi equations
was studied in [20, 23], 56] [57], and the optimal rate is 3. The same problem was considered
for hyperbolic systems in [2, [4, 5], and for Fokker-Planck equations with C! nonlocal drifts in
[25, 26] [60].

Before delving into the problem, we digress a bit to explain the motivations to study the
convergence of vanishing viscosity in MFGs.

(1) In recent years, there has been a growing interest in modeling autonomous vehicles’
control and their macroscopic traffic flow by first-order MFGs (v = 0) [33] 34, 39]. As
pointed out in [33], numerical methods converge slowly, or even fail to converge for
first-order MFGs. This is not surprising as iterative algorithms may be ill-posed due to
irregular coefficients in the transport equation. On the other hand, it is known [6], [7], [8]
that the policy iteration algorithm converges exponentially fast for second-order MFGs
(v > 0). So a reasonable idea is to approximate first-order MFGs by second-order
MFGs, and a quantitative rate of second-order MFGs to the vanishing viscosity limit
provides the approximation error. Moreover, the convergence of the policy iteration
algorithm is exponential in v~!, which yields a tradeoff between bias and algorithm
efficiency.

(2) The Kardar—Parisi-Zhang (KPZ) universality class describes the limiting behavior of a
collection of random growth models, and the underlying continuum object is the KPZ
equation [19] [55]. Due to its nonlinear nature, the KPZ equation is hardly accessible
except for some initial conditions which lead to integrability. Recently, there has been
a line of work on large deviations of the stochastic heat equation (SHE), and hence the
(1 + 1)-dimensional KPZ equation by the Cole-Hopf transform, under the weak noise
theory [40, [48]. Rigorous treatments have been developed in [27, [45] 46, 59]. Under
narrow wedge initial condition, the “most probable” KPZ path conditioned to be A at
time T is given by h(t,z) = log Z[p"|(t, x), where Z[p] given p = p(t, z) solves the PDE

1
0Z = iﬁmZ + pZ, for (t,x) € (0,T] xR, Z(0,-) = do,
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and p™ solves the variational problem inf {3 || pH |(T,0) = e*}. Of particular in-

Zlp
terest is the lower-tail limit as A\ = —v~! oo (so v — 0T). Setting the scal-
ing Z,[p|(t,x) == Z[v~1p(, I/%')](t, V_%a;) p,,(t x) = vp"(t, V_%x), and h,(t,x) =
v=Ylog Z,[p,](t, z), [46, 59] showed that h, converges locally uniformly to a limiting
shape h, as v — 07 by integrability of h,. Curiously, (h,, p,) solves the PDEs:

Ochy, = amh + - (8 h)? + po,

(1.2)
1%
Eammpu -V (pu 8xh1/)7

with a suitable choice of the initial terminal conditions (by a Riemann-Hilbert ap-
proach). By taking H(x,p) = 2p and f(x,m) =m (a local coupling), and letting

hl/(tax) = _UV/Q( - tax)7 pu(th') = _mu/2(T - t,l’),

the equations (I.1) specify to (L2). Thus, our result on the convergence of second-order
MFGs to the vanishing viscosity limit stipulates how the lower-tail limit of the most
probable KPZ path in (1 + 1)-dimension is obtained, and gives a quantitative rate in
the large deviation limit thereof. Of course, the Cole-Hopf transform from the SHE to
the KPZ equation and the weak noise theory is only valid in dimension d = 1. There is
no obvious theory for dimension d > 2 (see [111 [I8} [47] for recent development), so it is
not clear how large deviations of the KPZ equation in dimension (d + 1) with d > 2 is
connected to MFGs. Nevertheless, our results for MFGs hold for general dimensions.

Now we turn back to MFGs. The well-posedness of (I.I]) has been thoroughly studied in the
case of nonlocal, monotone, and regularizing couplings for both second-order MFGs (v > 0) and
first-order MFGs (v = 0) [41], [42], [43], and for time-dependent MFGs [24]. When the function
f(x,m) depends locally on the value of m and v > 0, the well-posedness problem has been
addressed by [28] 29] for classical solutions, and by [51] [62] for weak solutions. When v = 0,
in general, one cannot expect the existence of classical solutions. [13] exploited the variational
method, and showed that first-order MFGs can be viewed as an optimality condition for two
convex problems. This approach can also be used for quadratic Hamiltonian MFGs in the whole
domain [50]. Recently, allowing the terminal condition @ to depend on the density m, (T),-),
[49] obtained the weak solution as the limit of a sequence of classical solutions to strictly elliptic
problems.

- atpu =

Here is an overview of our main results on the convergence rate of vanishing viscosity ap-
proximations for MFGs. For both local and nonlocal couplings, it is known that as v — 0T, the
solutions (u,,m,) converge to (u,m), where (u,m) are solutions to first-order MFGs [12], [15].
However, the convergence rate is not well understood. This paper provides the first quantitative
rate of vanishing viscosity approximations for MFGs.

(a) Local coupling. When the coupling f is local, we apply a duality approach which relies
on the fact that equation (L)) is the optimality condition for two convex optimization
problems. This approach was used in [54], and can be traced back to [3]. To obtain
a convergence rate of solutions as v — 07, the main assumption is the coercivity of
the Hamiltonian and the coupling, as specified in the conditions (H5-1) and (H5-2).
Similar assumptions were made in [31], 54] to get a Sobolev estimate for m. With these
assumptions, we prove that (u,,m,) converges in some Sobolev norm at a polynomial
rate as v — 01 (see Theorem [4.3)).
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To illustrate, take H(z,p) = |p|” and f(z,m) = m9~! for some ¢,7 > 1 (while our
results hold for more general Hamiltonian and local couplings). Let

5::max{¢,l}(d+l)—d21.
2qr—q—r

Our result shows that
// (m¥? — m9?)2dxdt < Vﬁ, (1.3a)
Q

2
// ‘|Du,,|’"/2_1Du,, - |Du|r/2_1Du‘ mdzdt < YTHD (1.3b)
Q

2
In particular, we have [[,(m, —m)?dzdt S va@ 7 for g > 2 (see Remark @2)). Note
that if % + % <1, then 8 =1 and the rate in (L3D) is v which is independent of the

dimension d; if % —I—% > 1, then the rate becomes va for some ¢ > 0 which decays slowly
as the dimension d is large. So there is no curse of dimensionality if the growth of H
and f is sufficiently large (i.e. % + % < 1), while the convergence may suffer from the

curse of dimensionality otherwise. However, we do not know whether the rate Vﬁ is
tight; if it is, or the rate is (9 with any & decreasing to 0 as d — oo for % + % > 1,
then it implies a phase transition in the dimension dependence of vanishing viscosity
approximations for MFGs at % + % =1.

When the Hamiltonian is quadratic (¢ = 2), we prove a stronger convergence result
for u,:

2
//Q\u,,—u\2mdxdt§1/2(1l+6> ifr>max{2+d;il,%+3}, (1.4)
(see Theorem [5.3]). This result, presented in Theorem 5.3 cannot be directly deduced
from (L3DL), as the weighted Poincaré inequality may not be applicable. Instead, we
use the higher regularity of m,, (see [31]) and the equations. For d = 1, the condition in
(T4) requires r > %, which fails to cover the KPZ Hamiltonian with r» = 2. To address
this, we further need d < 3 to get uniform boundedness of u, in the KPZ setting with
g =1 =2, as presented in Theorem 5.4
We also mention that if the terminal data @ = @(z, m,(T,x)) depends on m,, the
convergence rate of vanishing viscosity for MFGs remains open. In this case, we have
no longer the optimality condition characterization.

Nonlocal and regularizing coupling. When the coupling is nonlocal and regular-
izing, we adopt a different approach. Instead of using the optimization structure, we
rely on the duality of the two equations and some regularity properties of the solu-
tions, both uniform and non-uniform with respect to v. Our main tool is the uniform
semi-concavity of the solution w,, which results from the superlinear growth of the
Hamiltonian and classical Hamilton-Jacobi equations [10]. This property allows us to

establish a uniform bound on the W2 norm of V%m,, for all v > 0. With these findings,
we first prove (L3D) with » =2 and 8 = 1, and

//Q(f(x,m,,) — f(z,m))(m, — m)dxdt < 1/%, (1.5)
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(see Theorem [6.2]). This method, while requiring less restrictive assumptions, leads to
a faster convergence rate compared to those with a local coupling.

Assuming that (LH]) implies pointwise convergence of f(x,m,) to f(z,m) asv — 0T,
we obtain a pointwise convergence of u, with rate Vi (see Theorem [7.2)). While under
a weaker condition (H4”), the estimate (IL5]) implies that f(x, m,) converges to f(x, m)
in L'(Q) with a rate /4. Then we use both the dual equation method (see [44]) and
the viscosity solution method (see [20]) to prove that the HJ equation of w is stable
under both L'-perturbation of coefficients and vanishing viscosity. Indeed, we obtain
forallt < T,

1
Juy (¢, ) = ult, )l o) S V7,
(see Theorem [7.3)).

We also mention that in the literature, m is often assumed to be strictly positive, see [14]
15, [49], 53] for superlinear Hamiltonian, and [30] for linear Hamiltonian, or there are extra
requirements on H and f [13, B2]. Relying on [14] [15], we show that the condition can be
dropped without further restrictions (see Theorem [3.2]).

The remainder of the paper is organized as follows. In Section B, we provide background
on MFGs with a local coupling. In Section B we prove the well-posedness of MFGs with
nonnegative data. In Sections [4] and [B, we study the convergence rate of vanishing viscosity for
MFGs with a local coupling. In Sections [6] and [[l we consider the convergence rate of vanishing
viscosity for MFGs with a nonlocal and regularizing coupling. Finally, a list of open problems
are presented in Section [8

2. ASSUMPTIONS AND PRELIMINARIES FOR LOCAL COUPLING

We first discuss the assumptions for the case of local coupling f. The assumptions are made
so that (L)) is well-posedness for all ¥ > 0, and most of them can be found in [I4] I5]. We
assume that there exists Cy > 1 such that:

(H1) (Conditions on the coupling) f : T¢ x [0,00) — R is continuous in both variables,
strictly increasing with respect to the second variable, and there exists ¢ > 1 such that

C’O_lmq_1 —Co < f(z,m) < Com4 ' +Cy forall m >0 and x € T%
Moreover, we make the normalization condition:
f(z,0)=0 forall z € T (2.1)

(H2) (Conditions on the Hamiltonian) The Hamiltonian H : T¢ x RY — R is continuous
in both variables, strictly convex and differentiable in the second variable, with D, H
continuous, and satisfying for some r > 1,

Cytpl" — Co < H(z,p) < Colp|" +Co  for all (x,p) € T? x RY.

(H3) (Conditions on the initial and terminal data) @ : T? — R is of class C2, and m : T¢ — R
is a C! nonnegative density function.

Remark 2.1. 1. As discussed in [15], 2.1)) is just a normalization condition, which can be
assumed without loss of generality. In fact, if it does not hold, one can replace f(x,m) and
H(z,p) by f(x,m)— f(z,0) and H(x,p) — f(z,0), respectively.
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2. Recall that the Fenchel conjugate H*(x,-) of H(x,-) for each x € T% is defined as
H*(x,§) = sup,era((§,p) — H(x,p)). Then H* is continuous and satisfies for some Cp > 1
(without loss of generality let us still use Cy) such that

Co ™ — Co < HY(2,€) < Colé]” + Co for all (z,€) € T x R,
where 1’ := L5 is the conjugate of r. Later we also write ¢' :== —5 as the conjugate of q.

q—1
3. Let F be defined as
F(x,m):= / flx,s)ds if m >0,
0

and F(x,m) = +oo if m < 0. Then (H2) yields for some Cy > 1,
Cy'm? — Cy < F(z,m) < Com?+Cy  for allm >0 and x € T (2.2)
We define F*(x,-) to be the Fenchel conjugate of F(x,-). Then F*(x,«) is strictly convez in
a, F*(x,a) =0 for a <0, and for some Cy > 1,
Co_laq/ —Co < F*(z,0) < Coa? +Cy  for all >0 and = € T (2.3)
4. Unlike [14), [15], we do not need to assume m > 0. It was used in [14} [15] to show the
existence of a solution for the optimization problem (2.0]).
5. One can consider equations with more general second order terms:
— Owuy — vA;j0i5uy, + H(x, Du,) = f(x,my),
Oymy, — v0;(Aiymy) — V - (myDypH(x, Du,,)) = 0,
my(0,2) = m(x), u,(T,z)=u(z)

where A = A(x) is assumed to be a Lipschitz continuous map, taking values in the set of
symmetric, uniformly positive definite matrices. But for this, one needs to further assume
r>q, see [15].

2.1. Optimization problems. We discuss two optimal control problems which are in duality,
and we refer to [I3], [15]. For any v > 0, the first problem is

inf  B(m, 2.4
(m,ulJ?EKLV (m w) ( )

where
B(m,w) := // mH* (a:, —E) + F(x,m)dxdt +/ w(z)m(T, z)dx,
Q m Td
with Q = (0,7) x T?, and
K1, = {(m,w) e LY(T9) x LY(T% RY) |Oym —vAm+V -w =0, m(0) = T?L}

where the continuity equation holds in the sense of distributions. When m = 0, we use the
usual convention:

7 w 4+ 00, ifm=0andw#0,
m (a:,——) T {O, if m=0and w = 0.
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Now we discuss the second minimization problem. Recall ¢,r > 1 from (H1)(H2) and ¢,r’
are their conjugates, respectively. Set

rg(d+1) ., , d e d
= if 1+ — d = f 1+ - 2.
~y d—r(q’—l)IQ< +r and v:=o0 if ¢ > +r’ (2.5)

and v > 0 can be an arbitrarily large constant when ¢’ =1 + %. Then we let

A(u, a) == // F* (z,a(t,z)) dedt —/ u(0, z)m(z)dz,
Q Td
and let Kz, be the set of (u,a) € L7(Q) x LY (Q) such that Du € L"(Q) and the following
holds in the sense of distributions
—Owu —vAu+ H(z,Du) < «a, u(T, ) <a.

The precise meaning of the inequality is given in [I5] Section 3]. The second optimization
problem (also called the relaxed problem in [13], 15]) is

inf  A(u, ). 2.6
wanke, (u,a) (2.6)

It turns out that for each v > 0, the optimization problems (24]) and (2.6]) are in duality.
The first equality below is proved in [I3] [I5] by the Fenchel-Rockafellar theorem.The second
equality is due to the fact that one can always replace o by max{«,0} as F*(z,a) = 0 for
a < 0. Here we remark that m > 0 is not needed in the proofs.

Theorem 2.1 ([15]). For all v > 0,

— min  B(m,w)= inf Au,a)= inf A(u, @).
(m,w)ek,, (u,0)EK2,, (u,0)EK2,,, >0 a.e.

Moreover, the minimum of the first term is achieved by a unique pair in (m,w) € Ky, satisfying

!

(m,w) € LI(Q) x L7 (Q).

The last statement that the minimum is achieved by a unique pair in Ky , is because the set
K1, is convex, and the functions F(z,-) and H*(z,-) are strictly convex for each x.

3. WELL-POSEDNESS FOR NON-NEGATIVE DATA

In this section, we show well-posedness of ([LT)) without assuming m to be strictly positive.
First we recall the notion of weak solutions in [15]. Let v > 0 and 7 be from (2.35]).

Definition 3.1. We say that (u,,m,) € L7(Q) x L1(Q) is a weak solution to (L) if
(i) the following integrability conditions hold:
Du, € L", m,H*(-,D,H(-,Du,)) € L* and m,D,H(-,Du,) € L'.
(ii) The following (in)equalities hold in the sense of distribution:
—0yuy — vAu, + H(x, Duy,) < f(x,m,) in Q,
with u,(T,-) < 4, and
oymy, —vAm, —V - (m,D,(x,Du,)) =0 in Q with m,(0) = m.
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(iii) We have
// my f(x,my) + H*(z, D,H (x, Du,))dxdt + [ my (T, x)a(z) — m(z)u, (0, z)dx = 0.
Q

Td
Here the last term is well-defined due to Lemma 5.1 [15].

Theorem 3.2. Assume (H1)-(H3) and let v > 0. The problem (2.6]) has at least one solution
in KCay. Let (my,w,) € K1, be the minimizer of (2.4) and (u,, o) € Ko, be a minimizer of
28). Then:
(1) (uy,my) is a weak solution to (1)), and w, = —m,D,H(-,Du,) and oy, = f(-,m,)
almost everywhere.
(2) Conversely, any weak solution (u,, m,) of (L) is such that the pair (m,, —m,D,H (-, Du,))
is the minimizer of (Z4) and (uy, f(-,my)) is a minimizer of (2.6]).
(8) The solution is unique in the following sense: if (ul,,ml) is another weak solution to
(1), then m, = m!, a.e. and u, = u), in {m, > 0}.

The theorem is proved in [15] with an extra assumption that m is strictly positive. The
assumption is only used in their Proposition 5.4 to show the existence of a solution to the
optimization problem (2.6]). We use a uniform lower bound of u, and a slightly different test
function to remove the constraint. We state the result below.

Proposition 3.3. Under the assumptions (H1)-(H3), for each v > 0, the problem (28] has
at least one solution (u,,cn,) € Ko, which is uniformly bounded from below by a constant
depending only on the assumptions for all v € [0,1].

Moreover, there exists C' > 0 depending only on the assumptions such that
sup (40,1 0oy + 1D Loy + i < C- (3.1)
ve0,1]
Remark 3.1. Let us comment that here |[u, (0, )| 11 (ray is well-defined due to Lemma 5.1 [15]
(uy, has a “trace” in a weak sense).

Proof. The proof follows largely the one of Proposition 5.4 [15].

Step 1. From the first paragraph of their argument, there exists a minimizing sequence
(uy,ay) € Ky, for problem (26 such that u}}, o], are continuous, ¢ > 0, and u], is a viscosity
solution to

— Oy, —vAul, + H(xz, Duy) = ay,, uL(T,) = a. (3.2)
Since H is convex, this equality also holds in the sense of distribution [37]. Moreover, since
o)) > 0, comparing the solution with —||@||cc — ||H(+, 0)||co (T — t) yields
W (t,2) > @l — [HC0) oo (T~ 1) in 0. (33)
It is clear that the right-hand side is independent of v.

Step 2. Next, we show some bounds for o and u], that are uniform in n and v. We integrate

B2) against m + 1 on Q (instead of m that was used in [15]) to get

/T (0,) () + 1)t / /Q yDRDU" + (m + 1) H(z, Du")dwdt

_ / /Q (m(x) + 1)al(t, x)dxdt + /T (m + 1)d,
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By (H2) and (H3) (m,u € C'), there exists C' > 1 depending only on (H3) and C such that

/ ug(o,x)dx—cy// |Duﬁ|d$dt+0‘1// DU ddt
Td Q Q
< —/ uﬁ(O,m)m(az)daz—FC// |agy|dzdt + C.
Td Q

/ uy (0, z)dx 2/ luy, (0, z)|dx — C
Td Td

for some C' depending only on ||@|/eo, || H (+,0)||cc and T'. Next, using that » > 1 and ¢’ > 1, we
get, for any € > 0 there is C; satisfying

// D dwdt < 5/ D" dedt + C-,
Q Q

// | |dxdt < 5// la?|? dzdt + C..
Q Q

Applying these in ([3.4]) and taking e to be sufficiently small, we obtain for some C' independent
of n and v € [0, 1],

/|u (0,2)|dz + (2C)~ // D[ dadt + (2C0) / ™ |7 dad

< - / u (0, z)m(x)de 4+ Cy* / |9 dadt + C
Td 9)
where Cp > 1 is from (Z3)). It follows from (2.3) and the definition of A that

/ luy (0, z)|dx 4+ (2C)~ // | Duy|"dxdt + (2Cy)~ / a9 ddt

< —/ u (0, z)m(x)dx 4+ Cyt // F*(z,a}))dzdt + Co+ C < A(up, o) + C'.
Td Q

(3.4)

Then, we use ([B.3)) to get

Step 3. Since (u),a]) is a minimizing sequence, for all n sufficiently large and @, :=
—0yu — vAu+ H(z, Du) we obtain

A(u,a)) < sup inf  A(u,a)+1< sup A(a,a,) + 1,
vel0,1] (W)€, vel0,1])

which is finite. So there exists C' > 0 independent of n and v € [0, 1] such that for all large n,

/ |u,’}(0,:13)|dm+// |Du;}|7“d:pdt+/ |7 dadt < C. (3.5)
Td Q Q

With the uniform bound, one can take weak limit of (u]},]!) along a subsequence of n — co.
Following Step 2 and Step 3 in Proposition 5.4 [15], we obtain that the weak limit (u,,a, ) is
a minimizer of the optimization problem (2.6]). Finally, (8.I]) follows from (B.3]). O

The qualitative vanishing viscosity limit is studied in [15] Theorem 6.5]. We state it below.

Theorem 3.4 ([15]). Let (u,,m,) be a weak solution to (LI]) with v > 0. Then m, converges
strongly to m in LY(Q) as v — 0, and u, converges weakly up to a subsequence to u in L7(Q),
where the pair (u,m) is a weak solution to (1) with v = 0.
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4. VANISHING VIScosITY LiMIT — LocAL COUPLING

To study the convergence rate of vanishing viscosity limit of mean field games, we further
need the following regularity and coercivity assumptions.

(H4) (Regularity condition) There exist Cy, Cy, Cy > 0 such that for all z,y € T¢ and m > 0,
|[F(z +y,m) — F(z,m)| < Co(1+mT)|yl,
and for any p € R? and o € (0,1],

p H(z,p)
H < Coo. 4.1
st (oo ) < Tih v o oy

(H5-1) (Coecivity condition on H) There are Jy, J; : T¢ x RY — R? and ¢y > 0 such that for
all p,& € R% we have

(H5-2) (Coecivity condition on F') There are Ja, J5 : T¢ x R — R and ¢y > 0 such that for all
m,a € R we have

F(xz,m)+ F*(z,a) — ma > ¢ |J2(z,m) — J3(x,a)* (4.3)

Remark 4.1. 1. If H(x,p) is only a function of p, then we can take C; = Co =0 in (H4) and
(@1)) is trivial.

The condition (@) on H is stronger than the one on F, but it is still satisfied by a large

class of Hamiltonian. For example, if H(x,p) = hi(z)|p|"+he(x) with two Lipschitz continuous

functions hi,hy : T* — R and hy > 0, then @I) holds with Cy := ||Dhi|so/(r — 1) and
Cy = ||Dhal|so-

2. Note that F*(z,a) =0 for a < 0. For a > 0, there ezists a unique mq, > 0 such that

F*(z,a) = sup{am — F(z,m)} = amq, — F(x,my).

m>0
By [22), mq > 0 satisfies
md < Ca? +C  for some C > 0. (4.4)
So it follows from (H4) that for all z,y € T* and o > 0,
|F*(z +y,0) — F*(z,0)| < C(1 +a?)|y| for some C > 0. (4.5)
It is not hard to see that F™* is increasing in o. Indeed for any o > 0,
F*(z,a+0) > (o + 0)mg — F(z,mq) > F*(z,a). (4.6)
Moreover, by (&4), for any o >0,
F*(z,a) > F*(z,0+ 0) — 0Mate > F*(z,a4+0) — Co(1 + (a4 0)7/9), (4.7)

where Moo s such that F*(z,a+ 0) = amayo — F(x,mat0)
3. Let 7 :T% — (0,00) and h : T — R be continuous. If H(z,p) = L|7(z)p|" + h(z) for
some r > 1, then H*(x,§) = %|£/T(:E)|’"/ — h(z). In this case, [{2) holds with

Ji(a,p) = 7(@) P lp"? p, T (@, ) = T(@) PP and g = (max{r,r'}) 7
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If F(x,m) = %(T(x)m)q for some q > 1, then F*(z,a) = %(a/T(az))q’, and ([@.3) holds with

Jo(x,m) = 7(x)"Pm??, J3(x,0) = 7(x)" e and ¢y = (max{g,q'})”"
We only prove ([d3) with this selection of functions in the appendiz. The proof for [{2) is
almost the same.

Finally, let us comment that in the above examples the value of co is optimal. Indeed, if
T=1,q=q =2, it is easy to see that cy < % The optimality can also be seen in the proof.

The following lemma is a consequence of the coercivity condition. The proof is identical to
the one of Lemma 3.2 [54], and we skip it.

Lemma 4.1. Assume (H1)-(H4), and forv >0, let (u, o) € Ko, and (m,w) € Ky ,,. If (H5-1)
holds, we have

A(u, @) + B(m,w) = collm" (1 (-, Du) = Jf (-, —w/m)) |20 (4.8)
And if (H5-2) holds, we have
A(u, @) + B(m,w) = co[|J2(-;m) = J5 (-, )| T2y - (4.9)

For v > 0, let (m,,w,) € K1, be the minimizer of (24]) and (u,,a,) € K2, be a minimizer
of (2.6]). Theorem 3.2l and Theorem 2.1l yield that (u,,m,) is a weak solution to (L), and

A(uy, ap) + B(my,w,) = 0. (4.10)
The following result is a direct consequence of Lemma [4.1] and (4.10]).
Corollary 4.2. We have for any v > 0 and for a.e. (t,x) € Q such that
Ji (z,—w,/my) = Ji(x,Du,) and J5(x,a,) = Jo(x,m,). (4.11)

Now we prove the main theorem of the section.

Theorem 4.3. Assume (H1)-(H4), and let (my, ) be a weak solution to (LI]) with v > 0.
Write (u, o, m,w) = (ug, g, Mo, W), and
/..

qr
,8 = max {W,
Then if (H5-1) holds, there exists C' > 0 such that for all v € [0, 1] we have
// (-, Duy) — Ji (- D) 2 dadt < CoTHs
and if (H5-2) holds, for all v € [0,1] we have

//\JQ ,my) — Ja(-,m)[2dzdt < CyTH

Proof. We use the optimization structure of (LIl described in Theorem

Step 1. By Theorem 2ZT]and the proof of Proposition B3] we can take a minimizing sequence
(u™,a™) € Ka such that o™ > 0, and

— o + H(z,Du") =a", u"(T,")=u (4.13)

in the sense of distribution, and

1}(d+1)—d2 1. (4.12)

A", a") < A(u, ) + 1/n.



12 W. TANG, Y. P. ZHANG

Due to ([B)), there exists C' > 0 such that for all n sufficiently large we have
1Dy + 10 g < C- (1.14)
Step 2. The goal is to show that

Aluy, @) < Alu, @) + CrTs. (4.15)

Below we construct (ul, o) from (u”, ™) that can be used as a candidate for the optimization

problem (2.6)).

Let ¢ : R* — [0,00) be a mollifier i.e., ¢ is smooth, compactly supported in Bp, and
Jra (x)dz = 1. Take € := v1/1+5) and set ¢. := e~dp(-/e). For C1,Cs from (H4), we define

n  Pexu”
£ 14 Ce

It is direct to see from the definition that u[(T,-) < @ as . is supported in B..

u — (1 4+ Celfaller + Coslt — T). (4.16)

Step 3. Because H(x,-) is convex, Jensen’s inequality yields for each fixed xy € T,

P *u" u”
< .

By (41)) with ¢ in place of o, we obtain

n pe * H (x, Du™)(t, z)
H(x,Dul(t <
(@ Duz(t,2)) < P
We note that if H is independent of x, then this holds with C; = Cy = 0. We get from (£.13)
that

+ Che.

Y x v
< — A " =:qal. 4.17
_1+Cl€ 1+01€ e xu “e ( )

In particular, we have (uZ,a?) € As,. Consequently, as (u,,®,) is a minimizer of (2.6]) over
K2,,, we obtain

— Ol —vAul + H(z, Dul)

Ay, o) < A(ul, af).
It follows from the definition of & that ve™® < 1. We claim that
A(um 041/) < A(U?, Oé?) < A(un, a”) + C’Vg—ﬁ + Ce.

We postpone the proof to Lemma 4] below. As a consequence of the claim, passing n — oo
yields ([A.I5]).
Step 4. Now, we combine (£.15)) with (£10) to get

‘ -

A(uy, ap) + B(m,w) < A(u, a) + B(m,w) + Cviis = Oyt
Then using ([A8)) and (H5-1) yields

+
sy

1

co|lm' (I (-, D) = JE (-, —w/m)) 720y < Aluy, ay) + B(m,w) < CyT7.
Using instead (£.9]) and (H5-2) yields

‘H
S

o 12 () = J5 (0B < Al ) + Blm,w) < Cv T3,
Finally (£I1]) yields the conclusion. O
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Remark 4.2. Suppose that Jo(-,m) = ma/2. We obtain from the second conclusion of theorem
that when q > 2,

2/q
// |m,, — m|?dzdt < C (// |m, — m|qd:17dt>
Q Q

2/q )
<C </ Imd/? — m‘I/2\2dxdt> < Cpaasm,
Q
Lemma 4.4. Suppose ve=? < 1. Then
‘A(ue > 045) < A(un7 an) + CI/E_B + Ce.

Proof. In view of ([£I4]), Young’s convolution inequality yields if -£- + ;> 1 (then r < ¢'),

/.0

8 "l @ < 1Dl |00 (@) < CePDH wieh = TG =1,
and if -7 ,+T, <1 (then r > ¢),
[Ape * u™| L () < CllAPe * 4[| () < ClID@ell Lo IDW" || Lr () < Ce™
Thus, overall, we get for X = —vAp. xu",
1 Xell Lor ) < Cre™?  with f =max{8;,1} (d+ 1) — d. (4.18)
In view of ({I7)),
af — e x /(1 + Cre) < (Xe)4.
Using (4.6]) and (A7) yields
Ve * ™
F*(z,a)dzdt < [ | F*(x 1 7/9) dgdt
// (z,al)dz // 1—|—Cls)+c( )+(1+ (o)1) dx

S//QF*(:U,%*a”)+C(X€)+(1+(<pE>ka"+(X) )q?l)da:dt (4.19)

!

< [[ Fr(pexan) + COOY + O+ (or v a”) ¥
Q

It follows from (4.1I8]), Holder’s and Young’s convolution inequality inequality that

// ) (1 + (@ % ™) T )dxdt
, , 1/q
< IXel Yy oy + Xy ([ 14 (oo v ) aoat)

<CVle P 4 Cre™ <1 + a7 /q > < Cre™?

where the last inequality is due to ([@I4) and ve=® < 1. Since F*(z,-) is convex, Jensen’s
inequality and (4.3]) show

// F*(x,%*an)d;ndtg// ©e % F*(z,a™)dzdt + Ce(1 + (o) )dzdt
Q Q

§/ F*(z,a™)dxdt + Ce,
Q
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where we applied (£.14]) again. Using these in (£19) yields
/ /Q F*(z, o) dzdt < / /Q F*(z,a"™)dzdt + Cve™? + Ce. (4.20)
Note that, since m € C', from ([@I6) and (3.5) we get

/Td u™(0,z)m(z) — ul(0,z)m(z)dx < Ce + /W u™(0,z)m(x) — un(O,x)%Tgf:)dx

(4.21)
< (Ce <1 +/ ]u"(O,x)\da;) < Ce.
']Td
Finally, we recall the definition of A and apply (£20)) and ([£.21)) to get
A, al") = / / F*(z, a")dwdt — / (0, indz
Q Td
< // F*(x,a")dxdt —/ u™(0, -)yimdz + Cve™? + Ce
Q Td
= A", a") + Cve P + Ce.
O

5. CONVERGENCE OF CLASSICAL SOLUTIONS — LOCAL COUPLING

In this section, we prove the convergence of u, under some extra conditions (see (H6)—(HS)
below). We will assume that (u,,m,) with v > 0 are classical solutions. Indeed, [16] showed
that the solutions are smooth when Hamiltonians are purely quadratic. We also refer readers
to [29] 28] for results about classical solutions.

We will present two results for quadratic Hamiltonians (so ¢ = 2). The first one is for r > 2
and we use the conditions (H6)(H7) below (by (H6) we mean (H6-1)—(H6-3)), while the second
one is for r = 2 and d < 3, and we further need (HS).

(H6-1) m € W2>(T9).
(H6-2) H(x,p) is twice continuously differentiable in both the variables and for some C > 0,
|D2H (z,p)| < Clp|" +C  for all (z,p) € T¢ x R%.
(H6-3) There exist C' > 1 such that for all z,y € T¢ and m, m’ > 0,
‘f(x7m) - f(:%m)‘ < Cm’x - y‘?
and
(f(z,m) = f(z,m"))(m —m') > |m —m']*/C. (5.1)
(H7) (Conditions on the coupling) (H1) holds with ¢ = 2, and for some C > 0,
fm(z,m) < C  for (x,m) € T¢ x [0, 00).
(H8) (Strict convex Hamiltonian) For for some C > 1.
C7 'y < Hpp(x,p) < CIy for all (z,p) € T? x RY,

where I; denotes the identity matrix.

Remark 5.1. Condition (H6) is assumed in [31]. We are going to apply their reqularity results.
(H8) implies r = 2 in (H2).
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We start with the following lemma which says that (5.I]) implies (H5-2) with Jy(z,m) = m,
and (H8) implies (H5-1) with Ji(z,p) = p.
Lemma 5.1. Assume (H1)(H6). Then (H5-2) holds with Ja(x,m) = m and J5(x,«) defined
such that f(x,J5(z,a)) = a.

If further assuming Hy,(x,p) > cly for some ¢ > 0 uniformly in T¢ x Re, then (H5-1) holds
with Ji(xz,p) = p and J{(x,&) defined such that Hy(x, J}(z,§)) =&.

Here J3 is well-defined as f(x,«) is strictly increasing in o. Similarly, J; is well-defined
as H(z,-) is C*> and is uniformly strictly convex in p, and the map Hy(z,-) : R? — R s
one-to-one.

Proof. Let us fix x € T In view of Remark @112, it suffices to consider m,a > 0. Take m,
such that f(z,ms) = a. The definition of F* yields

F(z,m)+ F*(x,a) — ma > F(z,m) — F(z,mqa) + (ma — m)a. (5.2)
Since F is strictly convex by (E.1), and F,,(z,m) = f(x,m), we have

F(z,m) — F(xz,mq) > f(x,mqy)(m —mgy) + g]m — ma?.
Then, using f(z,my) = «, we get from (5.2]) that
F(x,m) + F*(x,a) — ma > c¢(m — J3(x,a))?/2

where J3(x, ) := m,. We proved the first claim.

The proof for the second claim is identical. O

In the next lemma, we collect and prove some v-uniform estimates.

Lemma 5.2. Assume (H2)—-(H4)(H6)(HT7), and suppose that (m,, o) with v € [0,1] are weak
solutions to (L1)). Then there exists C > 0 such that for all v € [0, 1],

[Dmy |2 < C  and (5.3)

Il L) + lluwll Loy < C,
were 17 = 2(%1) and
rn(d 4+ 1)

SR

d d
z'fn<1+; and 5::ooz'fn>1+;. (5.4)
When n =1+ %, 6 > 0 can be an arbitrarily large constant, and in this case, the constant C
depends also on the choice of J.

If further assuming infyaga Hpp(x,p) > clg for some ¢ > 0, then we have
Hmll,/2D2u,,HLz(Q) < C  wuniformly in v € [0,1] for some C > 0. (5.5)

Proof. By Lemma[5.1], J;(z,-) is an identity map. Then (5.3]) follows from [31, Proposition 4.3]
and (H6)(H7). In [31], the authors only considered the case of ¥ = 0 and assumed (H5-1) with
Ji,J; independent of . However, this assumption is not needed to obtain only (5.3]). Also it is
not hard to see that their argument generalizes to all v € [0, 1] and the constant is independent
of v.
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Note that m, > 0 and [;4m,(t,-) = 1. Thus it follows from (5.3 and the Sobolev type
embedding theorem ([21] Proposmon 3.1]) that for some dimensional constant C' > 0,

2/d
/ m(t,x)dzdt < C </ ]Dm,,(t,x)\2dxdt> <ess sup m,,(t,a;)da:) ,
Q Q

te(0,T) JTd
which is uniformly finite in v by (&.3)).

Next, due to (H1) and ¢ = 2, f(xz,m,) € L"(?) by (53). Moreover, Proposition B.3] yields
that wu, is bounded from below. So we can apply Theorem 3.3 in [15] to get for some C
independent of v € [0, 1],

[uvllps ) < € with § given in (5.4).

It is not hard to see that when n =1+ g, 0 > 0 can be arbitrary and the constant C' depends
also on 4.

The last claim follows from [31] and the second claim of Lemma [5.11 O

Now we are ready to prove our main theorem of the section.

Theorem 5.3. Assume (H2)—(H4)(H6)(H7) and

r>max< 2+ — d & (5.6)
= tax d+1° 2d+3 '

Suppose that (u,, m,) with v € (0,1] are classical solutions to (LI)), and (u,m) is a weak
solution to (L) with v = 0. Then there exists C > 0 such that for all v € (0,1],

1
// luy, — ul?m dzdt < Cv2P
Q
where (3 is given in (LI12).

Proof. The proof is split into four steps.
Step 1. For any v/ € (0,v), define

U(t,z) == u,(t,x) —uy (t, ).
Later we will pass v/ — 0. From the first equation in (I.IJ), it follows that that
~0,U — vAu, +v' Auy + H(z, Du,) — H(z, Du,) = f(x,m,) — f(z,my). (5.7)

Since (u,,m,) and (u,,m,) are classical solutions, we can multiply (5.7)) by —2Um,,, and
use U? as the test function against the equation of m,,. Then adding them up and integrating
from t to T for some ¢ € [0,T), we find

T
/ U*my,dx |tT - / / 2(vDu,, — V' Du,, ) D(Um,,) + ' Dm,, D(U?) dzdt
Td Td

/ / H(x, Du,) — H(z, Du,/))Um, — D,H (x, Du,/)D(U*)m (5:8)
Td

flz,my) — f(x,my))Um, dxdt.

Step 2. Since H(x,p) is convex in p,
H(z,Du,) — H(z,Du,) — DpyH (z, Du,)(DU) > 0
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Also using U(T,-) = 0, (5.8) yields

T
/ U(t, - ymy (L, )z < / / 2(vDu,, — v/ Duy ) D(Um,,) + v Dm,, D(U?) dzdt
e t (5.9)

T
2 / /T (Saamy) = e )Umy dudt.

Step 3. Now we estimate each term on the right-hand side of (5.9]). Recall 7, from Lemma
(with ¢’ = 2 since ¢ = 2 by (H7)). By Holder’s inequality,

T
| | (DuDU)mdadt < |Dus )l DU oy 170

where 7 := % < n by (5.6). Thus, Lemma and Proposition B.3] yield

T
/ / (Du, DU)m,dxdt < C
t JTd

for some C' independent of v,7/. Similarly, we have ftT Jpa | Duy DU|m,, dzdt < C. Due to
Lemma [5.21 and (8.1)) again, we get

T
| (DD dsit < 1D o) | D 20 |0 70y < €
t

where ry := 2 < § by (5.6)). Similarly, ftT Jpa Dy D(U?)ddt is uniformly bounded.
As for ftT Jpa(f (@, my) — f(x,my))Um,, ddt, using (HT) yields

T
/ / (f(x,my) — f(x,my))Um, dedt < C// |my, — my ||U|m, dxdt
t JTd Q
< Cllmy — my|[ 2@ Ul 2o (@ I | 2rs

where r3 := %. Since 73 < n by B.6), |Ul|Ls(q)llmu|lzrs < C by LemmalB.2l Thus, Theorem
4.3 and the first part of Lemma [5.1] yield

1
// (f(x,my) — f(x,my))Umy dedt < Cv20+8  with S from ([412).
Q
Step 4. Putting these estimates into (5.9) yields

1
sup |y, — uy |*my de < Cv208)
tefo,7] JTd

By Theorem [3.4] m,s converges strongly to m in L?(Q) as v/ — 0. Thus, as u, —u, is uniformly
bounded in L*(Q) by Lemma 5.2 and 6 > 4, we get

lim inf // |uy — s [*my dedt = lim inf // luy, — s |*m dadt.
v'—=0 Q v'—=0 QO

Since u, are uniformly bounded in L?(Q) and wu,s converges weakly to u in L"(f2) along a
subsequence of v/ — 0 by Theorem [3.4], we actually have u, — u,, converges weakly to u, — u
in L°(2) along a subsequence of v/ — 0. Then we show that the functional v — | [ vim dzdt
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is continuous on L(Q). Let 1/ = % be the conjugate of . Note that for any vy, vy € L(€),
by Lemma [5.2]

v? —v2)mdadt < C 2 _02) "d:pdt v <C — 02" dadt W, (5.10)
Jfe (fft=tasa) = s o (ff 6t =)

and by (E.3),
6>2n =2n/(n-1).

The right-hand side of (5.I0]) can be arbitrarily small when v; and v are very close in L™(2).
Thus v — [, v?m dzdt is continuous on L"(Q2), and it is straightforward that it is also convex.
Hence we get

// luy, — ul?m dzdt < hm 1nf // |y — uy|Pm dadt < CV2(1+6>
Q
which finishes the proof. O

Theorem [5.3] fails to cover the KPZ setting (.2) when r = 2 that we are interested in. Below,
we prove a convergence result for d < 3 and ¢ = r = 2. The statement is slightly different from
the previous theorem that we use weight m, instead of m.

Theorem 5.4. Assume (H2)—(H4)(H6)—(HS),
€ (0,1] are classical solutions to (L), and
Then there exists C > 0 such that for all v € (0,

r =2 and d < 3. Suppose that (u,,m,) with
(u,m) is a weak solution to (L) with v = 0.
1

l

1
sup luy (t, ) — u(t, z)*m, (t, z)de < Cv20H
tefo,7] JTd

where (3 is given in (LI12).

Proof. We break the proof into three steps.
Step 1. Since d < 3, Lemma yields that u, is uniformly bounded for all v € [0, 1] in €.
For 0 <V <v<1,let

U(t,x) = u,(t,z) — uy(t, ).
Then the following holds in the classical sense,

—0,U — vAu, + V' Auy + H(z, Du,) — H(z, Du,) = f(x,m,) — f(z,my).

We multiply the above equality by —2Um,,, and use U? as the test function against the equation
of m, in (LI). Adding them up and integrating from ¢ to T for some t € [0,T) yield

/ U’m,dz ‘t // 2vAu, (Um,) + vVm,V(U?) — 20 Au,, (Um,,) dxdt

// (z, Duy) — H(x, Du,s))Um, — DpH (2, Du,)D(U*)m
fz,my) — f(z,my))Um, dzdt.
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Since U(T,-) = 0, this simplifies to
/ U%(t, z)m, (t,z)ds = // 2(v — V) Au, (Umy,) +vVm,V(U?) + 20/ AU (Um,,)
Td Q

— (2(H(z, Dw,) — H(z, Du,s))Um,, — DyH (z, Du,)D(U?)m,)
+2(f(z,my) — f(z,m,))Um, dzdt.

(5.11)

Step 2. We estimate each term in the right-hand side of (5I1). In view of the last claim of
Lemma [5.2] by Holder’s inequality and uniform boundedness of u, u,, we obtain

// (v — V) Au, (Um,)dxdt < (v — 1/)Hm,1/2Au,,HL2(Q)HmiﬂUHLz(Q) < Cv.
Q
By Proposition 3.3 and boundedness of U,

/ /Q AUUm,)dzdt < [VU |22yl lloe + 19U 2@y l1U o 0 oo < Climyllc.

Here ||m, ||~ is finite (depending on v) because (u,,m,) is a classical solution. Similarly as
done in the proof of Theorem [£.3] we have

// Vm,V(U?)dzdt < C and // (f(x,my) — f(x,my))Um, dedt < Oy
Q Q

where C is uniform in v, /.
Next, the condition (H8) and uniform boundedness of U again yield

- %//92(11(3;,1)%) ~ H(z, Du))Umy — Dy H(x, Duy) D(U? )y dadt
_ // (H(z, Du) — H(x, Du,) — D,H(z, Du,)(Du — Du,))Um, dzdt
Q

< C// |Du,, — Dul*m, dzdt < Cuﬁ,
Q

where in the last inequality, we applied Theorem [4.3] and Lemma [5.11
Step 3. Putting the above estimates together into (5.11)) yields

/ U(t, 2)imy (t, 2)dzdt < Cv + CvaT58) + Cllmy ||so.
Td

Passing v/ — 0 yields the conclusion. O

6. VANISHING VISCOSITY LIMIT — NONLOCAL COUPLING

In this section, we discuss mean field games with cost functions that are nonlocal and are
regularizing on the set of probability measures. We allow the terminal data of u, to depend on
m, (T, -). Consider

— Owuy — vAu, + H(z, Du,) = f(x,m,(t,")),
oymy, —vAm, —V - (my,D,H (x,Du,)) =0, (6.1)
my(0,2) = m(x), u,(T,x)=1ua(x,m,(T,")).
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Let P be the set of Borel probability measures 1 on T?. The set P can be endowed with
the well-known Kantorovitch Rubinstein distance (or 1-Wasserstein distance), that is for any
p1,p2 € P,

d(u,uz) == sup / = — yldv(z,y)
yell(py,p2) J T24

where TI(u1, p12) denotes all Borel probability measures on T¢ x T¢ that have y; as its first
marginal and po as its second marginal. We make the following assumptions (see [12], [43]).
There exists C' > 0 such that the following holds.

(H1%) (Regularizing condition) f : T¢ x P — R satisfies for any p € P,

Hf()/J)ch < 07
and for any = € T¢ and pq, e € P,

|f(z, 1) — fz,pu2)| < Cd(pr, pe).

Moreover, f is strictly monotone in the second variable in the sense that for any u1, pus €
Pv if 241 75 K2, then

/Td(f(x,,ul) — f(x, u2))d(puy — po)(x) > 0.

If 1 € P has a density function m, we write f(z,m) := f(z,u).

(H2") (Conditions on the Hamiltonian) Assume (H2), and that H = H(x,p) is C? in both
variables. Moreover, for all z € T¢ and p € R?, we have

|Hy(x,p)| < C(L+p["),  [Hp(a,p)| <CA+[p|"H).
For any R > 0, there exists Cr > 0 such that for any (z,p) € T¢ x R? with [p| < R,
|DyoH(x,p)l, |DapH (x,p)| < Cr and 0 < Dy, H(x,p) < Crlg.

Moreover, H is convex in the second variable in the sense that there exists a non-
negative function ¢; : T¢ — [0, 00) such that for all p,p’ € R? and = € T¢,

H(z,p) — H(z,p') — Hy(z,p)(p — p') > c1(x)lp — p'|.

(H3’) (Conditions on the initial and terminal data) m : T¢ — R is a C' non-negative density
function. @ : T? x P — R satisfies for any u € P,

[a(, wllez < C,
and for any x € T? and py, uo € P,
‘a(%ﬂl) - ﬂ(%/@)‘ < Cd(,ul,,UQ)

Moreover, we have the monotonicity condition: For any mq,mgy € P,

[ Gt m) = e )l = o)) >

If 11 € P has a density function m, we write u(x, m) := u(x, ).
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Remark 6.1. 1. It is a classical result (see for example, [12], [43]) that under the assumptions
of (H1")(H2)(H3’), there exists a unique classical solution to (G when v > 0. When v =0,
(6210) is still well-posed [12,143], and the first equation in ([©.1)) is satisfied in the viscosity sense,
and the second equation holds in the weak sense. It can be shown that m,(t,-) is continuous in
time with respect to Kantorovich-Rubinstein distance, and so f(x,m) is continuous in time.

2. It was known that as v — 0, the corresponding classical solutions (u,,m,) converge
uniformly to the unique solution (u,m) of (6.1 with v =0 (see [12]).

3. The typical example of f (of u) is
Faam) = [ ol (&5 m)w))oe — y)dy.
Td

where ¢ : T — R is a smooth even kernel and g : T* — R is a smooth function such that g is
strictly increasing in the second variable. Indeed, it is direct to see (see also [9, Example 4.1])

[ G () = fma())0m (o) — mafa)d
= [ 002 1)) = (0. (6 # ma) ()6 % () = 6 ma(4)y > .

The following regularity results are consequences of (H1’)(H2")(H3’).

Lemma 6.1. There exists C > 0 such that for all v > 0 we have

My, [uyl, |[Du,| < C  in Q, (6.2)
and D*u, <CI; inQ. (6.3)

Proof. The comparison principle yields that u, is uniformly finite for all ¥ > 0. The proof for
Lipschitz regularity of u, follows from [1] (we also refer readers to [10] and [58]). Semiconcavity
of u, is given in Theorem 5.3.6 [10] (as w, is uniformly Lipschitz continuous, by modifying
H(z,p) for large p one can assume that all second derivatives of H are uniformly finite).
Finally, from the results in [12] Section 4.2], it follows that m,, is uniformly bounded. O

Now we prove the first main theorem of the section.

Theorem 6.2. Assume (H1")(H2')(H3’) and let ¢; = c1(x) be from (H2%). For v € (0,1], let
(uy,my) solve (61) and (u,m) solve (6.1) with v = 0. Then there exists C > 0 such that for
all v € (0,1] we have

//Q(f(a:,m,,) — f(z,m))(m, — m)dzdt < cv'/?, (6.4)

/Td(u(a:, my(T, ) — @z, m(T, ) (my (T, -) — m(T, ))dz < Cv/2, (6.5)

and

// ¢1(my, + m)|Duy, — Duf*dadt < Cv*/2. (6.6)
Q



22 W. TANG, Y. P. ZHANG

Proof. The proof consists of four steps.

Step 1. We first show that the W12 norm of v*/?m,, is uniformly bounded for all v € (0, 1].
Note that (u,,m,) is a classical solution [12], [43]. So we can multiply the second equation in
(610) by m, and then integrate over € to get

my (T, z)%dz — | m,(0,z)*dz + V/ |Dm,|*ddt = — / my DpH (2, Du, ) - Dm,,dxdt.
T2 T2 Q Q

Using ([6.2) yields for some C' independent of v,
u//Q |Dm,, |*dzdt < %/QV~DPH(x,DuV)m?, dzdt + C.
Note that m,, |Du,| < C uniformly in v by (6.2). Thus, it follows from (H2’) and (6.3]) that
v / /Q |Dm,,|2dzdt < C / /Q | DapH (2, D) |+ [Tr (DypH (2, Duy)D?w,)], dxdt+C < C (6.7)

for some constant C' independent of v € (0, 1].
Step 2. Now we take any v/ € (0,v), and define

Ut,z) :=u,(t,x) —uy(t,x), Mt ,z) :=my(t,x) —my(t, ).
It follows from the equations in (6.1]) that
— 04U — vAu, + V' Auy + H(z, Du,) — H(z, Duy) = f(z,m,) — f(xz,m,), (6.8)
M —vAm, +v'Am, —V - (m,DpH(x, Du,)) + V - (m,, DpH (z, Du,)) = 0. (6.9)

Let us multiply (6.8]) by —M, and (6.9]) by U, and integrate over 2. We can do these as (u,,m,)
and (u,r,m,) are classical solutions. Since M (0,-) = 0, we get

U(T )M(T, z)dx — // vDu, DM — v'Du,, DM — vDm, DU + v'Dm,, DU dzxdt

/ / (2, Duy) — H(x, Duys))M + (my Dy H (i, D) — my Dy H (2, Duys)) DU
f(z,my) = f(z,my )M dedt
/ my (H (2, Duy) — H(x, Duy) — DyH (x, Du)(Duys — D))
4 my(H(x, Duy) — H(z, Duys) — Dy H(x, Dus)(Duty — Duy))
+ (f(@,my) — f(x,my))(my — my) dedt

- //Q () (M, + M) | Dty — Dt |+ (F(@m) — £, my)) (my — may) dadlt,

(6.10)
where we used (H2’) in the inequality.

Step 3. Now we estimate the several terms in (6.10). By direct computations,

// vDu, DM — v'Du, DM — vDm, DU + v'Dm,, DU dxdt
Q

= // (v — ") (Du,» Dm,, — Du,Dm,)dzdt = // (v — V') (Du,» Dm,, + Au,m,)dxdt.
Q Q
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By (62 and (6.3]), u, and u,s are uniformly Lipschitz continuous and semiconcave in space,
and m,, is uniformly bounded. Combining these with v/ < v and (6.1]), we obtain
/ / vDu, DM — v'Du,yDM — vDm,, DU + v Dm,, DU dxdt
Q

- (6.11)
<Cv // |Dm,| +mydzdt < Cv <// \Dmy\zdazdt> +Cv < Cv'/2
Q Q

Thus (6.10) and (6.11)) yield
/ U(T,z)M(T, z)dx + // c1(x)(my + my)|Duy, — Duy |2dadt
Td Q

X, m — X, My, My, — My X V1/2
+//Q<f<, J) — £ my))(my — my)dadt < C

In view of (H2’)(H3’), the three terms on the left-hand side of the above are non-negative.
Thus passing v/ — 0 yields (6.4]) and (6.5]).
Step 4. Finally, we pass v/ — 0 in

// c1(my + mys)|Du,, — Dul,/]2dxdt < Cov'/2.
Q

Because wu,s converges to u locally uniformly and wu,s is uniformly semi-concave in = for all
V' >0, Du,(t,-) converges to Du(t,-) a.e. « € T Thus passing ¢/ to 0 yields (6.6). O

7. CONVERGENCE OF u,, — NONLOCAL COUPLING

In this section, we proceed to show convergence results of u, as v — 0. First, let us assume
a strong condition (H4’) on f and @, and we prove pointwise convergence of u, to u. Later, we
also consider a weaker condition (H4”).

(H4’) There exists C' > 0 such that for any ¢ > 0, if 1, po € P satisfy

[ (i) = ) = ))<=

then

sup | f(z, p2) — f(z,p1)| < Cel/?,
zeTd

And the same holds if we replace f by a.

Remark 7.1. Note that if f (or ) is of the form f(x,m) = [1a 9(y, (¢ * m)(y))o(x — y)dy,
where ¢ is a smooth even function on T® and g is C' on T¢ x R, then the condition reduces to

for all (z,z) € T¢ x R we have g.(z, z) > 0.

Indeed suppose my, ma are two probability density function in T?. Since |6 * m;| < ||¢]lco, we
have

|f(@,ma) — f(z,m1)| < [|B]lec /Td 19(y, ¢ * m1) — g(y, ¢ * ma)|dy < Cl|¢ * m1 — & * mal|p2(pay.

On the other hand, for ¢ :=inf(, yerax|—||g]o,dlloo] 92(Ts 2) > 0, we get

/ (F(,ma) — F(,ma))(ms — ma)de > o / 6% my — ¢ mafde.
Td Td
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So there exists C' > 0 independent of mi, ma such that for all z € T,

|f(z,ma) — f(z,m1)]> < C Td(f(fmnz) — f(z,m1))(m2 — mq)dz.

We will need the following lemma.

Lemma 7.1. Let ¢ > 0, and let H be as before, and g : [0,T] x T¢ — R be C! in space and
Lipschitz continuous in time. Suppose that v and v. are Lipschitz continuous and satisfy

o+ H(x,Dv) = g(t,x) and 0w, —eAv. + H(x, Dv.) = g(t,x)

in the sense of viscosity, and v(0,-) = v:(0,-) is a C* function. Then there exists C > 0 such
that for all € > 0,
lu(t, ) — ve(t, )| < Ce?  in [0,T] x T

Though the proof is given by the classical viscosity solution approach (see e.g., [20] for the

case when H = H(p) and g = 0), for readers’ convenience, we provide it in the appendix.

Theorem 7.2. Under the assumptions of Theorem[6.2, assume (H4"). Then there exists C > 0
such that for all v € (0,1] we have

sup lu(t, ) —u,(t,-)| < Ccvl/A,
(t,)€[0,T]x T4

Proof. For v € (0,1], let w, be the unique solution to
—Opw, — vAw, + H(z, Dwy,) = f(z,m) with w,(T,z) = u(x,m(T,")).
The condition (H4’) and Theorem [6.2] imply that
[f@,m) = flz,my)|,  |wy(T,2) = uy(T,2)| = |ae,m(T-)) = a(z,m,(T, )| < Cv!/*,
Thus by comparing u, with w, £ CV1/4(T —t+ 1) yields that
luy, —w,| < CvY* in Q.
Note u satisfies
-0+ H(z, Du) = f(z,m) with w(T,z) = a(z,m(T,-)),

in the sense of distribution, and w is also a viscosity solution by [37]. Moreover, by [12] Lemma
4.14] and (HY’), f(x,m) is Lipschitz continuous in time. Then it follows from Lemma [7] that

sup |wy (t,z) — u(t, )| < Cv'/?,
(t,x)eR

which finishes the proof. O

Now we consider a weaker condition:

(H4”) There exists C' > 0 such that for any € > 0, if g, uo € P satisfy
[ (i) = ) = ) < =

then
/Td \f(z, o) — f(z, p1)|de < CeY/2.
And the same holds if we replace f by @ .
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Since, under (H4”), it is only known that f(z,m(¢,-)) and f(z,m,(t,-)) are close in average
from Theorem [6.2] we do not expect a pointwise strong convergence of u, to u. We will apply
a dual equation method to prove an L{°L. convergence (see also [44]).

Theorem 7.3. Under the assumptions of Theorem[6.2, assume (H4"). Then there exists C > 0
such that for all v € (0,1] we have

sup [u(t, ) — uy(t, )| g1 oray < CVM2
te[0,T

Proof.  For v € (0, 1], let w, be the unique solution to
—oyw, —vAw, + H(xz, Dw,) = f(x,m) with w,(T,z) = u(z,m(T,-)).
By Lemma [6.1] there exists C' > 0 such that for all v € (0, 1],
|Dul, |Du,|, |w,| <C and D?u,, D*w < CI; in Q. (7.1)

We will compare u, with w, and then w, with wu.
Step 1. Consider W := w, — u,,, which then satisfies

— W —vAW + G - DW = f(x,m) — f(z,my) (7.2)

with
W(T,z) =w,(T,x) —u,(T,z) = u(z,m(T,-)) — u(z,m,(T,-)),

and

G(t,z) == /1 D,H(x,sDw, + (1 — 5)Du, )ds.
Recall that ’

—0puy, — vAu, + H(z, Duy,) = f(x,m,) with w,(T,z) = a(x,m,(T,")).

By (H4”) and Theorem [6.2]

//Q |f(z,m) = f(x,m,)|dzdt < /Otc </Td(f(a:,m) — flz,m,))(m — mu)dx> v dt

1/2
<cC <// (F(m) — f(z,my))(m — ml,)dxdt> <y,
N (7.3)
Similarly, by (6.3 of Theorem [6.2]
|a(z, m(T,-)) — a(z, m,(T,-))|de < Cv*/*. (7.4)

Td

Step 2. For any fixed t; € [0,T), we consider the dual equation of (T2) in [t;,T] x T%:
Y —vAY =V - (GY) =0 with ¥(t1,-) = o,

where 9 is a smooth function on T?. By Divergence Theorem, we have

d

7 - Widx = — /Td(f(x,m) — f(x,m,))da.
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In view of (7.3) and (4], integrating the above equality in the time interval [t1,T] yields

W (t1, x)vo(x)dz

< W(T, z)y(T, x)dx
Td

< CVM Ml oo (4 )7

+ OV ||| oo gty 7T

» (7.5)

Step 3. Now, we estimate ||| oo, 7)xTd) in terms of [[¢g]|foo(pay. It follows from the
equation of ¢ that for any n > 2 an even number,

d
dt/ Y"dx +n(n — 1)y / | D22 dx = —n (n—l)/ (G- DY)yt

So for any t € [t1,T],

/ Y(t,x)"dx < ||vo|la + (n—1) / (V- G(s,x))Y" (s, z)dxds.
t1 JTd

This yields that if V - G(s,z) is uniformly bounded from above for all v, then by Gronwall’s
inequality,

et Moy < ol zoe oy ex0 (07 Gl o oy rpensy (= 1)) -
Passing n — oo yields
bl oo iy ensy < ol zoe ey ex0 (17 - @l gy rpsmy T) -
Applying this in (78], we get for some C' > 0,

» W (t1, z)1ho(z)dx

holds for all smooth )y, which implies that
lwy (t1,7) = wy(t1, )| 1 (pay < CVY* for any 1 € [0,7). (7.6)

< CV Y44y | poo (e

Step 4. To finish the proof of (7.6]), we now show that V -G(t, x) is uniformly bounded from
above. Indeed we have

1 2 2 2 2 2
0°H 0°H 0w, 0°H 0°u,
V-G = /0 EZ: api&nl Z Op;Op; axlax] Z Op;Op; 0x;0x;
By (71) and (H2’), there exists C' > 0 such that for all v, s € [0, 1],
0°H

— Dw,, 1—s)Du,) <C,
8pi8:ni(m’8 wy, + (1 —s)Du,) <C

O*H , 9w, ’ 0%u,, <C
8pi6pj 8:17@633] 8$Za$j -
Therefore, we obtain that V - G < C for some C' independent of v.
Step 5. Due to (Z.6]), to conclude the theorem, it suffices to show that
sup |wy (t,z) — u(t, )| < Cv'/2.
(t,x)eQ
This is a consequence of Lemma [T.1] (see also the proof of Theorem [7.2]). O
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8. OPEN PROBLEMS

In this section, we collect a few open problems related to the convergence of vanishing
viscosity approximations for MFGs and its connection to the KPZ equation.

(1)

1
In Theorem 3] we proved a rate of ¥20+8) for the convergence of (m,, Du,) in some
Sobolev norm assuming that H(-,p) grows as |p|”, and f(-,m) grows as m"~!. We

know that if % + % < 1, this rate is v which is independent of the dimension d; while

1
% + % > 1, the exponent m = d~'. Is the rate v20+9 is tight, or does the threshold

% + % = 1 induces a phase transition in the dimension dependence of the rate exponent

of vanishing viscosity approximations for MFGs?

In Theorems A3, 5.3 and 5.4, we proved the convergence (rate) of (m,,u,) in L? norm.

For the (1+1)-dimensional KPZ equation, it is known that under narrow wedge initial

condition, wu, converges locally uniformly but without rate.

(a) Does the convergence still hold in a stronger sense, e.g. locally uniformly for w,,
and do we get the same convergence rate?

(b) Can we relax the condition ¢ = 2, (5.6 and r = 2 in these theorems?

In Theorem [5.4, we proved the convergence of u, in L? norm weighted by m,,. Can we
prove the same rate in L2 norm weighted by m (and further locally uniformly)?

For the (14 1)-dimensional KPZ equation, Theorem E.3implies that p, converges in L?
norm with a rate l/%; Theorem [5.4] shows that h, converges in a weighted L? norm with
rate v5. This relies on the Cole-Hopf transform from the SHE to the KPZ equation,
which underlies the weak noise theory. Is there a higher dimensional weak noise theory
to connect large deviations of the KPZ equation to vanishing viscosity for MFGs?

We hope that our convergence analysis of vanishing viscosity approximations for MFGs may
trigger further research connecting the KPZ equation and MFGs in dimension d > 2, and on
the dimension effect as d — oo.
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first-order MFGs in transportation, and Yier Lin for telling us about the weak noise theory for
the KPZ equation. We thank Andrzej Swiech for remarks which lead to the first part of Section
[l We also thank Francois Delarue, Dan Lacker and Jianfeng Zhang for helpful discussions.
The work of W. Tang is supported by NSF grants DMS-2113779 and DMS-2206038, and a
start-up grant at Columbia University.

APPENDIX A.

Lemma A.1. Suppose q,q > 1 satisfying %4—% =1, and o > 0. Then forcy := (max{q,q¢'})7!,
we have for all m,a > 0,

1Umq iaaq, ma + co((om)?? — (/o) /?)?
q()+q,(/)2 + co((om) (a/o)T /7).

Proof. By replacing om by m, and a/c by «, we can assume without loss of generality that
o = 1. Also we can assume that m,a > 0 and ¢ > 2 > ¢’ > 1, otherwise the proof is direct. In
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this case, ¢y = %. By direct computations, the inequality is reduced to

1 1. 2 /

(5 — =)ot L4 Zal209 271 > oy, (A1)
q q q

By Holder’s inequality,

1?7l 4 om0 1271 > a0 2100 02(0/2) =

where 71 := 1 —2/q, 9 := 2/q. This implies (AJ]) immediately, which finishes the proof.

It is also not hard to see from the proof that ¢y can not be larger than %. Otherwise, if

co > %, we need
1 21, 2 a4 q/2-1 1
(5 —co)a? ™" + —m¥=at >m+ (cg — —)mi/a,
q q q
but this cannot be true as passing a — 0 leads to a contradiction. O

APPENDIX B. PrROOF OF LEMMA [T 1]

Let us only prove that supg (v —v.) is small. The other side of the estimate follows the same.
We split the proof into five steps.

Step 1. First of all, since v, v, are uniformly Lipschitz continuous, by modifying H (z,p) in
the region where |p| is large (see e.g., section 5 of [56]), we can further assume without loss of
generality that for some C' > 0,

|Hy(z,p)| < C  for all (x,p) € T¢ x RY. (B.1)
Let us take 7' > 1. Suppose (tg,zo) € [0,7] x T? is such that
30 :=v(tg,x0) — ve(to,x0) = sup [v(t,z) — ve(t,z)] > 0. (B.2)
(t,x)eR

Below we will show o < C/e where C depends on T, the Lipschitz constant of v and v., and
the assumptions.

Step 2. Consider a smooth function ¢ : R4*! — [0,1] such that
() @(t,r) =1—1>—|z|? if 2 + |z|*> < 1/2,
(ii) 0 < o(t,z) <1/2if 2 + |2)? > 1/2, and p(t,x) = 0 if t2 + |z|> > 1.
For § > 0, denote @s(t,z) := @(t/d,2/5), Q:= (0,T) x T?, and
L :=sup{v(t,x),—v:(t,x) : (t,z) € Q}+1>1,
Next, we define @ : [0,T)? x T?¢ — R by
D 5(t,s,x,y) :=v(t,x) —ve(s,y) —o(2T —t — s)/T + 8Lyps(t — s,z — y).
There exists (t1, s1,21,41) € [0, 7] x T2 such that
O, 5(t1,s1,21,51) = max D 5(t,s,2,y), (B.3)

[0,T]2xT2d
and by (B2) and ¢5(0,0) =1,
D 5(t1,51,71,y1) > Pc 5(to, to, To, 20) > 8L + 0. (B.4)
Since max{v(ty,z1), —v:(s1,91)} < L,
O, 5(t1,51,71,y1) < 2L + 8Lps(t1 — 51,21 — Y1),
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which, together with (B.4]), implies p5(t1 — s1,21 — y1) > 3/4. Then by (i), we get
st —s1,x—y1) = 1= ([t = 1] + [& — 11 [*) /6%, (B.5)
whenever [t — t;|, |z — 21| < §/C for some C > 0.
Step 3. Now, in view of (B.3]), the mapping

(t,z) — v(t,x) + ot/T + 8Lps(t — s1,x — y1). (B.6)

is maximized at (t,x) = (t1,21). As v is uniformly Lipschitz continuous by the assumption, we
get that
|D<,05(7f1 — 81,1 — y1)| < C/L and

|Orps(tr — s1,21 —y1)| < C(1+0/T)/L.
By (B.A) and o < L, these yield
lz1 — 1| < C6%/L  and (B.7)
[t1 — 51| < C6*(1 +0/T)/L. (B.8)

Step 4. We firstly assume that ¢1,s1 > 0. In view of (B.6l), the viscosity solution test for v
yields

—0/T — 8L Oyps(t1 — s1,21 —y1) + H (21, —8L Dyps(t1 — s1,21 —y1))) > g(t1,x1).
Similarly, because
(s,y) = ve(s,y) — %s — 8L ps(t1 — 8,21 — )
is minimized at (s1,y1), the viscosity solution test yields
o/T — 8L Oyps(t1 — s1,@1 = y1) + H (y1, —=8L Dps(t1 — s1, 21 — y1))
— 8cLAgs(t1 — s1,21 — y1) < g(s1,91).
Thus we get
20/T < H (21, —8L Dps(t1 — s1,21 — y1)) — H (y1, —=8L Dyps(t1 — s1,21 — y1))
+ 8cL Aps(t — s1,21 — y1) + g(s1,y1) — g(t1, x1).
For the second order term, the definition of s implies
8eL Aps(ty — s1,21 — 1) < CeLd 2. (B.10)
Using (B.9), (B.10), (B.I) and Lipschitz continuity of g yields for some universal C,
20 /T < CeL§™ 2 + C(|xy —y1| + |t1 — s1]) < CeLé 2 +Co*(1 +0/T)/L
where in the last inequality we used (B) and (B.g]). Finally, taking ¢ := L1214 yields

o < Cy/e when ¢ is sufficiently small depending only on T, C. This finishes the proof of the
upper bound of supg (v — v.) in the case when 1,51 > 0.

Step 5. Finally, suppose that one of ¢t; and sy equals to 7. Let us only prove for the case
when t; = 0. By (B.4),
8L +0 < P 5(t1,s1,21,91) < v(tr,21) — ve(s1,41) + 8L ws(t1 — s1,21 — y1).
Again using that v is uniformly Lipschitz continuous, this, (B7) and (B.S) yield
8L + 0 < [v(0,21) — v(0,y1)] + [ve(0,y1) — ve(s1,91)| + 8L s (—s1, 21 — Y1)
< C(lzy —y1| + |s1|) + 8L < C6*(1 + o/T) /L + 8L.
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Since § = LY/21/4 this yields o < C /€ for some universal C' > 0 when ¢ is small.
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