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Abstract. Motivated by numerical challenges in first-order mean field games (MFGs) and the weak noise theory for the Kardar–Parisi–Zhang equation, we consider the problem of vanishing viscosity approximations for MFGs. We provide the first results on the convergence rate to the vanishing viscosity limit in mean field games, with a focus on the dimension dependence of the rate exponent. Two cases are studied: MFGs with a local coupling and those with a nonlocal, regularizing coupling. In the former case, we use a duality approach and our results suggest that there may be a phase transition in the dimension dependence of vanishing viscosity approximations in terms of the growth of the Hamiltonian and the local coupling. In the latter case, we rely on the regularity analysis of the solution, and derive a faster rate compared to MFGs with a local coupling. A list of open problems are presented.
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1. Introduction

Mean Field Games (MFGs) are a mathematical framework used to model and analyze strategic interactions in a large population, which was independently developed by Lasry and Lions [41, 42, 43], and Caines, Huang and Malhamé [36]. In MFGs, each individual makes decisions based on her own objective as well as the behavior of the entire population, represented by a mean field which describes the probability distribution of the collective state of the system. MFGs are widely used to model complex systems in economics [17, 38] and engineering [22, 35, 36].

The standard form of MFGs is given by the following system of partial differential equations (PDEs):

\[
\begin{aligned}
-\partial_t u_\nu - \nu \Delta u_\nu + H(x, Du_\nu) &= f(x, m_\nu), \\
\partial_t m_\nu - \nu \Delta m_\nu - \nabla \cdot (m_\nu D_p H(x, Du_\nu)) &= 0, \\
m_\nu(0, x) &= \bar{m}(x), & u_\nu(T, x) &= \bar{u}(x),
\end{aligned}
\]

where \( T^d := \mathbb{R}^d / \mathbb{Z}^d \) is the \( d \)-dimensional torus, \( T > 0 \) and \( \nu \geq 0 \). The Hamiltonian \( H(x, p) \) is a convex function with respect to the second variable \( p \). MFGs are used to describe Nash equilibria in differential games with a continuum of players, where \( m_\nu(t, x) \) is the density of players at time \( t \) and at position \( x \). The variable \( u_\nu \) is the value of a typical player’s optimal control problem, so it is a solution to some Hamilton-Jacobi equation. As \( u_\nu \) is the optimal value (that the player can possibly achieve), the optimal strategy is \( -D_p H(x, Du_\nu) \). If the
density of the population flows to the direction preferred by the optimal strategy, the game has a Nash equilibrium. This amounts to solving (1.1). When \( \nu > 0 \), the system is of second order. The system by sending \( \nu \) to zero is called the *vanishing viscosity limit*, which is of first order.

In this paper, we study the convergence rate of second-order MFGs to the vanishing viscosity limit as \( \nu \to 0^+ \). A special focus is on the dependence of the rate on the dimension \( d \), and hence on whether or under what circumstances it induces the curse of dimensionality or the lack thereof. For simplicity, we assume that the terminal data \( \bar{u} \) is independent of the density \( m_\nu \). We distinguish two cases for the coupling (or the running cost) \( f \):

- When \( f(x,m) \) depends on the pointwise value of the density \( m(t,x) \), the coupling is referred to as *local*.
- When \( f(x,m) \) depends on the entire distribution of \( m(t,\cdot) \) and is uniformly smooth for all distributions, it is referred to as a *regularizing, nonlocal coupling*.

We assume that \( f \) is increasing in \( m \) in the local case, and satisfies the Lasry-Lions monotonicity condition in the nonlocal case, so that the uniqueness of solutions is guaranteed. The precise definitions and assumptions will be provided in Sections 2 and 6. It is also worth mentioning that the convergence rate of vanishing viscosity approximations of Hamilton-Jacobi equations was studied in [20, 23, 56, 57], and the optimal rate is \( \nu^{1/2} \). The same problem was considered for hyperbolic systems in [2, 11, 5], and for Fokker-Planck equations with \( C^1 \) nonlocal drifts in [25, 26, 60].

Before delving into the problem, we digress a bit to explain the motivations to study the convergence of vanishing viscosity in MFGs.

1. In recent years, there has been a growing interest in modeling autonomous vehicles’ control and their macroscopic traffic flow by first-order MFGs (\( \nu = 0 \)) [33, 34, 39]. As pointed out in [33], numerical methods converge slowly, or even fail to converge for first-order MFGs. This is not surprising as iterative algorithms may be ill-posed due to irregular coefficients in the transport equation. On the other hand, it is known [6, 7, 8] that the policy iteration algorithm converges exponentially fast for second-order MFGs (\( \nu > 0 \)). So a reasonable idea is to approximate first-order MFGs by second-order MFGs, and a quantitative rate of second-order MFGs to the vanishing viscosity limit provides the approximation error. Moreover, the convergence of the policy iteration algorithm is exponential in \( \nu^{-1} \), which yields a tradeoff between bias and algorithm efficiency.

2. The Kardar–Parisi–Zhang (KPZ) universality class describes the limiting behavior of a collection of random growth models, and the underlying continuum object is the KPZ equation [19, 55]. Due to its nonlinear nature, the KPZ equation is hardly accessible except for some initial conditions which lead to integrability. Recently, there has been a line of work on large deviations of the stochastic heat equation (SHE), and hence the \( (1 + 1) \)-dimensional KPZ equation by the Cole-Hopf transform, under the *weak noise theory* [40, 48]. Rigorous treatments have been developed in [27, 45, 46, 59]. Under narrow wedge initial condition, the “most probable” KPZ path conditioned to be \( \lambda \) at time \( T \) is given by \( h(t,x) = \log Z[\rho^2](t,x) \), where \( Z[\rho] \) gives \( \rho = \rho(t,x) \) solves the PDE

\[
\frac{\partial_t Z}{2} = \frac{\partial_{xx}}{2} Z + \rho Z, \quad \text{for} \ (t,x) \in (0,T] \times \mathbb{R}, \quad Z(0,\cdot) = \delta_0,
\]
and \( \rho^q \) solves the variational problem \( \inf \left\{ \frac{1}{2} \| \rho \|_{L^2}^2 : Z[\rho](T, 0) = e^\lambda \right\} \). Of particular interest is the lower-tail limit as \( \lambda := -\nu^{-1} \to -\infty \) (so \( \nu \to 0^+ \)). Setting the scaling \( Z_\nu[\rho](t, x) := Z[\nu^{-1} \rho(\cdot, \nu^{1/2} \cdot)|t, \nu^{-1/2} x], \rho_\nu(t, x) := \nu \rho^q(t, \nu^{-1/2} x), \) and \( h_\nu(t, x) := \nu^{-1} \log Z_\nu[\rho_\nu](t, x) \), [46, 59] showed that \( h_\nu \) converges locally uniformly to a limiting shape \( h_* \) as \( \nu \to 0^+ \) by integrability of \( h_* \). Curiously, \( (h_\nu, \rho_\nu) \) solves the PDEs:

\[
\begin{align*}
\partial_t h_\nu &= \frac{\nu}{2} \partial_{xx} h_\nu + \frac{1}{2} (\partial_x h_\nu)^2 + \rho_\nu, \\
-\partial_t \rho_\nu &= \frac{\nu}{2} \partial_{xx} \rho_\nu - \nabla \cdot (\rho_\nu \partial_x h_\nu),
\end{align*}
\]

(1.2)

with a suitable choice of the initial-terminal conditions (by a Riemann-Hilbert approach). By taking \( H(x, p) = \frac{1}{2} p^2 \) and \( f(x, m) = m \) (a local coupling), and letting \( h_\nu(t, x) := -u_{\nu/2}(T - t, x), \rho_\nu(t, x) := -m_{\nu/2}(T - t, x), \) the equations (1.1) specify to (1.2). Thus, our result on the convergence of second-order MFGs to the vanishing viscosity limit stipulates how the lower-tail limit of the most probable KPZ path in \((1 + 1)\)-dimension is obtained, and gives a quantitative rate in the large deviation limit thereof. Of course, the Cole-Hopf transform from the SHE to the KPZ equation and the weak noise theory is only valid in dimension \( d = 1 \). There is no obvious theory for dimension \( d \geq 2 \) (see [11, 18, 47] for recent development), so it is not clear how large deviations of the KPZ equation in dimension \((d + 1)\) with \( d \geq 2 \) is connected to MFGs. Nevertheless, our results for MFGs hold for general dimensions.

Now we turn back to MFGs. The well-posedness of (1.1) has been thoroughly studied in the case of nonlocal, monotone, and regularizing couplings for both second-order MFGs \( (\nu > 0) \) and first-order MFGs \( (\nu = 0) \) [41, 42, 43], and for time-dependent MFGs [24]. When the function \( f(x, m) \) depends locally on the value of \( m \) and \( \nu > 0 \), the well-posedness problem has been addressed by [28, 29] for classical solutions, and by [51, 52] for weak solutions. When \( \nu = 0 \), in general, one cannot expect the existence of classical solutions. [13] exploited the variational method, and showed that first-order MFGs can be viewed as an optimality condition for two convex problems. This approach can also be used for quadratic Hamiltonian MFGs in the whole domain [50]. Recently, allowing the terminal condition \( \bar{u} \) to depend on the density \( m_\nu(T, \cdot), \) [49] obtained the weak solution as the limit of a sequence of classical solutions to strictly elliptic problems.

Here is an overview of our main results on the convergence rate of vanishing viscosity approximations for MFGs. For both local and nonlocal couplings, it is known that as \( \nu \to 0^+ \), the solutions \( (u_\nu, m_\nu) \) converge to \( (u, m) \), where \( (u, m) \) are solutions to first-order MFGs [12, 15]. However, the convergence rate is not well understood. This paper provides the first quantitative rate of vanishing viscosity approximations for MFGs.

(a) **Local coupling.** When the coupling \( f \) is local, we apply a duality approach which relies on the fact that equation (1.1) is the optimality condition for two convex optimization problems. This approach was used in [54], and can be traced back to [8]. To obtain a convergence rate of solutions as \( \nu \to 0^+ \), the main assumption is the coercivity of the Hamiltonian and the coupling, as specified in the conditions (H5-1) and (H5-2). Similar assumptions were made in [31, 54] to get a Sobolev estimate for \( m \). With these assumptions, we prove that \( (u_\nu, m_\nu) \) converges in some Sobolev norm at a polynomial rate as \( \nu \to 0^+ \) (see Theorem 4.3).
To illustrate, take $H(x, p) = |p|^r$ and $f(x, m) = m^{q-1}$ for some $q, r > 1$ (while our results hold for more general Hamiltonian and local couplings). Let

$$
\beta := \max \left\{ \frac{qr}{2qr - q - r}, 1 \right\} (d + 1) - d \geq 1.
$$

Our result shows that

$$\iint_\Omega (m_\nu^q - m^q)^2 \, dx \, dt \lesssim \nu^{\frac{1}{q(1 + \beta)}}, \quad (1.3a)$$

$$\iint_\Omega \left| |D_\nu u|^r - |D u|^r \right|^2 \, dx \, dt \lesssim \nu^{\frac{1}{r(1 + \beta)}}. \quad (1.3b)$$

In particular, we have $\iint_\Omega (m_\nu - m)^2 \, dx \, dt \lesssim \nu^{\frac{2}{q(1 + \beta)}}$ for $q \geq 2$ (see Remark 4.2). Note that if $\frac{1}{q} + \frac{1}{r} \leq 1$, then $\beta = 1$ and the rate in (1.3b) is $\nu^{\frac{2}{r}}$ which is independent of the dimension $d$; if $\frac{1}{q} + \frac{1}{r} > 1$, then the rate becomes $\nu^{\frac{c}{d}}$ for some $c > 0$ which decays slowly as the dimension $d$ is large. So there is no curse of dimensionality if the growth of $H$ and $f$ is sufficiently large (i.e. $\frac{1}{q} + \frac{1}{r} \leq 1$), while the convergence may suffer from the curse of dimensionality otherwise. However, we do not know whether the rate $\nu^{\frac{1}{q(1 + \beta)}}$ is tight; if it is, or the rate is $\nu^{\kappa(d)}$ with any $\kappa$ decreasing to 0 as $d \to \infty$ for $\frac{1}{q} + \frac{1}{r} > 1$, then it implies a phase transition in the dimension dependence of vanishing viscosity approximations for MFGs at $\frac{1}{q} + \frac{1}{r} = 1$.

When the Hamiltonian is quadratic ($q = 2$), we prove a stronger convergence result for $u_\nu$:

$$\iint_\Omega |u_\nu - u|^2 \, m \, dx \, dt \lesssim \nu^{\frac{1}{2(1 + \beta)}} \quad \text{if } r > \max \left\{ 2 + \frac{d}{d+1}, \frac{d^2}{2d+3} \right\}, \quad (1.4)$$

(see Theorem 5.3). This result, presented in Theorem 5.3, cannot be directly deduced from (1.3b), as the weighted Poincaré inequality may not be applicable. Instead, we use the higher regularity of $m_\nu$ (see [31]) and the equations. For $d = 1$, the condition in (1.4) requires $r > \frac{5}{2}$, which fails to cover the KPZ Hamiltonian with $r = 2$. To address this, we further need $d \leq 3$ to get uniform boundedness of $u_\nu$ in the KPZ setting with $q = r = 2$, as presented in Theorem 5.4.

We also mention that if the terminal data $\bar{u} = \bar{u}(x, m_\nu(T, x))$ depends on $m_\nu$, the convergence rate of vanishing viscosity for MFGs remains open. In this case, we have no longer the optimality condition characterization.

(b) Nonlocal and regularizing coupling. When the coupling is nonlocal and regularizing, we adopt a different approach. Instead of using the optimization structure, we rely on the duality of the two equations and some regularity properties of the solutions, both uniform and non-uniform with respect to $\nu$. Our main tool is the uniform semi-concavity of the solution $u_\nu$, which results from the superlinear growth of the Hamiltonian and classical Hamilton-Jacobi equations [10]. This property allows us to establish a uniform bound on the $W^{1,2}$ norm of $\nu^{\frac{2}{r}} m_\nu$ for all $\nu > 0$. With these findings, we first prove (1.3b) with $r = 2$ and $\beta = 1$, and

$$\iint_\Omega (f(x, m_\nu) - f(x, m))(m_\nu - m) \, dx \, dt \lesssim \nu^{\frac{2}{r}}, \quad (1.5)$$
This method, while requiring less restrictive assumptions, leads to a faster convergence rate compared to those with a local coupling.

Assuming that (1.5) implies pointwise convergence of $f(x, m_{\nu})$ to $f(x, m)$ as $\nu \to 0^+$, we obtain a pointwise convergence of $u_\nu$ with rate $\nu^{1/4}$ (see Theorem 7.2). While under a weaker condition (H4"), the estimate (1.5) implies that $f(x, m_{\nu})$ converges to $f(x, m)$ in $L^1(\Omega)$ with a rate $\nu^{1/4}$. Then we use both the dual equation method (see [44]) and the viscosity solution method (see [20]) to prove that the HJ equation of $u$ is stable under both $L^1$-perturbation of coefficients and vanishing viscosity. Indeed, we obtain for all $t \leq T$,

$$
\|u_\nu(t, \cdot) - u(t, \cdot)\|_{L^1(\Omega)} \lesssim \nu^{1/4},
$$

(see Theorem 7.3).

We also mention that in the literature, $\bar{m}$ is often assumed to be strictly positive, see [14, 15, 49, 53] for superlinear Hamiltonian, and [30] for linear Hamiltonian, or there are extra requirements on $H$ and $f$ [13, 32]. Relying on [14, 15], we show that the condition can be dropped without further restrictions (see Theorem 3.2).

The remainder of the paper is organized as follows. In Section 2, we provide background on MFGs with a local coupling. In Section 3, we prove the well-posedness of MFGs with nonnegative data. In Sections 4 and 5, we study the convergence rate of vanishing viscosity for MFGs with a local coupling. In Sections 6 and 7, we consider the convergence rate of vanishing viscosity for MFGs with a nonlocal and regularizing coupling. Finally, a list of open problems are presented in Section 8.

2. Assumptions and Preliminaries for Local Coupling

We first discuss the assumptions for the case of local coupling $f$. The assumptions are made so that (1.1) is well-posedness for all $\nu \geq 0$, and most of them can be found in [14, 15]. We assume that there exists $C_0 \geq 1$ such that:

(H1) (Conditions on the coupling) $f : \mathbb{T}^d \times [0, \infty) \to \mathbb{R}$ is continuous in both variables, strictly increasing with respect to the second variable, and there exists $q > 1$ such that

$$
C_0^{-1}m^{q-1} - C_0 \leq f(x, m) \leq C_0m^{q-1} + C_0 \quad \text{for all } m \geq 0 \text{ and } x \in \mathbb{T}^d.
$$

Moreover, we make the normalization condition:

$$
f(x, 0) = 0 \quad \text{for all } x \in \mathbb{T}^d. \quad (2.1)
$$

(H2) (Conditions on the Hamiltonian) The Hamiltonian $H : \mathbb{T}^d \times \mathbb{R}^d \to \mathbb{R}$ is continuous in both variables, strictly convex and differentiable in the second variable, with $D_pH$ continuous, and satisfying for some $r > 1$,

$$
C_0^{-1}|p|^r - C_0 \leq H(x, p) \leq C_0|p|^r + C_0 \quad \text{for all } (x, p) \in \mathbb{T}^d \times \mathbb{R}^d.
$$

(H3) (Conditions on the initial and terminal data) $\bar{u} : \mathbb{T}^d \to \mathbb{R}$ is of class $C^2$, and $\bar{m} : \mathbb{T}^d \to \mathbb{R}$ is a $C^1$ nonnegative density function.

Remark 2.1. 1. As discussed in [15], (2.1) is just a normalization condition, which can be assumed without loss of generality. In fact, if it does not hold, one can replace $f(x, m)$ and $H(x, p)$ by $f(x, m) - f(x, 0)$ and $H(x, p) - H(x, 0)$, respectively.
2. Recall that the Fenchel conjugate $H^*(x, \cdot)$ of $H(x, \cdot)$ for each $x \in \mathbb{T}^d$ is defined as

$$H^*(x, \xi) := \sup_{p \in \mathbb{R}^d} \langle \xi, p \rangle - H(x, p).$$

Then $H^*$ is continuous and satisfies for some $C_0 \geq 1$ (without loss of generality let us still use $C_0$) such that

$$C_0^{-1}|\xi|^r - C_0 \leq H^*(x, \xi) \leq C_0|\xi|^r + C_0 \quad \text{for all } (x, \xi) \in \mathbb{T}^d \times \mathbb{R}^d,$$

where $r = \frac{2}{q-1}$ is the conjugate of $r$. Later we also write $q' := \frac{q}{q-1}$ as the conjugate of $q$.

3. Let $F$ be defined as

$$F(x, m) := \int_0^m f(x, s) ds \quad \text{if } m \geq 0,$$

and $F(x, m) = +\infty$ if $m < 0$. Then (H2) yields for some $C_0 \geq 1$,

$$C_0^{-1}m^q - C_0 \leq F(x, m) \leq C_0m^q + C_0 \quad \text{for all } m \geq 0 \text{ and } x \in \mathbb{T}^d. \tag{2.2}$$

We define $F^*(x, \cdot)$ to be the Fenchel conjugate of $F(x, \cdot)$. Then $F^*(x, \alpha)$ is strictly convex in $\alpha$, $F^*(x, \alpha) = 0$ for $\alpha \leq 0$, and for some $C_0 \geq 1$,

$$C_0^{-1}\alpha^{q'} - C_0 \leq F^*(x, \alpha) \leq C_0\alpha^{q'} + C_0 \quad \text{for all } \alpha \geq 0 \text{ and } x \in \mathbb{T}^d. \tag{2.3}$$

4. Unlike [14] [15], we do not need to assume $\bar{m} > 0$. It was used in [14] [15] to show the existence of a solution for the optimization problem (2.6).

5. One can consider equations with more general second order terms:

$$\begin{cases}
-\partial_t u_{\nu} - \nu A_{ij}\partial_{ij} u_{\nu} + H(x, Du_{\nu}) = f(x, m_{\nu}), \\
\partial_t m_{\nu} - \nu \partial_{ij}(A_{ij}m_{\nu}) - \nabla \cdot (m_{\nu}D_pH(x, Du_{\nu})) = 0, \\
m_{\nu}(0, x) = \bar{m}(x), \quad u_{\nu}(T, x) = \bar{u}(x)
\end{cases}$$

where $A = A(x)$ is assumed to be a Lipschitz continuous map, taking values in the set of symmetric, uniformly positive definite matrices. But for this, one needs to further assume $r \geq q'$, see [15].

2.1. Optimization problems. We discuss two optimal control problems which are in duality, and we refer to [13] [15]. For any $\nu \geq 0$, the first problem is

$$\inf_{(m, w) \in \mathcal{K}_{1,\nu}} \mathcal{B}(m, w) \tag{2.4}$$

where

$$\mathcal{B}(m, w) := \int_0^T \int_\Omega mH^* \left( x, -\frac{w}{m} \right) + F(x, m) dx dt + \int_{\mathbb{T}^d} \bar{u}(x)m(T, x) dx,$$

with $\Omega = (0, T) \times \mathbb{T}^d$, and

$$\mathcal{K}_{1,\nu} := \left\{ (m, w) \in L^1(\mathbb{T}^d) \times L^1(\mathbb{T}^d; \mathbb{R}^d) \mid \partial_t m - \nu \Delta m + \nabla \cdot w = 0, \ m(0) = \bar{m} \right\}$$

where the continuity equation holds in the sense of distributions. When $m = 0$, we use the usual convention:

$$mH^* \left( x, -\frac{w}{m} \right) := \begin{cases} 
+\infty, \quad \text{if } m = 0 \text{ and } w \neq 0, \\
0, \quad \text{if } m = 0 \text{ and } w = 0.
\end{cases}$$
Now we discuss the second minimization problem. Recall \( q, r > 1 \) from (H1)(H2) and \( q', r' \) are their conjugates, respectively. Set
\[
\gamma := \frac{rq'(d+1)}{d - r(q'-1)} \text{ if } q' < 1 + \frac{d}{r} \quad \text{and} \quad \gamma := \infty \text{ if } q' > 1 + \frac{d}{r},
\]
and \( \gamma > 0 \) can be an arbitrarily large constant when \( q' = 1 + \frac{d}{r} \). Then we let
\[
A(u, \alpha) := \int_{\Omega} F^*(x, \alpha(t,x)) \, dx \, dt - \int_{\Omega} u(0,x) \tilde{m}(x) \, dx,
\]
and let \( K_{2,\nu} \) be the set of \((u, \alpha) \in L^\gamma(\Omega) \times L^{q'}(\Omega)\) such that \( Du \in L^r(\Omega) \) and the following holds in the sense of distributions
\[
-\partial_t u - \nu \Delta u + H(x,Du) \leq \alpha, \quad u(T, \cdot) \leq \bar{u}.
\]
The precise meaning of the inequality is given in [15, Section 3]. The second optimization problem (also called the relaxed problem in [13, 15]) is
\[
\inf_{(u,\alpha) \in K_{2,\nu}} A(u, \alpha).
\]
(2.6)

It turns out that for each \( \nu \geq 0 \), the optimization problems (2.4) and (2.6) are in duality. The first equality below is proved in [13, 15] by the Fenchel-Rockafellar theorem. The second equality is due to the fact that one can always replace \( \alpha \) by \( \max\{\alpha, 0\} \) as \( F^*(x, \alpha) = 0 \) for \( \alpha \leq 0 \). Here we remark that \( \tilde{m} > 0 \) is not needed in the proofs.

**Theorem 2.1** ([15]). For all \( \nu \geq 0 \),
\[
-\min_{(m,w) \in K_{1,\nu}} B(m, w) = \inf_{(u,\alpha) \in K_{2,\nu}} A(u, \alpha) = \inf_{(u,\alpha) \in K_{2,\nu}, \alpha \geq 0 \text{ a.e.}} A(u, \alpha).
\]
Moreover, the minimum of the first term is achieved by a unique pair in \((m, w) \in K_{1,\nu} \) satisfying \( (m, w) \in L^q(\Omega) \times L^{\frac{q}{q-1}}(\Omega) \).

The last statement that the minimum is achieved by a unique pair in \( K_{1,\nu} \) is because the set \( K_{1,\nu} \) is convex, and the functions \( F(x, \cdot) \) and \( H^*(x, \cdot) \) are strictly convex for each \( x \).

3. WELL-POSEDNESS FOR NON-NEGATIVE DATA

In this section, we show well-posedness of (1.1) without assuming \( \tilde{m} \) to be strictly positive. First we recall the notion of weak solutions in [15]. Let \( \nu \geq 0 \) and \( \gamma \) be from (2.5).

**Definition 3.1.** We say that \((u_\nu, m_\nu) \in L^\gamma(\Omega) \times L^q(\Omega)\) is a weak solution to (1.1) if
(i) the following integrability conditions hold:
\[
Du_\nu \in L^r, \quad m_\nu H^*(\cdot, D_p H(\cdot, Du_\nu)) \in L^1 \quad \text{and} \quad m_\nu D_p H(\cdot, Du_\nu) \in L^1.
\]
(ii) The following (in)equalities hold in the sense of distribution:
\[
-\partial_t u_\nu - \nu \Delta u_\nu + H(x, Du_\nu) \leq f(x, m_\nu) \quad \text{in } \Omega,
\]
with \( u_\nu(T, \cdot) \leq \bar{u} \), and
\[
\partial_t m_\nu - \nu \Delta m_\nu - \nabla \cdot (m_\nu D_p(x, Du_\nu)) = 0 \quad \text{in } \Omega \text{ with } m_\nu(0) = \tilde{m}.
\]
Since \( \nu \) is convex, this equality also holds in the sense of distribution [37]. Moreover, since \( \alpha_\nu^n \geq 0 \), comparing the solution with \( -\|\tilde{u}\|_\infty - \|H(\cdot,0)\|_\infty (T-t) \) yields
\[
\alpha_\nu^n(t,x) \geq -\|\tilde{u}\|_\infty - \|H(\cdot,0)\|_\infty (T-t) \quad \text{in } \Omega. \tag{3.3}
\]

It is clear that the right-hand side is independent of \( \nu \).

Step 2. Next, we show some bounds for \( \alpha_\nu^n \) and \( u_\nu^n \) that are uniform in \( n \) and \( \nu \). We integrate (3.2) against \( \tilde{m} + 1 \) on \( \Omega \) (instead of \( \tilde{m} \) that was used in [15]) to get
\[
\int_{\mathbb{T}^d} u_\nu^n(0,x)(\tilde{m}(x) + 1)dx + \int_{\Omega} \nu D\tilde{m}D u_\nu^n + (\tilde{m} + 1)H(x,D u_\nu^n)dxdt
\]
\[
= \int_{\Omega} (\tilde{m}(x) + 1)\alpha_\nu^n(t,x)dxdt + \int_{\mathbb{T}^d} \tilde{u}(\tilde{m} + 1)dx.
\]
By (H2) and (H3) \((\bar{m}, \bar{u} \in C^1)\), there exists \(C \geq 1\) depending only on (H3) and \(C_0\) such that
\[
\int_{\mathbb{T}^d} u^{n}_{\nu}(0, x) dx - C \nu \int_{\Omega} |Du^{n}_{\nu}| dxdt + C^{-1} \int_{\Omega} |Du^{n}_{\nu}|^r dxdt
\leq - \int_{\mathbb{T}^d} u^{n}_{\nu}(0, x) \bar{m}(x) dx + C \int_{\Omega} |\alpha^{n}_{\nu}| dxdt + C. \tag{3.4}
\]
Then, we use (3.3) to get
\[
\int_{\mathbb{T}^d} u^{n}_{\nu}(0, x) dx \geq \int_{\mathbb{T}^d} |u^{n}_{\nu}(0, x)| dx - C
\]
for some \(C\) depending only on \(\|\bar{u}\|_{\infty}, \|H(\cdot, 0)\|_{\infty}\) and \(T\). Next, using that \(r > 1\) and \(q' > 1\), we get for any \(\varepsilon > 0\) there is \(C_\varepsilon\) satisfying
\[
\int_{\Omega} |Du^{n}_{\nu}| dxdt \leq \varepsilon \int_{\Omega} |Du^{n}_{\nu}|^r dxdt + C_\varepsilon, \\
\int_{\Omega} \alpha^{n}_{\nu} dxdt \leq \varepsilon \int_{\Omega} |\alpha^{n}_{\nu}|^q dxdt + C_\varepsilon.
\]
Applying these in (3.4) and taking \(\varepsilon\) to be sufficiently small, we obtain for some \(C\) independent of \(n\) and \(\nu \in [0, 1]\),
\[
\int_{\mathbb{T}^d} |u^{n}_{\nu}(0, x)| dx + (2C)^{-1} \int_{\Omega} |Du^{n}_{\nu}|^r dxdt + (2C_0)^{-1} \int_{\Omega} |\alpha^{n}_{\nu}|^q dxdt
\leq - \int_{\mathbb{T}^d} u^{n}_{\nu}(0, x) \bar{m}(x) dx + C^{-1} \int_{\Omega} |\alpha^{n}_{\nu}|^q dxdt + C
\]
where \(C_0 \geq 1\) is from (2.3). It follows from (2.3) and the definition of \(A\) that
\[
\int_{\mathbb{T}^d} |u^{n}_{\nu}(0, x)| dx + (2C)^{-1} \int_{\Omega} |Du^{n}_{\nu}|^r dxdt + (2C_0)^{-1} \int_{\Omega} |\alpha^{n}_{\nu}|^q dxdt
\leq - \int_{\mathbb{T}^d} u^{n}_{\nu}(0, x) \bar{m}(x) dx + C^{-1} \int_{\Omega} F^{\ast}(x, \alpha^{n}_{\nu}) dxdt + C_0 + C \leq A(u^{n}_{\nu}, \alpha^{n}_{\nu}) + C'.
\]

**Step 3.** Since \((u^{n}_{\nu}, \alpha^{n}_{\nu})\) is a minimizing sequence, for all \(n\) sufficiently large and \(\tilde{\alpha}_{\nu} := -\partial_{t} \bar{u} - \nu \Delta \bar{u} + H(x, D\bar{u})\) we obtain
\[
A(u^{n}_{\nu}, \alpha^{n}_{\nu}) \leq \sup_{\nu \in [0, 1]} \inf_{(u, \alpha) \in K_{2, \nu}} A(u, \alpha) + 1 \leq \sup_{\nu \in [0, 1]} A(\bar{u}, \tilde{\alpha}_{\nu}) + 1,
\]
which is finite. So there exists \(C > 0\) independent of \(n\) and \(\nu \in [0, 1]\) such that for all large \(n\),
\[
\int_{\mathbb{T}^d} |u^{n}_{\nu}(0, x)| dx + \int_{\Omega} |Du^{n}_{\nu}|^r dxdt + \int_{\Omega} |\alpha^{n}_{\nu}|^q dxdt \leq C. \tag{3.5}
\]
With the uniform bound, one can take weak limit of \((u^{n}_{\nu}, \alpha^{n}_{\nu})\) along a subsequence of \(n \to \infty\).
Following Step 2 and Step 3 in Proposition 5.4 [15], we obtain that the weak limit \((u_{\nu}, \alpha_{\nu})\) is a minimizer of the optimization problem (2.6). Finally, (3.1) follows from (3.5). \qed

The qualitative vanishing viscosity limit is studied in [15, Theorem 6.5]. We state it below.

**Theorem 3.4 (15).** Let \((u_{\nu}, m_{\nu})\) be a weak solution to (1.1) with \(\nu > 0\). Then \(m_{\nu}\) converges strongly to \(m\) in \(L^{q}(\Omega)\) as \(\nu \to 0\), and \(u_{\nu}\) converges weakly up to a subsequence to \(u\) in \(L^{7}(\Omega)\), where the pair \((u, m)\) is a weak solution to (1.1) with \(\nu = 0\).
4. VANISHING VISCOSITY LIMIT – LOCAL COUPLING

To study the convergence rate of vanishing viscosity limit of mean field games, we further need the following regularity and coercivity assumptions.

(H4) (Regularity condition) There exist $C_0, C_1, C_2 \geq 0$ such that for all $x, y \in \mathbb{T}^d$ and $m \geq 0$,

$$|F(x + y, m) - F(x, m)| \leq C_0 (1 + m^q)|y|,$$

and for any $p \in \mathbb{R}^d$ and $\sigma \in (0, 1]$,

$$\sup_{z \in B_\sigma} H \left( x + z, \frac{p}{1 + C_1 \sigma} \right) \leq \frac{H(x, p)}{1 + C_1 \sigma} + C_2 \sigma. \quad (4.1)$$

(H5-1) (Coercivity condition on $H$) There are $J_1, J_1^* : \mathbb{T}^d \times \mathbb{R}^d \to \mathbb{R}^d$ and $c_0 > 0$ such that for all $p, \xi \in \mathbb{R}^d$ we have

$$H(x, p) + H^*(x, \xi) - p \cdot \xi \geq c_0 |J_1(x, p) - J_1^*(x, \xi)|^2. \quad (4.2)$$

(H5-2) (Coercivity condition on $F$) There are $J_2, J_2^* : \mathbb{T}^d \times \mathbb{R} \to \mathbb{R}$ and $c_0 > 0$ such that for all $m, \alpha \in \mathbb{R}$ we have

$$F(x, m) + F^*(x, \alpha) - m \alpha \geq c_0 |J_2(x, m) - J_2^*(x, \alpha)|^2. \quad (4.3)$$

Remark 4.1. 1. If $H(x, p)$ is only a function of $p$, then we can take $C_1 = C_2 = 0$ in (H4) and (4.1) is trivial.

The condition (4.1) on $H$ is stronger than the one on $F$, but it is still satisfied by a large class of Hamiltonian. For example, if $H(x, p) = h_1(x)|p|^r + h_2(x)$ with two Lipschitz continuous functions $h_1, h_2 : \mathbb{T}^d \to \mathbb{R}$ and $h_1 \geq 0$, then (4.1) holds with $C_1 := \|Dh_1\|_\infty/(r - 1)$ and $C_2 := \|Dh_2\|_\infty$.

2. Note that $F^*(x, \alpha) = 0$ for $\alpha \leq 0$. For $\alpha \geq 0$, there exists a unique $m_\alpha \geq 0$ such that

$$F^*(x, \alpha) = \sup_{m \geq 0} \{m - F(x, m)\} = \alpha m_\alpha - F(x, m_\alpha).$$

By (2.2), $m_\alpha \geq 0$ satisfies

$$m_\alpha^q \leq C_\alpha^q + C \quad \text{for some } C > 0. \quad (4.4)$$

So it follows from (H4) that for all $x, y \in \mathbb{T}^d$ and $\alpha \geq 0$,

$$|F^*(x + y, \alpha) - F^*(x, \alpha)| \leq C(1 + \alpha^q)|y| \quad \text{for some } C > 0. \quad (4.5)$$

It is not hard to see that $F^*$ is increasing in $\alpha$. Indeed for any $\sigma \geq 0$,

$$F^*(x, \alpha + \sigma) \geq (\alpha + \sigma)m_\alpha - F(x, m_\alpha) \geq F^*(x, \alpha). \quad (4.6)$$

Moreover, by (4.4), for any $\sigma \geq 0$,

$$F^*(x, \alpha) \geq F^*(x, \alpha + \sigma) - \sigma m_{\alpha + \sigma} \geq F^*(x, \alpha + \sigma) - C\sigma(1 + (\alpha + \sigma)^q/\sigma), \quad (4.7)$$

where $m_{\alpha + \sigma}$ is such that $F^*(x, \alpha + \sigma) = \alpha m_{\alpha + \sigma} - F(x, m_{\alpha + \sigma})$

3. Let $\tau : \mathbb{T}^d \to (0, \infty)$ and $h : \mathbb{T}^d \to \mathbb{R}$ be continuous. If $H(x, p) = \frac{1}{r}|\tau(x)p|^r + h(x)$ for some $r > 1$, then $H^*(x, \xi) = \frac{1}{\tau^r} |\xi/\tau(x)|^r - h(x)$. In this case, (4.2) holds with

$$J_1(x, p) = \tau(x)^{r/2}|p|^{r/2-1}p, \quad J_1^*(x, \xi) = \tau(x)^{-r/2} |\xi|^{r/2-1} \xi \quad \text{and} \quad c_0 = (\max\{r, r'\})^{-1}.$$
If $F(x, m) = \frac{1}{q}(\tau(x)m)^{q}$ for some $q > 1$, then $F^*(x, \alpha) = \frac{1}{q}(\alpha/\tau(x))^{q'}$, and (4.3) holds with 
\[ J_2(x, m) = \tau(x)^{q/2}m^{q/2}, \quad J_2^*(x, \alpha) = \tau(x)^{-q'/2}\alpha^{q'/2} \] and $c_0 = (\max\{q, q'\})^{-1}$.

We only prove (4.3) with this selection of functions in the appendix. The proof for (4.2) is almost the same.

Finally, let us comment that in the above examples the value of $c_0$ is optimal. Indeed, if $\tau \equiv 1, q = q' = 2$, it is easy to see that $c_0 \leq \frac{1}{2}$. The optimality can also be seen in the proof.

The following lemma is a consequence of the coercivity condition. The proof is identical to the one of Lemma 3.2 [54], and we skip it.

**Lemma 4.1.** Assume (H1)–(H4), and for $\nu \geq 0$, let $(u, \alpha) \in \mathcal{K}_{2, \nu}$ and $(m, w) \in \mathcal{K}_{1, \nu}$. If (H5-1) holds, we have
\[ A(u, \alpha) + B(m, w) \geq c_0\|m^{1/2}(J_1(\cdot, Du) - J_1^*(\cdot, -w/m))\|_{L^2(\Omega)}. \] (4.8)

And if (H5-2) holds, we have
\[ A(u, \alpha) + B(m, w) \geq c_0\|J_2(\cdot, m) - J_2^*(\cdot, \alpha)\|_{L^2(\Omega)}. \] (4.9)

For $\nu \geq 0$, let $(m_{\nu}, w_{\nu}) \in \mathcal{K}_{1, \nu}$ be the minimizer of (2.4) and $(u_{\nu}, \alpha_{\nu}) \in \mathcal{K}_{2, \nu}$ be a minimizer of (2.6). Theorems 3.2 and Theorem 2.1 yield that $(u_{\nu}, m_{\nu})$ is a weak solution to (1.1), and
\[ A(u_{\nu}, \alpha_{\nu}) + B(m_{\nu}, w_{\nu}) = 0. \] (4.10)

The following result is a direct consequence of Lemma 4.1 and (4.10).

**Corollary 4.2.** We have for any $\nu \geq 0$ and for a.e. $(t, x) \in \Omega$ such that
\[ J_1^*(x, -w_{\nu}/m_{\nu}) = J_1(x, Du_{\nu}) \quad \text{and} \quad J_2^*(x, \alpha_{\nu}) = J_2(x, m_{\nu}). \] (4.11)

Now we prove the main theorem of the section.

**Theorem 4.3.** Assume (H1)–(H4), and let $(m_{\nu}, \alpha_{\nu})$ be a weak solution to (1.1) with $\nu \geq 0$. Write $(u, \alpha, m, w) = (u_0, \alpha_0, m_0, w_0)$, and
\[ \beta := \max\left\{ \frac{q'r'}{q' + r}, 1 \right\} (d + 1) - d \geq 1. \] (4.12)

Then if (H5-1) holds, there exists $C > 0$ such that for all $\nu \in [0, 1]$ we have
\[ \int_{\Omega} |J_1(\cdot, Du_{\nu}) - J_1(\cdot, Du)|^2 \, dx \, dt \leq C \nu^{\frac{1}{1 + \beta}}, \]
and if (H5-2) holds, for all $\nu \in [0, 1]$ we have
\[ \int_{\Omega} |J_2(\cdot, m_{\nu}) - J_2(\cdot, m)|^2 \, dx \, dt \leq C \nu^{\frac{1}{1 + \beta}}. \]

**Proof.** We use the optimization structure of (1.1) described in Theorem 3.2.

**Step 1.** By Theorem 2.1 and the proof of Proposition 5.3 we can take a minimizing sequence $(u^n, \alpha^n) \in \mathcal{K}_{2, 0}$ such that $\alpha^n \geq 0$, and
\[ -\partial_t u^n + H(x, Du^n) = \alpha^n, \quad u^n(T, \cdot) = \bar{u} \] (4.13)
in the sense of distribution, and
\[ A(u^n, \alpha^n) \leq A(u, \alpha) + 1/n. \]
Due to (3.1), there exists $C > 0$ such that for all $n$ sufficiently large we have
\[ \|Du^n\|_{L^r(\Omega)} + \|\alpha^n\|_{L^s(\Omega)} \leq C. \]  

(4.14)

**Step 2.** The goal is to show that
\[ A(u_\nu, \alpha_\nu) \leq A(u, \alpha) + C\nu^{-\beta}. \]  

(4.15)

Below we construct $(u^n_\varepsilon, \alpha^n_\varepsilon)$ from $(u^n, \alpha^n)$ that can be used as a candidate for the optimization problem (2.6).

Let $\varphi : \mathbb{R}^d \to [0, \infty)$ be a mollifier i.e., $\varphi$ is smooth, compactly supported in $B_1$, and $\int_{\mathbb{R}^d} \varphi(x)dx = 1$. Take $\varepsilon := \nu^{1/(1+\beta)}$ and set $\varphi_\varepsilon := \varepsilon^{-d} \varphi(\cdot/\varepsilon)$. For $C_1, C_2$ from (H4), we define
\[ u^n_\varepsilon := \frac{\varphi_\varepsilon * u^n}{1 + C_1\varepsilon} - (1 + C_1)\varepsilon \|\bar{u}\|_{C_1} + C_2\varepsilon(t-T). \]  

(4.16)

It is direct to see from the definition that $u^n_\varepsilon(T, \cdot) \leq \bar{u}$ as $\varphi_\varepsilon$ is supported in $B_\varepsilon$.

**Step 3.** Because $H(x, \cdot)$ is convex, Jensen’s inequality yields for each fixed $x_0 \in \mathbb{T}^d$,
\[ H\left(x_0, D\left(\frac{\varphi_\varepsilon * u^n}{1 + C_1\varepsilon}\right)(t, x)\right) \leq \varphi_\varepsilon * H\left(x_0, D\left(\frac{u^n}{1 + C_1\varepsilon}\right)(t, x)\right). \]

By (4.11) with $\varepsilon$ in place of $\sigma$, we obtain
\[ H(x, Du^n_\varepsilon(t, x)) \leq \frac{\varphi_\varepsilon * H(x, Du^n)(t, x)}{1 + C_1\varepsilon} + C_2\varepsilon. \]

We note that if $H$ is independent of $x$, then this holds with $C_1 = C_2 = 0$. We get from (4.13) that
\[ -\partial_t u^n_\varepsilon - \nu \Delta u^n_\varepsilon + H(x, Du^n_\varepsilon) \leq \frac{\varphi_\varepsilon * \alpha^n}{1 + C_1\varepsilon} - \frac{\nu}{1 + C_1\varepsilon} \Delta \varphi_\varepsilon * u^n =: \alpha^n_\varepsilon. \]  

(4.17)

In particular, we have $(u^n_\varepsilon, \alpha^n_\varepsilon) \in A_{2, \nu}$. Consequently, as $(u_\nu, \alpha_\nu)$ is a minimizer of (2.6) over $K_{2, \nu}$, we obtain
\[ A(u_\nu, \alpha_\nu) \leq A(u^n_\varepsilon, \alpha^n_\varepsilon). \]

It follows from the definition of $\varepsilon$ that $\nu \varepsilon^{-\beta} \leq 1$. We claim that
\[ A(u_\nu, \alpha_\nu) \leq A(u^n, \alpha^n) \leq A(u^n, \alpha^n) + C\nu^{-\beta} + C\varepsilon. \]

We postpone the proof to Lemma 4.4 below. As a consequence of the claim, passing $n \to \infty$ yields (4.15).

**Step 4.** Now, we combine (4.15) with (4.10) to get
\[ A(u_\nu, \alpha_\nu) + B(m, w) \leq A(u, \alpha) + B(m, w) + C\nu^{-\beta} = C\nu^{-\beta}. \]

Then using (4.8) and (H5-1) yields
\[ c_0 \|m^{1/2}(J_1(\cdot, Du_\nu) - J_1(\cdot, -w/m))\|_{L^2(\Omega)}^2 \leq A(u_\nu, \alpha_\nu) + B(m, w) \leq C\nu^{-\beta}. \]

Using instead (4.9) and (H5-2) yields
\[ c_0 \|J_2(\cdot, m) - J_2(\cdot, \alpha_\nu)\|_{L^2(\Omega)}^2 \leq A(u_\nu, \alpha_\nu) + B(m, w) \leq C\nu^{-\beta}. \]

Finally (4.11) yields the conclusion. \qed
Remark 4.2. Suppose that $J_2(\cdot, m) \equiv m^{q/2}$. We obtain from the second conclusion of theorem that when $q \geq 2$,
\[
\int \int \Omega |m_\nu - m|^2 d\nu d\tau \leq C \left( \int \int \Omega |m_\nu - m|^q d\nu d\tau \right)^{2/q} \leq C \left( \int \int \Omega |m_\nu|^{q/2} - m^{q/2} |^2 d\nu d\tau \right)^{2/q} \leq C \nu^{-\frac{2}{q+2r}}.
\]

Lemma 4.4. Suppose $\nu \varepsilon^{-\beta} \leq 1$. Then
\[
\mathcal{A}(u^n, \alpha^n) \leq \mathcal{A}(u^n, \alpha^n) + C \nu \varepsilon^{-\beta} + C \varepsilon.
\]

Proof. In view of (4.14), Young’s convolution inequality yields if $\frac{q'r'}{q + r'} \geq 1$ (then $r \leq q'$),
\[
\|\Delta \varphi \ast u^n\|_{L^{q'}(\Omega)} \leq \|D\varphi\|_{L^{q}(\Omega)} \|Du^n\|_{L^{q}(\Omega)} \leq C \varepsilon^{-\beta_1(1 + d)} d + d
\]
and if $\frac{q'r'}{q + r'} < 1$ (then $r > q'$),
\[
\|\Delta \varphi \ast u^n\|_{L^{q'}(\Omega)} \leq C \|\Delta \varphi \ast u^n\|_{L^{q}(\Omega)} \leq C \|D\varphi\|_{L^{q}(\Omega)} \|Du^n\|_{L^{q}(\Omega)} \leq C \varepsilon^{-1}.
\]
Thus, overall, we get for $X_\varepsilon := -\nu \Delta \varphi \ast u^n$,
\[
\|X_\varepsilon\|_{L^{q'}(\Omega)} \leq C \nu \varepsilon^{-\beta} \quad \text{with } \beta = \max \{\beta_1, 1\} (d + 1) - d.
\]

In view of (4.17),
\[
\alpha^n_\varepsilon - \varphi \varepsilon \ast \alpha^n/(1 + C_1 \varepsilon) \leq (X_\varepsilon)_+.
\]
Using (4.6) and (4.7) yields
\[
\int \int \Omega F^*(x, \alpha^n_\varepsilon) d\nu d\tau \leq \int \int \Omega F^*(x, \varphi \varepsilon \ast \alpha^n/(1 + C_1 \varepsilon) + C(X_\varepsilon)_+ + (\alpha^n_\varepsilon)^{q'/q}) d\nu d\tau
\leq \int \int \Omega F^*(x, \varphi \varepsilon \ast \alpha^n) + C(X_\varepsilon)_+ + (\varphi \varepsilon \ast \alpha^n + (X_\varepsilon)_+)^{q'/q}) d\nu d\tau
\leq \int \int \Omega F^*(x, \varphi \varepsilon \ast \alpha^n) + C(X_\varepsilon)^{q'/q} + C(X_\varepsilon)_+ + (\varphi \varepsilon \ast \alpha^n)^{q'/q}) d\nu d\tau
\]

It follows from (4.18), Hölder’s and Young’s convolution inequality inequality that
\[
\int \int \Omega (X_\varepsilon)^{q'/q} + (X_\varepsilon)_+ + (\varphi \varepsilon \ast \alpha^n)^{q'/q}) d\nu d\tau
\leq \|X_\varepsilon\|_{L^{q'}(\Omega)} + \|X_\varepsilon\|_{L^{q'}(\Omega)} \left( \int \int \Omega 1 + (\varphi \varepsilon \ast \alpha^n)^{q'/q}) d\nu d\tau \right)^{1/q}
\leq C \nu^{q'/q} \varepsilon^{-\beta} + C \nu \varepsilon^{-\beta} \left( 1 + \|\alpha^n\|_{L^{q'/q}(\Omega)} \right) \leq C \nu \varepsilon^{-\beta}
\]
where the last inequality is due to (4.14) and $\nu \varepsilon^{-\beta} \leq 1$. Since $F^*(x, \cdot)$ is convex, Jensen’s inequality and (4.15) show
\[
\int \int \Omega F^*(x, \varphi \varepsilon \ast \alpha^n) d\nu d\tau \leq \int \int \Omega \varphi \varepsilon \ast \alpha^n d\nu d\tau + C \varepsilon (1 + \|\alpha^n\|^{q'/q}) d\nu d\tau
\leq \int \int \Omega F^*(x, \alpha^n) d\nu d\tau + C \varepsilon,
\]
where we applied (4.14) again. Using these in (4.19) yields
\[
\int_\Omega F^*(x, \alpha_n^\varepsilon) dx dt \leq \int_\Omega F^*(x, \alpha^n) dx dt + C\nu \varepsilon^{-\beta} + C\varepsilon. \tag{4.20}
\]
Note that, since \( \bar{m} \in C^1 \), from (4.16) and (3.5) we get
\[
\int_{T^d} u^n(0, x) \bar{m}(x) - u^n(0, x) \bar{m}(x) dx \leq C\varepsilon + \int_{T^d} u^n(0, x) \bar{m}(x) - u^n(0, x) \bar{m}(x) dx \\
\leq C\varepsilon \left(1 + \int_{T^d} |u^n(0, x)| dx\right) \leq C\varepsilon. \tag{4.21}
\]
Finally, we recall the definition of \( A \) and apply (4.20) and (4.21) to get
\[
A(u^n_\varepsilon, \alpha^n_\varepsilon) = \int_\Omega F^*(x, \alpha_{n\varepsilon}) dx dt - \int_{T^d} u^n_\varepsilon(0, \cdot) \bar{m} dx \\
\leq \int_\Omega F^*(x, \alpha^n) dx dt - \int_{T^d} u^n(0, \cdot) \bar{m} dx + C\nu \varepsilon^{-\beta} + C\varepsilon \\
= A(u^n, \alpha^n) + C\nu \varepsilon^{-\beta} + C\varepsilon.
\]

5. Convergence of classical solutions – Local Coupling

In this section, we prove the convergence of \( u_\nu \) under some extra conditions (see (H6)–(H8) below). We will assume that \( (u_\nu, m_\nu) \) with \( \nu > 0 \) are classical solutions. Indeed, [16] showed that the solutions are smooth when Hamiltonians are purely quadratic. We also refer readers to [29, 28] for results about classical solutions.

We will present two results for quadratic Hamiltonians (so \( q = 2 \)). The first one is for \( r > 2 \) and we use the conditions (H6)(H7) below (by (H6) we mean (H6-1)–(H6-3)), while the second one is for \( r = 2 \) and \( d \leq 3 \), and we further need (H8).

(H6-1) \( \bar{m} \in W^{2,\infty}(T^d) \).

(H6-2) \( H(x, p) \) is twice continuously differentiable in both the variables and for some \( C > 0 \),
\[ |D^2_H(x, p)| \leq C|p|^r + C \quad \text{for all } (x, p) \in T^d \times \mathbb{R}^d. \]

(H6-3) There exist \( C \geq 1 \) such that for all \( x, y \in T^d \) and \( m, m' \geq 0 \),
\[ |f(x, m) - f(y, m)| \leq Cm|x - y|, \]
and
\[ (f(x, m) - f(x, m'))(m - m') \geq |m - m'|^2/C. \tag{5.1} \]

(H7) (Conditions on the coupling) (H1) holds with \( q = 2 \), and for some \( C > 0 \),
\[ f_m(x, m) \leq C \quad \text{for } (x, m) \in T^d \times [0, \infty). \]

(H8) (Strict convex Hamiltonian) For some \( C \geq 1 \),
\[ C^{-1}I_d \leq H_{pp}(x, p) \leq CI_d \quad \text{for all } (x, p) \in T^d \times \mathbb{R}^d, \]
where \( I_d \) denotes the identity matrix.

Remark 5.1. Condition (H6) is assumed in [31]. We are going to apply their regularity results. (H8) implies \( r = 2 \) in (H2).
We start with the following lemma which says that \((5.1)\) implies \((H5-2)\) with \(J_2(x,m) = m\), and \((H8)\) implies \((H5-1)\) with \(J_1(x,p) = p\).

**Lemma 5.1.** Assume \((H1)(H6)\). Then \((H5-2)\) holds with \(J_2(x,m) = m\) and \(J_2^\ast(x,\alpha)\) defined such that \(f(x,J_2^\ast(x,\alpha)) = \alpha\).

If further assuming \(H_{pp}(x,p) \geq cI_d\) for some \(c > 0\) uniformly in \(\mathbb{T}^d \times \mathbb{R}^d\), then \((H5-1)\) holds with \(J_1(x,p) = p\) and \(J_1^\ast(x,\xi)\) defined such that \(H_p(x,J_1^\ast(x,\xi)) = \xi\).

Here \(J_2^\ast\) is well-defined as \(f(x,\alpha)\) is strictly increasing in \(\alpha\). Similarly, \(J_1^\ast\) is well-defined as \(H(x,\cdot)\) is \(C^2\) and is uniformly strictly convex in \(p\), and the map \(H_p(x,\cdot) : \mathbb{R}^d \to \mathbb{R}^d\) is one-to-one.

**Proof.** Let us fix \(x \in \mathbb{T}^d\). In view of Remark 4.1.2, it suffices to consider \(m,\alpha > 0\). Take \(m_\alpha\) such that \(f(x,m_\alpha) = \alpha\). The definition of \(F^\ast\) yields

\[
F(x,m) + F^\ast(x,\alpha) - m\alpha \geq F(x,m) - F(x,m_\alpha) + (m_\alpha - m)\alpha.
\]

Since \(F\) is strictly convex by \((5.1)\), and \(F_{m}(x,m) = f(x,m)\), we have

\[
F(x,m) - F(x,m_\alpha) \geq f(x,m_\alpha)(m - m_\alpha) + \frac{c}{2}|m - m_\alpha|^2.
\]

Then, using \(f(x,m_\alpha) = \alpha\), we get from \((5.2)\) that

\[
F(x,m) + F^\ast(x,\alpha) - m\alpha \geq c(m - J_2^\ast(x,\alpha))^2 / 2
\]

where \(J_2^\ast(x,\alpha) := m_\alpha\). We proved the first claim.

The proof for the second claim is identical. \(\square\)

In the next lemma, we collect and prove some \(\nu\)-uniform estimates.

**Lemma 5.2.** Assume \((H2)-(H4)(H6)(H7)\), and suppose that \((m_\nu,\alpha_\nu)\) with \(\nu \in [0,1]\) are weak solutions to \((1.1)\). Then there exists \(C > 0\) such that for all \(\nu \in [0,1]\),

\[
\|Dm_\nu\|_{L^2(\Omega)} \leq C \quad \text{and} \quad \|\nu\|_{L^\infty(\Omega)} + \|u_\nu\|_{L^1(\Omega)} \leq C,
\]

were \(\eta := \frac{2(d+1)}{d}\) and

\[
\delta := \frac{r\eta(d+1)}{d-r(\eta-1)} \quad \text{if} \quad \eta < 1 + \frac{d}{r} \quad \text{and} \quad \delta := \infty \quad \text{if} \quad \eta > 1 + \frac{d}{r}.
\]

When \(\eta = 1 + \frac{d}{r}\), \(\delta > 0\) can be an arbitrarily large constant, and in this case, the constant \(C\) depends also on the choice of \(\delta\).

If further assuming \(\inf_{\mathbb{T}^d \times \mathbb{R}^d} H_{pp}(x,p) \geq cI_d\) for some \(c > 0\), then we have

\[
\|m_\nu^{1/2}D^2u_\nu\|_{L^2(\Omega)} \leq C \quad \text{uniformly in} \quad \nu \in [0,1] \quad \text{for some} \quad C > 0.
\]

**Proof.** By Lemma 5.1, \(J_1(x,\cdot)\) is an identity map. Then \(5.3)\) follows from [31] Proposition 4.3 and \((H6)(H7)\). In [31], the authors only considered the case of \(\nu = 0\) and assumed \((H5-1)\) with \(J_1,J_1^\ast\) independent of \(x\). However, this assumption is not needed to obtain only \((5.3)\). Also it is not hard to see that their argument generalizes to all \(\nu \in [0,1]\) and the constant is independent of \(\nu\).
Note that $m_\nu \geq 0$ and $\int_{\mathbb{T}^d} m_\nu(t, \cdot) = 1$. Thus it follows from \eqref{5.3} and the Sobolev type embedding theorem \cite[Proposition 3.1]{21} that for some dimensional constant $C > 0$,
\[
\iint_{\Omega} m^0_\nu(t, x) dx dt \leq C \left( \iint_{\Omega} |Dm_\nu(t, x)|^2 dx dt \right)^{2/d} \left( \esssup_{t \in (0, T)} \int_{\mathbb{T}^d} m_\nu(t, x) dx \right),
\]
which is uniformly finite in $\nu$ by \eqref{5.3}.

Next, due to (H1) and $q = 2$, $f(x, m_\nu) \in L^q(\Omega)$ by \eqref{5.3}. Moreover, Proposition \ref{3.3} yields that $u_\nu$ is bounded from below. So we can apply Theorem 3.3 in \cite{15} to get for some $C$ independent of $\nu \in [0, 1],
\[
\|u_\nu\|_{L^\delta(\Omega)} \leq C \text{ with } \delta \text{ given in } \eqref{5.4}.
\]
It is not hard to see that when $\eta = 1 + \frac{d}{r}$, $\delta > 0$ can be arbitrary and the constant $C$ depends also on $\delta$.

The last claim follows from \cite{31} and the second claim of Lemma 5.1. □

Now we are ready to prove our main theorem of the section.

**Theorem 5.3.** Assume (H2)–(H4)(H6)(H7) and
\[
\ r \geq \max \left\{ 2 + \frac{d}{d + 1}, \frac{d^2}{2d + 3} \right\}, \tag{5.6}
\]
Suppose that $(u_\nu, m_\nu)$ with $\nu \in (0, 1]$ are classical solutions to \eqref{1.1}, and $(u, m)$ is a weak solution to \eqref{1.1} with $\nu = 0$. Then there exists $C > 0$ such that for all $\nu \in (0, 1],
\[
\iint_{\Omega} |u_\nu - u|^2 m dx dt \leq C \nu^{\frac{1}{2}(1 + \beta)},
\]
where $\beta$ is given in \eqref{4.12}.

**Proof.** The proof is split into four steps.

**Step 1.** For any $\nu' \in (0, \nu)$, define
\[
U(t, x) := u_\nu(t, x) - u_{\nu'}(t, x).
\]
Later we will pass $\nu' \to 0$. From the first equation in \eqref{1.1}, it follows that that
\[
-\partial_t U - \nu \Delta u_\nu + \nu' \Delta u_{\nu'} + H(x, Du_\nu) - H(x, Du_{\nu'}) = f(x, m_\nu) - f(x, m_{\nu'}). \tag{5.7}
\]
Since $(u_\nu, m_\nu)$ and $(u_{\nu'}, m_{\nu'})$ are classical solutions, we can multiply \eqref{5.7} by $-2Um_{\nu'}$, and use $U^2$ as the test function against the equation of $m_{\nu'}$. Then adding them up and integrating from $t$ to $T$ for some $t \in [0, T)$, we find
\[
\int_{\mathbb{T}^d} U^2 m_{\nu'} dx \bigg|_t^T - \int_t^T \int_{\mathbb{T}^d} 2(\nu Du_\nu - \nu' Du_{\nu'})D(Um_{\nu'}) + \nu' Dm_{\nu'} D(U^2) dx dt
\]
\[
= \int_t^T \int_{\mathbb{T}^d} 2(H(x, Du_\nu) - H(x, Du_{\nu'}))Um_{\nu'} - D_pH(x, Du_{\nu'})D(U^2)m_{\nu'}
\]
\[
- 2(f(x, m_\nu) - f(x, m_{\nu'}))Um_{\nu'} dx dt. \tag{5.8}
\]

**Step 2.** Since $H(x, p)$ is convex in $p,$
\[
H(x, Du_\nu) - H(x, Du_{\nu'}) - D_pH(x, Du_{\nu'}) (DU) \geq 0.
\]
Also using $U(T, \cdot) = 0$, (5.8) yields
\[
\int_{T^d} U^2(t, \cdot)m_{\nu'}(t, \cdot)dx \leq \int_t^T \int_{T^d} 2(\nu Du_{\nu} - \nu' Du_{\nu'})Dm_{\nu'} + \nu' Dm_{\nu'} D(U^2) dxdt + 2 \int_t^T \int_{T^d} (f(x, m_{\nu}) - f(x, m_{\nu'}))Um_{\nu'} dxdt.
\]
(5.9)

**Step 3.** Now we estimate each term on the right-hand side of (5.9). Recall $\eta, \delta$ from Lemma 5.2 (with $q' = 2$ since $q = 2$ by (H7)). By Hölder’s inequality,
\[
\int_t^T \int_{T^d} (Du_{\nu} DU)m_{\nu'} dxdt \leq \|Du_{\nu}\|_{L^r(\Omega)} \|DU\|_{L^r(\Omega)} \|m_{\nu'}\|_{L^{r'}(\Omega)} \leq C
\]
where $r_1 := \frac{2}{2 - \eta} \leq \eta$ by (5.6). Thus, Lemma 5.2 and Proposition 3.3 yield
\[
\int_t^T \int_{T^d} (Du_{\nu} DU)m_{\nu'} dxdt \leq C
\]
for some $C$ independent of $\nu, \nu'$. Similarly, we have $\int_t^T \int_{T^d} |Du_{\nu'} DU|m_{\nu'} dxdt \leq C$. Due to Lemma 5.2 and (3.1) again, we get
\[
\int_t^T \int_{T^d} (Du_{\nu} Dm_{\nu'}) U dxdt \leq \|Du_{\nu}\|_{L^r(\Omega)} \|Dm_{\nu'}\|_{L^2(\Omega)} \|U\|_{L^2(\Omega)} \leq C
\]
where $r_2 := \frac{2}{2 - \eta} \leq \delta$ by (5.6). Similarly, $\int_t^T \int_{T^d} Dm_{\nu'} D(U^2) dxdt$ is uniformly bounded.

As for $\int_t^T \int_{T^d} (f(x, m_{\nu}) - f(x, m_{\nu'}))Um_{\nu'} dxdt$, using (H7) yields
\[
\int_t^T \int_{T^d} (f(x, m_{\nu}) - f(x, m_{\nu'}))Um_{\nu'} dxdt \leq C \int_{\Omega} |m_{\nu} - m_{\nu'}| \|U\|_{L^2(\Omega)} \|m_{\nu'}\|_{L^{r'}} \leq C \|m_{\nu} - m_{\nu'}\|_{L^2(\Omega)} \|U\|_{L^2(\Omega)} \|m_{\nu'}\|_{L^{r'}}
\]
where $r_3 := \frac{\delta}{\delta - 2}$. Since $r_3 \leq \eta$ by (5.6), $\|U\|_{L^r(\Omega)} \|m_{\nu'}\|_{L^{r'}} \leq C$ by Lemma 5.2. Thus, Theorem 4.3 and the first part of Lemma 5.1 yield
\[
\int_{\Omega} (f(x, m_{\nu}) - f(x, m_{\nu'}))Um_{\nu'} dxdt \leq C \nu^{\frac{1}{2(1 + \beta)}} \nu^{\frac{1}{2}}
\]
with $\beta$ from (1.12).

**Step 4.** Putting these estimates into (5.9) yields
\[
\sup_{t \in [0, T]} \int_{T^d} |u_{\nu} - u_{\nu'}|^2 m_{\nu'} dx \leq C \nu^{\frac{1}{2(1 + \beta)}}.
\]
By Theorem 3.4, $m_{\nu'}$ converges strongly to $m$ in $L^2(\Omega)$ as $\nu' \to 0$. Thus, as $u_{\nu'} - u_{\nu'}$ is uniformly bounded in $L^4(\Omega)$ by Lemma 5.2 and $\delta \geq 4$, we get
\[
\liminf_{\nu' \to 0} \int_{\Omega} |u_{\nu'} - u_{\nu'}|^2 m_{\nu'} dxdt = \liminf_{\nu' \to 0} \int_{\Omega} |u_{\nu'} - u_{\nu'}|^2 m dxdt.
\]
Since $u_{\nu'}$ are uniformly bounded in $L^\delta(\Omega)$ and $u_{\nu'}$ converges weakly to $u$ in $L^r(\Omega)$ along a subsequence of $\nu' \to 0$ by Theorem 3.3, we actually have $u_{\nu'} - u_{\nu'}$ converges weakly to $u_{\nu'} - u$ in $L^\delta(\Omega)$ along a subsequence of $\nu' \to 0$. Then we show that the functional $v \to \int_{\Omega} v^2 m dxdt$...
is continuous on $L^d(\Omega)$. Let $\eta' = \frac{\eta}{\eta-1}$ be the conjugate of $\eta$. Note that for any $v_1, v_2 \in L^d(\Omega)$, by Lemma 5.2
\[
\int_{\Omega} (v_1^2 - v_2^2) m dx dt \leq C \left( \int_{\Omega} (v_1^2 - v_2^2)^{1/\eta'} dx dt \right)^{1/\eta'} \leq C \left( \int_{\Omega} (v_1^{2\eta'} - v_2^{2\eta'}) dx dt \right)^{1/\eta'}, \tag{5.10}
\]
and by (5.3),
\[
\delta \geq 2\eta' = 2\eta/(\eta - 1).
\]
The right-hand side of (5.10) can be arbitrarily small when $v_1$ and $v_2$ are very close in $L^r(\Omega)$. Thus $v \to \int_{\Omega} v^2 m dx dt$ is continuous on $L^r(\Omega)$, and it is straightforward that it is also convex. Hence we get
\[
\int_{\Omega} |u_{\nu'} - u|^2 m dx dt \leq \liminf_{\nu' \to 0} \int_{\Omega} |u_{\nu'} - u|^2 m dx dt \leq C \nu^{\frac{1}{1+\beta}},
\]
which finishes the proof. \hfill \square

Theorem 5.3 fails to cover the KPZ setting (1.2) when $r = 2$ that we are interested in. Below, we prove a convergence result for $d \leq 3$ and $q = r = 2$. The statement is slightly different from the previous theorem that we use weight $m_{\nu'}$ instead of $m$.

**Theorem 5.4.** Assume (H2)–(H4)(H6)–(H8). $r = 2$ and $d \leq 3$. Suppose that $(u_{\nu}, m_{\nu})$ with $\nu \in (0,1]$ are classical solutions to (1.1), and $(u, m)$ is a weak solution to (1.1) with $\nu = 0$. Then there exists $C > 0$ such that for all $\nu \in (0,1]$,
\[
\sup_{\nu \in [0,T]} \int_{\Omega} |u_{\nu}(t, x) - u_\nu(t, x)|^2 m_{\nu}(t, x) dx \leq C \nu^{\frac{1}{\beta + 1}},
\]
where $\beta$ is given in (1.12).

**Proof.** We break the proof into three steps.

**Step 1.** Since $d \leq 3$, Lemma 5.2 yields that $u_\nu$ is uniformly bounded for all $\nu \in [0,1]$ in $\Omega$. For $0 < \nu' < \nu < 1$, let
\[
U(t, x) := u_{\nu}(t, x) - u_{\nu'}(t, x).
\]
Then the following holds in the classical sense,
\[
-\partial_t U - \nu \Delta u_{\nu} + \nu' \Delta u_{\nu'} + H(x, Du_{\nu}) - H(x, Du_{\nu'}) = f(x, m_{\nu}) - f(x, m_{\nu'}).
\]
We multiply the above equality by $-2U m_{\nu}$, and use $U^2$ as the test function against the equation of $m_{\nu}$ in (1.1). Adding them up and integrating from $t$ to $T$ for some $t \in [0, T)$ yield
\[
\int_{T}^{T} U^2 m_{\nu} dx |_{t}^{T} + \int_{\Omega} 2\nu \Delta u_{\nu} (U m_{\nu}) + \nu \nabla m_{\nu} \nabla (U^2) - 2\nu' \Delta u_{\nu'} (U m_{\nu}) dx dt
\]
\[
= \int_{\Omega} 2(H(x, Du_{\nu}) - H(x, Du_{\nu'})) U m_{\nu} - D_{\rho} H(x, Du_{\nu}) D(U^2)m_{\nu}
\]
\[
- 2(f(x, m_{\nu}) - f(x, m_{\nu'})) U m_{\nu} dx dt.
\]
Since $U(T, \cdot) \equiv 0$, this simplifies to
\[ \int_{\mathbb{T}^d} U^2(t, x) m_\nu(t, x) dx = \int_{\Omega} 2(\nu - \nu') \Delta u_\nu(Um_\nu) + \nu \nabla m_\nu \nabla (U^2) + 2\nu' \Delta U(Um_\nu) \\
- (2(H(x, Du_\nu) - H(x, Du_\nu'))Um_\nu - D_p H(x, Du_\nu) D(U^2)m_\nu \\
+ 2(f(x, m_\nu) - f(x, m_\nu'))Um_\nu dx dt. \tag{5.11} \]

**Step 2.** We estimate each term in the right-hand side of (5.11). In view of the last claim of Lemma 5.2, by Hölder’s inequality and uniform boundedness of $m$, regularizing on the set of probability measures. We allow the terminal data of $\nu$.

\[ \int_{\Omega} (\nu - \nu') \Delta u_\nu(Um_\nu) dx dt \leq (\nu - \nu') \|m_\nu^{1/2} \Delta u_\nu\|_{L^2(\Omega)} \|m_\nu^{1/2} U\|_{L^2(\Omega)} \leq C\nu. \]

By Proposition 3.3 and boundedness of $U$,
\[ \int_{\Omega} \Delta U(Um_\nu) dx dt \leq \|\nabla U\|_{L^2(\Omega)}^2 \|m_\nu\|_{L^2(\Omega)} \|U\|_{L^2(\Omega)} \|m_\nu\|_{\infty} \leq C \|m_\nu\|_{\infty}. \]

Here $\|m_\nu\|_{\infty}$ is finite (depending on $\nu$) because $(u_\nu, m_\nu)$ is a classical solution. Similarly as done in the proof of Theorem 5.3, we have
\[ \int_{\Omega} \nabla m_\nu \nabla (U^2) dx dt \leq C \quad \text{and} \quad \int_{\Omega} (f(x, m_\nu) - f(x, m_\nu'))Um_\nu dx dt \leq C\nu^{1/(1+\beta)}, \]

where $C$ is uniform in $\nu, \nu'$.

Next, the condition (H8) and uniform boundedness of $U$ again yield
\[ -\frac{1}{2} \int_{\Omega} 2(H(x, Du_\nu) - H(x, Du))Um_\nu - D_p H(x, Du_\nu) D(U^2)m_\nu dx dt \\
= \int_{\Omega} (H(x, Du) - H(x, Du_\nu) - D_p H(x, Du_\nu)(Du - Du_\nu))Um_\nu dx dt \\
\leq C \int_{\Omega} |Du_\nu - Du|^2 m_\nu dx dt \leq C\nu^{1/(1+\beta)}, \]

where in the last inequality, we applied Theorem 4.3 and Lemma 5.1.

**Step 3.** Putting the above estimates together into (5.11) yields
\[ \int_{\mathbb{T}^d} U^2(t, x) m_\nu(t, x) dx dt \leq C\nu + C\nu^{1/(1+\beta)} + C\|m_\nu\|_{\infty} \nu'. \]

Passing $\nu' \to 0$ yields the conclusion. \hfill \Box

6. **Vanishing Viscosity Limit – Nonlocal Coupling**

In this section, we discuss mean field games with cost functions that are nonlocal and are regularizing on the set of probability measures. We allow the terminal data of $u_\nu$ to depend on $m_\nu(T, \cdot)$. Consider
\[\begin{align*}
- \partial_t u_\nu - \nu \Delta u_\nu + H(x, Du_\nu) &= f(x, m_\nu(t, \cdot)), \\
\partial_t m_\nu - \nu \Delta m_\nu - \nabla \cdot (m_\nu D_p H(x, Du_\nu)) &= 0, \\
m_\nu(0, x) &= \bar{m}(x), \quad u_\nu(T, x) = \bar{u}(x, m_\nu(T, \cdot)). \tag{6.1}
\end{align*}\]
Let $\mathcal{P}$ be the set of Borel probability measures $\mu$ on $\mathbb{T}^d$. The set $\mathcal{P}$ can be endowed with the well-known Kantorovitch Rubinstein distance (or 1-Wasserstein distance), that is for any $\mu_1, \mu_2 \in \mathcal{P}$,

$$d(\mu_1, \mu_2) := \sup_{\gamma \in \Pi(\mu_1, \mu_2)} \int_{\mathbb{T}^{2d}} |x - y| d\gamma(x, y)$$

where $\Pi(\mu_1, \mu_2)$ denotes all Borel probability measures on $\mathbb{T}^d \times \mathbb{T}^d$ that have $\mu_1$ as its first marginal and $\mu_2$ as its second marginal. We make the following assumptions (see [12, 43]). There exists $C > 0$ such that the following holds.

(H1') (Regularizing condition) $f : \mathbb{T}^d \times \mathcal{P} \to \mathbb{R}$ satisfies for any $\mu \in \mathcal{P}$,

$$\|f(\cdot, \mu)\|_{C^2} \leq C,$$

and for any $x \in \mathbb{T}^d$ and $\mu_1, \mu_2 \in \mathcal{P}$,

$$|f(x, \mu_1) - f(x, \mu_2)| \leq C d(\mu_1, \mu_2).$$

Moreover, $f$ is strictly monotone in the second variable in the sense that for any $\mu_1, \mu_2 \in \mathcal{P}$, if $\mu_1 \neq \mu_2$, then

$$\int_{\mathbb{T}^d} (f(x, \mu_1) - f(x, \mu_2)) d(\mu_1 - \mu_2)(x) > 0.$$

If $\mu \in \mathcal{P}$ has a density function $m$, we write $f(x, m) := f(x, \mu)$.

(H2') (Conditions on the Hamiltonian) Assume (H2), and that $H = H(x, p)$ is $C^2$ in both variables. Moreover, for all $x \in \mathbb{T}^d$ and $p \in \mathbb{R}^d$, we have

$$|H_x(x, p)| \leq C(1 + |p|^r), \quad |H_p(x, p)| \leq C(1 + |p|^{r-1}).$$

For any $R > 0$, there exists $C_R > 0$ such that for any $(x, p) \in \mathbb{T}^d \times \mathbb{R}^d$ with $|p| \leq R$,

$$|D_{xx}H(x, p)|, |D_{xp}H(x, p)| \leq C_R \quad \text{and} \quad 0 \leq D_{pp}H(x, p) \leq C_R I_d.$$

Moreover, $H$ is convex in the second variable in the sense that there exists a non-negative function $c_1 : \mathbb{T}^d \to [0, \infty)$ such that for all $p, p' \in \mathbb{R}^d$ and $x \in \mathbb{T}^d$,

$$H(x, p) - H(x, p') - H_p(x, p)(p - p') \geq c_1(x)|p - p'|^2.$$

(H3') (Conditions on the initial and terminal data) $\bar{m} : \mathbb{T}^d \to \mathbb{R}$ is a $C^1$ non-negative density function. $\bar{u} : \mathbb{T}^d \times \mathcal{P} \to \mathbb{R}$ satisfies for any $\mu \in \mathcal{P}$,

$$\|\bar{u}(\cdot, \mu)\|_{C^2} \leq C,$$

and for any $x \in \mathbb{T}^d$ and $\mu_1, \mu_2 \in \mathcal{P}$,

$$|\bar{u}(x, \mu_1) - \bar{u}(x, \mu_2)| \leq C d(\mu_1, \mu_2).$$

Moreover, we have the monotonicity condition: For any $m_1, m_2 \in \mathcal{P}$,

$$\int_{\mathbb{T}^d} (\bar{u}(x, \mu_1) - \bar{u}(x, \mu_2)) d(\mu_1 - \mu_2)(x) \geq 0.$$
Remark 6.1. 1. It is a classical result (see for example, [12, 43]) that under the assumptions of (H1')(H2')(H3'), there exists a unique classical solution to \((6.1)\) when \(\nu > 0\). When \(\nu = 0\), \((6.1)\) is still well-posed [12, 43], and the first equation in \((6.1)\) is satisfied in the viscosity sense, and the second equation holds in the weak sense. It can be shown that \(m_\nu(t, \cdot)\) is continuous in time with respect to Kantorovich-Rubinstein distance, and so \(f(x, m)\) is continuous in time.

2. It was known that as \(\nu \to 0\), the corresponding classical solutions \((u_\nu, m_\nu)\) converge uniformly to the unique solution \((u, m)\) of \((6.1)\) with \(\nu = 0\) (see [12]).

3. The typical example of \(f\) (of \(\bar{u}\)) is
\[
f(x, m) = \int_{\mathbb{T}^d} g(y, (\phi * m)(y)) \phi(x - y) dy,
\]
where \(\phi : \mathbb{T}^d \to \mathbb{R}\) is a smooth even kernel and \(g : \mathbb{T}^d \to \mathbb{R}\) is a smooth function such that \(g\) is strictly increasing in the second variable. Indeed, it is direct to see (see also [9, Example 4.1])
\[
\int_{\mathbb{T}^d} (f(x, m_1(\cdot)) - f(x, m_2(\cdot)))(m_1(x) - m_2(x)) dx
\]
\[
= \int_{\mathbb{T}^d} (g(y, (\phi * m_1)(y)) - g(y, (\phi * m_2)(y)))(\phi * m_1(y) - \phi * m_2(y)) dy \geq 0.
\]

The following regularity results are consequences of (H1')(H2')(H3').

Lemma 6.1. There exists \(C > 0\) such that for all \(\nu \geq 0\) we have
\[
m_\nu, |u_\nu|, |Du_\nu| \leq C \quad \text{in } \Omega,
\]
and
\[
D^2u_\nu \leq CI_d \quad \text{in } \Omega. \quad (6.3)
\]

Proof. The comparison principle yields that \(u_\nu\) is uniformly finite for all \(\nu \geq 0\). The proof for Lipschitz regularity of \(u_\nu\) follows from [1] (we also refer readers to [10] and [58]). Semiconcavity of \(u_\nu\) is given in Theorem 5.3.6 [10] (as \(u_\nu\) is uniformly Lipschitz continuous, by modifying \(H(x, p)\) for large \(p\) one can assume that all second derivatives of \(H\) are uniformly finite). Finally, from the results in [12, Section 4.2], it follows that \(m_\nu\) is uniformly bounded. \(\square\)

Now we prove the first main theorem of the section.

Theorem 6.2. Assume (H1')(H2')(H3') and let \(c_1 = c_1(x)\) be from (H2'). For \(\nu \in (0, 1]\), let \((u_\nu, m_\nu)\) solve \((6.1)\) and \((u, m)\) solve \((6.1)\) with \(\nu = 0\). Then there exists \(C > 0\) such that for all \(\nu \in (0, 1]\) we have
\[
\int_{\Omega} (f(x, m_\nu) - f(x, m))(m_\nu - m) dx \leq C \nu^{1/2}, \quad (6.4)
\]
\[
\int_{\mathbb{T}^d} (\bar{u}(x, m_\nu(T, \cdot)) - \bar{u}(x, m(T, \cdot)))(m_\nu(T, \cdot) - m(T, \cdot)) dx \leq C \nu^{1/2}, \quad (6.5)
\]
and
\[
\int_{\Omega} c_1(m_\nu + m)|Du_\nu - Du|^2 dx \leq C \nu^{1/2}. \quad (6.6)
\]
Proof. The proof consists of four steps.

Step 1. We first show that the \( W^{1,2} \) norm of \( \nu^{1/2}m_{\nu} \) is uniformly bounded for all \( \nu \in (0, 1] \). Note that \((u_{\nu}, m_{\nu})\) is a classical solution \([12, 43]\). So we can multiply the second equation in (6.1) by \( m_{\nu} \) and then integrate over \( \Omega \) to get

\[
\int_{T^2} m_{\nu}(T, x)^2 dx - \int_{T^2} m_{\nu}(0, x)^2 dx + \nu \int_{\Omega} |Dm_{\nu}|^2 dxdt = -\int_{\Omega} m_{\nu}D_pH(x, Du_{\nu}) \cdot Dm_{\nu} dxdt.
\]

Using (6.2) yields for some \( C \) independent of \( \nu \),

\[
\nu \int_{\Omega} |Dm_{\nu}|^2 dxdt \leq \frac{1}{2} \int_{\Omega} \nabla \cdot D_pH(x, Du_{\nu}) m_{\nu}^2 dxdt + C.
\]

Note that \( m_{\nu}, |Du_{\nu}| \leq C \) uniformly in \( \nu \) by (6.2). Thus, it follows from (H2') and (6.3) that

\[
\nu \int_{\Omega} |Dm_{\nu}|^2 dxdt \leq C \int_{\Omega} \left| D_{xp}H(x, Du_{\nu}) \right| + \left[ \text{Tr}(D_{pp}H(x, Du_{\nu})D^2u_{\nu}) \right] dxdt + C \leq C \quad (6.7)
\]

for some constant \( C \) independent of \( \nu \in (0, 1] \).

Step 2. Now we take any \( \nu' \in (0, \nu) \), and define

\[
U(t, x) := u_{\nu}(t, x) - u_{\nu'}(t, x), \quad M(t, x) := m_{\nu}(t, x) - m_{\nu'}(t, x).
\]

It follows from the equations in (6.1) that

\[
\begin{align*}
-\partial_t U - \nu \Delta u_{\nu} + \nu' \Delta u_{\nu'} + H(x, Du_{\nu}) - H(x, Du_{\nu'}) & = f(x, m_{\nu}) - f(x, m_{\nu'}), \quad (6.8) \\
-\partial_t M - \nu \Delta m_{\nu} + \nu' \Delta m_{\nu'} - \nabla \cdot (m_{\nu}D_pH(x, Du_{\nu})) & = \nabla \cdot (m_{\nu}D_pH(x, Du_{\nu})) = 0. \quad (6.9)
\end{align*}
\]

Let us multiply (6.8) by \(-M\), and (6.9) by \(U\), and integrate over \(\Omega\). We can do these as \((u_{\nu}, m_{\nu})\) and \((u_{\nu'}, m_{\nu'})\) are classical solutions. Since \(M(0, \cdot) = 0\), we get

\[
\begin{align*}
\int_{T^d} U(T, x)M(T, x) dx & = \int_{\Omega} \nu Du_{\nu} DM - \nu' Du_{\nu'} DM - \nu Dm_{\nu} DU + \nu' Dm_{\nu'} DU dxdt \\
& = \int_{\Omega} \left( H(x, Du_{\nu}) - H(x, Du_{\nu'}) \right) M + (m_{\nu}D_pH(x, Du_{\nu}) - m_{\nu'}D_pH(x, Du_{\nu'}))DU \\
& \quad - (f(x, m_{\nu}) - f(x, m_{\nu'})) M dxdt \\
& = -\int_{\Omega} m_{\nu}(H(x, Du_{\nu}) - H(x, Du_{\nu'}) - D_pH(x, Du_{\nu})(Du_{\nu'} - Du_{\nu})) \\
& \quad + m_{\nu'}(H(x, Du_{\nu}) - H(x, Du_{\nu'}) - D_pH(x, Du_{\nu'})(Du_{\nu} - Du_{\nu'})) \\
& \quad + (f(x, m_{\nu}) - f(x, m_{\nu'}))(m_{\nu} - m_{\nu'}) dxdt \\
& \leq -\int_{\Omega} c_1(x)(m_{\nu} + m_{\nu'})|Du_{\nu} - Du_{\nu'}|^2 + (f(x, m_{\nu}) - f(x, m_{\nu'}))(m_{\nu} - m_{\nu'}) dxdt,
\end{align*}
\]

where we used (H2') in the inequality.

Step 3. Now we estimate the several terms in (6.10). By direct computations,

\[
\begin{align*}
\int_{\Omega} \nu Du_{\nu} DM - \nu' Du_{\nu'} DM - \nu Dm_{\nu} DU + \nu' Dm_{\nu'} DU dxdt \\
& = \int_{\Omega} (\nu - \nu')(Du_{\nu'} Dm_{\nu} - Du_{\nu} Dm_{\nu'}) dxdt = \int_{\Omega} (\nu - \nu')(Du_{\nu'} Dm_{\nu} + \Delta u_{\nu} m_{\nu'}) dxdt.
\end{align*}
\]
By (6.2) and (6.3), \(u_\nu\) and \(u_{\nu'}\) are uniformly Lipschitz continuous and semiconcave in space, and \(m_{\nu'}\) is uniformly bounded. Combining these with \(\nu' < \nu\) and (6.7), we obtain
\[
\int \int_{\Omega} \nu Du_\nu DM - \nu' Du_{\nu'} DM - \nu Dm_\nu DU + \nu' Dm_{\nu'} DU \, dx \, dt \\
\leq C \nu \int \int_{\Omega} |Dm_\nu| + m_{\nu'} dx \, dt \leq C \nu \left( \int \int_{\Omega} |Dm_{\nu'}|^2 dx \, dt \right)^{1/2} + C \nu \leq C \nu^{1/2}.
\] (6.11)

Thus (6.10) and (6.11) yield
\[
\int_{\Omega} U(T,x)M(T,x)dx + \int \int_{\Omega} c_1(x)(m_\nu + m_{\nu'})|Du_\nu - Du_{\nu'}|^2 dx \, dt \\
+ \int \int_{\Omega} (f(x,m_\nu) - f(x,m_{\nu'}))(m_\nu - m_{\nu'}) dx \, dt \leq C \nu^{1/2}
\]
In view of (H2')(H3'), the three terms on the left-hand side of the above are non-negative. Thus passing \(\nu' \to 0\) yields (6.4) and (6.5).

Step 4. Finally, we pass \(\nu' \to 0\) in
\[
\int \int_{\Omega} c_1(m_\nu + m_{\nu'})|Du_\nu - Du_{\nu'}|^2 dx \, dt \leq C \nu^{1/2}.
\]
Because \(u_{\nu'}\) converges to \(u\) locally uniformly and \(u_{\nu'}\) is uniformly semi-concave in \(x\) for all \(\nu' \geq 0\), \(Du_{\nu'}(t,\cdot)\) converges to \(Du(t,\cdot)\) a.e. \(x \in \mathbb{T}^d\). Thus passing \(\nu' \to 0\) yields (6.6). \(\square\)

7. Convergence of \(u_{\nu'}\) – Nonlocal Coupling

In this section, we proceed to show convergence results of \(u_\nu\) as \(\nu \to 0\). First, let us assume a strong condition (H4') on \(f\) and \(\bar{u}\), and we prove pointwise convergence of \(u_{\nu'}\) to \(u\). Later, we also consider a weaker condition (H4*).

(H4') There exists \(C > 0\) such that for any \(\varepsilon > 0\), if \(\mu_1, \mu_2 \in \mathcal{P}\) satisfy
\[
\int_{\mathbb{T}^d} (f(x,\mu_2) - f(x,\mu_1))d(\mu_2 - \mu_1)(x) \leq \varepsilon,
\]
then
\[
\sup_{x \in \mathbb{T}^d} |f(x,\mu_2) - f(x,\mu_1)| \leq C \varepsilon^{1/2}.
\]
And the same holds if we replace \(f\) by \(\bar{u}\).

Remark 7.1. Note that if \(f\) (or \(\bar{u}\)) is of the form \(f(x,m) = \int_{\mathbb{T}^d} g(y, (\phi * m)(y))\phi(x - y)dy\), where \(\phi\) is a smooth even function on \(\mathbb{T}^d\) and \(g\) is \(C^1\) on \(\mathbb{T}^d \times \mathbb{R}\), then the condition reduces to
for all \((x, z) \in \mathbb{T}^d \times \mathbb{R}\) we have \(g_z(x, z) > 0\).

Indeed suppose \(m_1, m_2\) are two probability density function in \(\mathbb{T}^d\). Since \(|\phi * m_i| \leq ||\phi||_{\infty}\), we have
\[
|f(x,m_2) - f(x,m_1)| \leq ||\phi||_{\infty} \int_{\mathbb{T}^d} |g(y, \phi * m_1) - g(y, \phi * m_2)|dy \leq C ||\phi * m_1 - \phi * m_2||_{L^2(\mathbb{T}^d)}.
\]
On the other hand, for \(c := \inf_{(x,z) \in \mathbb{T}^d \times [-||\phi||_{\infty},||\phi||_{\infty}]} g_z(x, z) > 0\), we get
\[
\int_{\mathbb{T}^d} (f(x,m_2) - f(x,m_1))(m_2 - m_1)dx \geq c \int_{\mathbb{T}^d} |\phi * m_1 - \phi * m_2|^2 dx.
\]
So there exists $C > 0$ independent of $m_1, m_2$ such that for all $x \in \mathbb{T}^d$,
\[
|f(x, m_2) - f(x, m_1)|^2 \leq C \int_{\mathbb{T}^d} (f(x, m_2) - f(x, m_1))(m_2 - m_1) dx.
\]

We will need the following lemma.

**Lemma 7.1.** Let $\varepsilon > 0$, and let $H$ be as before, and $g : [0, T] \times \mathbb{T}^d \to \mathbb{R}$ be $C^1$ in space and Lipschitz continuous in time. Suppose that $v$ and $v_\varepsilon$ are Lipschitz continuous and satisfy
\[
\partial_t v + H(x, Dv) = g(t, x) \quad \text{and} \quad \partial_t v_\varepsilon - \varepsilon \Delta v_\varepsilon + H(x, Dv_\varepsilon) = g(t, x)
\]
in the sense of viscosity, and $v(0, \cdot) = v_\varepsilon(0, \cdot)$ is a $C^2$ function. Then there exists $C > 0$ such that for all $\varepsilon > 0$,
\[
|v(t, x) - v_\varepsilon(t, x)| \leq C \varepsilon^{1/2} \quad \text{in} \quad [0, T] \times \mathbb{T}^d.
\]

Though the proof is given by the classical viscosity solution approach (see e.g., [20] for the case when $H = H(p)$ and $g \equiv 0$), for readers’ convenience, we provide it in the appendix.

**Theorem 7.2.** Under the assumptions of Theorem 6.2, assume (H4'). Then there exists $C > 0$ such that for all $\nu \in (0, 1]$ we have
\[
\sup_{(t,x) \in [0,T] \times \mathbb{T}^d} |u(t, \cdot) - u_\nu(t, \cdot)| \leq C \nu^{1/4}.
\]

**Proof.** For $\nu \in (0, 1]$, let $w_\nu$ be the unique solution to
\[
-\partial_t w_\nu - \nu \Delta w_\nu + H(x, Dw_\nu) = f(x, m) \quad \text{with} \quad w_\nu(T, x) = \bar{u}(x, m(T, \cdot)).
\]
The condition (H4') and Theorem 6.2 imply that
\[
|f(x, m) - f(x, m_\nu)|, \quad |w_\nu(T, x) - u_\nu(T, x)| = |\bar{u}(x, m(T, \cdot)) - \bar{u}(x, m_\mu(T, \cdot))| \leq C \nu^{1/4}.
\]
Thus by comparing $u_\nu$ with $w_\nu \pm C \nu^{1/4}(T - t + 1)$ yields that
\[
|u_\nu - w_\nu| \leq C \nu^{1/4} \quad \text{in} \quad \Omega.
\]

Note $u$ satisfies
\[
-\partial_t u + H(x, Du) = f(x, m) \quad \text{with} \quad w(T, x) = \bar{u}(x, m(T, \cdot)),
\]
in the sense of distribution, and $u$ is also a viscosity solution by [37]. Moreover, by [12, Lemma 4.14] and (H1'), $f(x, m)$ is Lipschitz continuous in time. Then it follows from Lemma 7.1 that
\[
\sup_{(t,x) \in \Omega} |w_\nu(t, x) - u(t, x)| \leq C \nu^{1/2},
\]
which finishes the proof. \qed

Now we consider a weaker condition:

(H4'') There exists $C > 0$ such that for any $\varepsilon > 0$, if $\mu_1, \mu_2 \in \mathcal{P}$ satisfy
\[
\int_{\mathbb{T}^d} (f(x, \mu_2) - f(x, \mu_1)) d(\mu_2 - \mu_1)(x) \leq \varepsilon,
\]
then
\[
\int_{\mathbb{T}^d} |f(x, \mu_2) - f(x, \mu_1)| dx \leq C \varepsilon^{1/2}.
\]
And the same holds if we replace $f$ by $\bar{u}$.
Since, under \((H4'')\), it is only known that \(f(x, m(t, \cdot))\) and \(f(x, m_\nu(t, \cdot))\) are close in average from Theorem 6.2, we do not expect a pointwise strong convergence of \(u_\nu\) to \(u\). We will apply a dual equation method to prove an \(L^\infty_t L^1_x\) convergence (see also [44]).

**Theorem 7.3.** Under the assumptions of Theorem 6.2 assume \((H4'')\). Then there exists \(C > 0\) such that for all \(\nu \in (0, 1]\) we have

\[
\sup_{t \in [0,T]} \|u(t, \cdot) - u_\nu(t, \cdot)\|_{L^1(\mathbb{T}^d)} \leq C \nu^{1/4}.
\]

**Proof.** For \(\nu \in (0, 1]\), let \(w_\nu\) be the unique solution to

\[
-\partial_t w_\nu - \nu \Delta w_\nu + H(x, Dw_\nu) = f(x, m) \quad \text{with} \quad w_\nu(T, x) = \bar{u}(x, m(T, \cdot)).
\]

By Lemma 6.1, there exists \(C > 0\) such that for all \(\nu \in (0, 1]\),

\[
|Du|, |D u_\nu|, |w_\nu| \leq C \quad \text{and} \quad D^2 u_\nu, D^2 w \leq CI_d \quad \text{in } \Omega.
\]

We will compare \(u_\nu\) with \(w_\nu\) and then \(w_\nu\) with \(u\).

**Step 1.** Consider \(W := w_\nu - u_\nu\), which then satisfies

\[
-\partial_t W - \nu \Delta W + G \cdot DW = f(x, m) - f(x, m_\nu)
\]

with

\[
W(T, x) = w_\nu(T, x) - u_\nu(T, x) = \bar{u}(x, m(T, \cdot)) - \bar{u}(x, m_\nu(T, \cdot)),
\]

and

\[
G(t, x) := \int_0^1 D_p H(x, sDw_\nu + (1-s)Du_\nu) ds.
\]

Recall that

\[
-\partial_t u_\nu - \nu \Delta u_\nu + H(x, Du_\nu) = f(x, m_\nu) \quad \text{with} \quad w_\nu(T, x) = \bar{u}(x, m_\nu(T, \cdot)).
\]

By \((H4'')\) and Theorem 6.2

\[
\int\int_{\Omega} |f(x, m) - f(x, m_\nu)| dx dt \leq C \left( \int_{\mathbb{T}^d} (f(x, m) - f(x, m_\nu))(m - m_\nu) dx \right)^{1/2} dt
\]

\[
\leq C \left( \int\int_{\Omega} (f(x, m) - f(x, m_\nu))(m - m_\nu) dx dt \right)^{1/2} \leq C \nu^{1/4}.
\]

Similarly, by (6.5) of Theorem 6.2

\[
\int_{\mathbb{T}^d} |\bar{u}(x, m(T, \cdot)) - \bar{u}(x, m_\nu(T, \cdot))| dx \leq C \nu^{1/4}.
\]

**Step 2.** For any fixed \(t_1 \in [0, T]\), we consider the dual equation of (7.2) in \([t_1, T] \times \mathbb{T}^d:\)

\[
\psi_t - \nu \Delta \psi - \nabla \cdot (G \psi) = 0 \quad \text{with} \quad \psi(t_1, \cdot) = \psi_0,
\]

where \(\psi_0\) is a smooth function on \(\mathbb{T}^d\). By Divergence Theorem, we have

\[
\frac{d}{dt} \int_{\mathbb{T}^d} W \psi dx = - \int_{\mathbb{T}^d} (f(x, m) - f(x, m_\nu)) \psi dx.
\]
In view of (7.3) and (7.4), integrating the above equality in the time interval \([t_1, T]\) yields
\[
\left| \int_{T_d} W(t_1, x) \psi_0(x) dx \right| \leq \left| \int_{T_d} W(T, x) \psi(T, x) dx \right| + C \nu^{1/4} \| \psi \|_{L^\infty([t_1, T] \times T_d)}
\]
\[
\leq C \nu^{1/4} \| \psi \|_{L^\infty([t_1, T] \times T_d)}.
\] (7.5)

**Step 3.** Now, we estimate \(\| \psi \|_{L^\infty([t_1, T] \times T_d)}\) in terms of \(\| \psi_0 \|_{L^\infty(T_d)}\). It follows from the equation of \(\psi\) that for any \(n \geq 2\) an even number,
\[
\frac{d}{dt} \int_{T_d} \psi^n dx + n(n-1) \nu \int_{T_d} |D\psi|^2 \psi^{n-2} dx = -n(n-1) \int_{T_d} (G \cdot D\psi) \psi^{n-1}.
\]
So for any \(t \in [t_1, T]\),
\[
\int_{T_d} \psi(t, x) dx \leq \| \psi_0 \|_{L^\infty(T_d)}^n + (n-1) \int_{t_1}^t \int_{T_d} (\nabla \cdot G(s, x)) \psi^n(s, x) dx ds.
\]
This yields that if \(\nabla \cdot G(s, x)\) is uniformly bounded from above for all \(\nu\), then by Gronwall's inequality,
\[
\| \psi(t, \cdot) \|_{L^\infty(T_d)} \leq \| \psi_0 \|_{L^\infty(T_d)} \exp \left( \left\| (\nabla \cdot G)_+ \right\|_{L^\infty([t_1, T] \times T_d)} (t - t_1) \right).
\]
Passing \(n \to \infty\) yields
\[
\| \psi \|_{L^\infty([t_1, T] \times T_d)} \leq \| \psi_0 \|_{L^\infty(T_d)} \exp \left( \left\| (\nabla \cdot G)_+ \right\|_{L^\infty([t_1, T] \times T_d)} T \right).
\]
Applying this in (7.5), we get for some \(C > 0\),
\[
\left| \int_{T_d} W(t_1, x) \psi_0(x) dx \right| \leq C \nu^{1/4} \| \psi_0 \|_{L^\infty(T_d)}
\]
holds for all smooth \(\psi_0\), which implies that
\[
\| w_\nu(t_1, \cdot) - u_\nu(t_1, \cdot) \|_{L^1(T_d)} \leq C \nu^{1/4} \quad \text{for any} \ t_1 \in [0, T). \tag{7.6}
\]

**Step 4.** To finish the proof of (7.6), we now show that \(\nabla \cdot G(t, x)\) is uniformly bounded from above. Indeed we have
\[
\nabla \cdot G = \int_0^1 \sum_i \frac{\partial^2 H}{\partial p_i \partial x_i} + \left( s \sum_{i,j} \frac{\partial^2 H}{\partial p_i \partial p_j} \frac{\partial^2 w_\nu}{\partial x_i \partial x_j} + (1-s) \sum_{i,j} \frac{\partial^2 H}{\partial p_i \partial p_j} \frac{\partial^2 w_\nu}{\partial x_i \partial x_j} \right) ds.
\]
By (7.1) and (H2'), there exists \(C > 0\) such that for all \(\nu, s \in [0, 1]\),
\[
\frac{\partial^2 H}{\partial p_i \partial x_i}(x, sDw_\nu + (1-s)Du_\nu) \leq C,
\]
\[
\frac{\partial^2 H}{\partial p_i \partial p_j} \leq C, \quad \frac{\partial^2 w_\nu}{\partial x_i \partial x_j}, \quad \frac{\partial^2 u_\nu}{\partial x_i \partial x_j} \leq C.
\]
Therefore, we obtain that \(\nabla \cdot G \leq C\) for some \(C\) independent of \(\nu\).

**Step 5.** Due to (7.6), to conclude the theorem, it suffices to show that
\[
\sup_{(t,x) \in \Omega} |w_\nu(t, x) - u(t, x)| \leq C \nu^{1/2}.
\]
This is a consequence of Lemma 7.1 (see also the proof of Theorem 7.2). \(\square\)
8. Open problems

In this section, we collect a few open problems related to the convergence of vanishing viscosity approximations for MFGs and its connection to the KPZ equation.

(1) In Theorem 4.3, we proved a rate of $\nu^{-1/(1+\beta)}$ for the convergence of $(m_\nu, Du_\nu)$ in some Sobolev norm assuming that $H(\cdot, p)$ grows as $|p|^r$, and $f(\cdot, m)$ grows as $m^{r-1}$. We know that if $\frac{1}{q} + \frac{1}{r} \leq 1$, this rate is $\nu^{1/4}$ which is independent of the dimension $d$; while $\frac{1}{q} + \frac{1}{r} > 1$, the exponent $\frac{1}{2(1+\beta)} > d^{-1}$. Is the rate $\nu^{-1/(1+\beta)}$ is tight, or does the threshold $\frac{1}{q} + \frac{1}{r} = 1$ induces a phase transition in the dimension dependence of the rate exponent of vanishing viscosity approximations for MFGs?

(2) In Theorems 4.3, 5.3 and 5.4, we proved the convergence (rate) of $(m_\nu, u_\nu)$ in $L^2$ norm. For the (1+1)-dimensional KPZ equation, it is known that under narrow wedge initial condition, $u_\nu$ converges locally uniformly but without rate.

(a) Does the convergence still hold in a stronger sense, e.g. locally uniformly for $u_\nu$, and do we get the same convergence rate?

(b) Can we relax the condition $q = 2$, $r = 2$ in these theorems?

In Theorem 5.4, we proved the convergence of $u_\nu$ in $L^2$ norm weighted by $m_\nu$. Can we prove the same rate in $L^2$ norm weighted by $m$ (and further locally uniformly)?

(3) For the (1+1)-dimensional KPZ equation, Theorem 4.3 implies that $\rho_\nu$ converges in $L^2$ norm with a rate $\nu^{1/2}$; Theorem 5.4 shows that $h_\nu$ converges in a weighted $L^2$ norm with rate $\nu^{1/2}$. This relies on the Cole-Hopf transform from the SHE to the KPZ equation, which underlies the weak noise theory. Is there a higher dimensional weak noise theory to connect large deviations of the KPZ equation to vanishing viscosity for MFGs?

We hope that our convergence analysis of vanishing viscosity approximations for MFGs may trigger further research connecting the KPZ equation and MFGs in dimension $d \geq 2$, and on the dimension effect as $d \to \infty$.
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APPENDIX A.

Lemma A.1. Suppose $q, q' > 1$ satisfying $\frac{1}{q} + \frac{1}{q'} = 1$, and $\sigma > 0$. Then for $c_0 := (\max\{q, q'\})^{-1}$, we have for all $m, \alpha \geq 0$,

$$\frac{1}{q} (\sigma m)^q + \frac{1}{q'} (\alpha/\sigma)^{q'} \geq m\alpha + c_0((\sigma m)^{q/2} - (\alpha/\sigma)^{q'/2})^2.$$ 

Proof. By replacing $\sigma m$ by $m$, and $\alpha/\sigma$ by $\alpha$, we can assume without loss of generality that $\sigma = 1$. Also we can assume that $m, \alpha > 0$ and $q > 2 > q' > 1$, otherwise the proof is direct.
this case, \( c_0 = \frac{1}{q} \). By direct computations, the inequality is reduced to
\[
\left(\frac{1}{q} - \frac{1}{q}\right)\alpha^{q'-1} + \frac{2}{q}m^{q/2}\alpha^{q'/2-1} \geq m. \tag{A.1}
\]
By Hölder’s inequality,
\[
\gamma_1\alpha^{q'-1} + \gamma_2m^{q/2}\alpha^{q'/2-1} \geq \alpha^{\gamma_1(q'-1)+\gamma_2(q'/2-1)}m^{\gamma_2(q/2)} = m,
\]
where \( \gamma_1 := 1 - 2/q, \gamma_2 := 2/q \). This implies (A.1) immediately, which finishes the proof.

It is also not hard to see from the proof that \( c_0 \) can not be larger than \( \frac{1}{q} \). Otherwise, if \( c_0 > \frac{1}{q} \), we need
\[
\left(\frac{1}{q} - c_0\right)\alpha^{q'-1} + \frac{2}{q}m^{q/2}\alpha^{q'/2-1} \geq m + (c_0 - \frac{1}{q})m^q/\alpha,
\]
but this cannot be true as passing \( \alpha \to 0 \) leads to a contradiction.

\[\square\]

**Appendix B. Proof of Lemma 7.1**

Let us only prove that \( \sup_\Omega (v - v_\epsilon) \) is small. The other side of the estimate follows the same. We split the proof into five steps.

**Step 1.** First of all, since \( v, v_\epsilon \) are uniformly Lipschitz continuous, by modifying \( H(x, p) \) in the region where \( |p| \) is large (see e.g., section 5 of [56]), we can further assume without loss of generality that for some \( C > 0 \),
\[
|H_x(x, p)| \leq C \quad \text{for all } (x, p) \in \mathbb{T}^d \times \mathbb{R}^d. \tag{B.1}
\]

Let us take \( T \geq 1 \). Suppose \((t_0, x_0) \in [0, T] \times \mathbb{T}^d\) is such that
\[
3\sigma := v(t_0, x_0) - v_\epsilon(t_0, x_0) = \sup_{(t, x) \in \Omega} \{ v(t, x) - v_\epsilon(t, x) \} > 0. \tag{B.2}
\]

Below we will show \( \sigma \leq C\sqrt{\epsilon} \) where \( C \) depends on \( T \), the Lipschitz constant of \( v \) and \( v_\epsilon \), and the assumptions.

**Step 2.** Consider a smooth function \( \varphi : \mathbb{R}^{d+1} \to [0, 1] \) such that

(i) \( \varphi(t, x) = 1 - t^2 - |x|^2 \) if \( t^2 + |x|^2 < 1/2 \),

(ii) \( 0 \leq \varphi(t, x) \leq 1/2 \) if \( t^2 + |x|^2 > 1/2 \), and \( \varphi(t, x) = 0 \) if \( t^2 + |x|^2 > 1 \).

For \( \delta > 0 \), denote \( \varphi_\delta(t, x) := \varphi(t/\delta, x/\delta) \), \( \Omega := (0, T) \times \mathbb{T}^d \), and \( L := \sup \{ v(t, x), -v_\epsilon(t, x) : (t, x) \in \Omega \} + 1 \geq 1 \).

Next, we define \( \Phi_{\epsilon, \delta} : [0, T]^2 \times \mathbb{T}^{2d} \to \mathbb{R} \) by
\[
\Phi_{\epsilon, \delta}(t, s, x, y) := v(t, x) - v_\epsilon(s, y) - \sigma(2T - t - s)/T + 8L\varphi_\delta(t - s, x - y).
\]

There exists \((t_1, s_1, x_1, y_1) \in [0, T]^2 \times \mathbb{T}^{2d}\) such that
\[
\Phi_{\epsilon, \delta}(t_1, s_1, x_1, y_1) = \max_{[0, T]^2 \times \mathbb{T}^{2d}} \Phi_{\epsilon, \delta}(t, s, x, y), \tag{B.3}
\]
and by (B.2) and \( \varphi_\delta(0, 0) = 1 \),
\[
\Phi_{\epsilon, \delta}(t_1, s_1, x_1, y_1) \geq \Phi_{\epsilon, \delta}(t_0, t_0, x_0, x_0) \geq 8L + \sigma. \tag{B.4}
\]

Since \( \max \{ v(t_1, x_1), -v_\epsilon(s_1, y_1) \} \leq L \),
\[
\Phi_{\epsilon, \delta}(t_1, s_1, x_1, y_1) \leq 2L + 8L\varphi_\delta(t_1 - s_1, x_1 - y_1),
\]

}\]
which, together with (B.4), implies $\varphi_\delta(t_1 - s_1, x_1 - y_1) \geq 3/4$. Then by (i), we get

$$\varphi_\delta(t - s_1, x - y_1) = 1 - (|t - s_1|^2 + |x - y_1|^2)/\delta^2,$$

whenever $|t - t_1|, |x - x_1| \leq \delta/C$ for some $C > 0$.

**Step 3.** Now, in view of (B.3), the mapping

$$(t, x) \mapsto v(t, x) + \sigma t/T + 8L\varphi_\delta(t - s_1, x - y_1).$$

is maximized at $(t, x) = (t_1, x_1)$. As $v$ is uniformly Lipschitz continuous by the assumption, we get that

$$|D\varphi_\delta(t_1 - s_1, x_1 - y_1)| \leq C/L \quad \text{and} \quad |\partial_1 \varphi_\delta(t_1 - s_1, x_1 - y_1)| \leq C(1 + \sigma/T)/L. $$

By (B.5) and $\sigma \leq L$, these yield

$$|x_1 - y_1| \leq C\delta^2/L \quad \text{and} \quad |t_1 - s_1| \leq C\delta^2(1 + \sigma/T)/L.$$  

**Step 4.** We firstly assume that $t_1, s_1 > 0$. In view of (B.6), the viscosity solution test for $v$ yields

$$-\sigma/T - 8L \partial_1 \varphi_\delta(t_1 - s_1, x_1 - y_1) + H(x_1, -8L D\varphi_\delta(t_1 - s_1, x_1 - y_1)) \geq g(t_1, x_1).$$

Similarly, because

$$(s, y) \mapsto v_\varepsilon(s, y) - \frac{\sigma}{T} s - 8L \varphi_\delta(t_1 - s, x_1 - y)$$

is minimized at $(s_1, y_1)$, the viscosity solution test yields

$$\sigma/T - 8L \partial_1 \varphi_\delta(t_1 - s_1, x_1 - y_1) + H(y_1, -8L D\varphi_\delta(t_1 - s_1, x_1 - y_1))$$

$$- 8\varepsilon L \Delta \varphi_\delta(t_1 - s_1, x_1 - y_1) \leq g(s_1, y_1).$$

Thus we get

$$2\sigma/T \leq H(x_1, -8L D\varphi_\delta(t_1 - s_1, x_1 - y_1)) - H(y_1, -8L D\varphi_\delta(t_1 - s_1, x_1 - y_1))$$

$$+ 8\varepsilon L \Delta \varphi_\delta(t_1 - s_1, x_1 - y_1) + g(s_1, y_1) - g(t_1, x_1).$$

(B.9)

For the second order term, the definition of $\varphi_\delta$ implies

$$8\varepsilon L \Delta \varphi_\delta(t_1 - s_1, x_1 - y_1) \leq C\varepsilon L\delta^{-2}.$$  

(B.10)

Using (B.9), (B.10), (B.1) and Lipschitz continuity of $g$ yields for some universal $C$,

$$2\sigma/T \leq C\varepsilon L\delta^{-2} + C(|x_1 - y_1| + |t_1 - s_1|) \leq C\varepsilon L\delta^{-2} + C\delta^2(1 + \sigma/T)/L$$

where in the last inequality we used (B.7) and (B.8). Finally, taking $\delta := L^{1/2}\varepsilon^{1/4}$ yields $\sigma \leq C\sqrt{\varepsilon}$ when $\varepsilon$ is sufficiently small depending only on $T, C$. This finishes the proof of the upper bound of sup$_{\Omega_\delta}(v - v_\varepsilon)$ in the case when $t_1, s_1 > 0$.

**Step 5.** Finally, suppose that one of $t_1$ and $s_1$ equals to $T$. Let us only prove for the case when $t_1 = 0$. By (B.3),

$$8L + \sigma \leq \Phi_{\varepsilon, \delta}(t_1, s_1, x_1, y_1) \leq v(t_1, x_1) - v_\varepsilon(s_1, y_1) + 8L \varphi_\delta(t_1 - s_1, x_1 - y_1).$$

Again using that $v_\varepsilon$ is uniformly Lipschitz continuous, this, (B.7) and (B.8) yield

$$8L + \sigma \leq \varepsilon L \Delta \varphi_\delta(t_1 - s_1, x_1 - y_1) \leq C(|x_1 - y_1| + |s_1|) + 8L \leq C\delta^2(1 + \sigma/T)/L + 8L.$$
Since $\delta = L^{1/2} \varepsilon^{1/4}$, this yields $\sigma \leq C \sqrt{\varepsilon}$ for some universal $C > 0$ when $\varepsilon$ is small.
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