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Precedence Constraints

and

Randomness



OUTLINE

1. Classical Deterministic Model: PERT/CPM

• Program Evaluation and Review Technique (US Navy 
c.1950)

• Critical Path Method

2. From PERT to Stochastic PERT

3. Dynamic Stochastic PERT (DS-PERT, use simulation)

4. Processing Networks

• Arrest to Arraignment (Larson  1993)

• Hospital Emergency Room 

• Group Play on a Golf Course (Whitt 2014)



Program Evaluation and Review Technique

PERT

Critical Path Method 

CPM

For Managing Projects











Static Stochastic PERT



Randomness Complicates Even Simple Projects

T2T1 T3 T4

Simple Stochastic PERT

•Project Completion Time = T = T1 + T2 + T2 + T4

•Assume 4 independent random variables.
•Mean easy: ET = ET1 + ET2 + ET3 + ET4

•Variance easy: VarT = VarT1+VarT2+VarT3+VarT4

•Distribution easy if all normal, but not otherwise.
•Otherwise can use Laplace transforms
•L(Tj) = E[exp(-sTj)]
•L(T) = L(T1) L(T2) L(T3) L(T4)  simple product
•Numerical inversion, Ex. 1.1.1. of posted paper.



Dynamic Stochastic PERT
Jobs Arriving Randomly Over Time



DS-PERT: Four Guiding Questions

• Can we do it?

– Capacity analysis

• How long will it take?

– Response time analysis

• Can we do better?

– Sensitivity analysis

• How much better can we do?

– optimization



A Comparison
of

Alternative Models
and

Controls

Use Stochastic Simulation
Advertisement for IEOR 4404



Model 1. Deterministic PERT/CPM



Model 2. Stochastic PERT/CPM

•Task times are now exponential with those means.
•Expected completion time now 13.13 days, while 
standard deviation 7.4; compared to 10 days



Stochastic Static PERT
Throughput Time



Critical Paths



Critical Activities

Criticality Index = Probability that the 
task is on a critical path.



Model 3. Dynamic Stochastic PERT

• Poisson Arrivals, rate λ=0.286 (1 per 3.5 days)
•nj homogeneous servers at station j
•FCFS service discipline
•Task times still exponential with those means.
•Expected completion time now 32.2 days, while 
standard deviation 21.2; compared to 10 & 13 days

ET1 = 6

ET2 = 5

ET3 = 4

ET4 = 3



Capacity Analysis:  Can We Do It?

Yes, if traffic intensity (resource 
utilization) is less than 1 at each 
resource

Resource Utilizations:  0.57, 0.71, 0.38 and 0.86

ρ1= λ1ET1/n1 = (0.286)x6/3 = 2/3.5 = 0.57

Resource 4 is the bottleneck: ρ4= λ4ET4/n4= 0.86



Response Time Analysis:  How Long Will It take?
Stochastic Simulation



What is happening at the four resources?

(Idle)



Waiting Times at the Queues
Queues 1-4:  Resource Queues

Queues 5-8:  Synchronization Queues



Critical Paths



Critical Tasks

Task 2 has highest criticality index, but task 4 was the bottleneck,
ρ2= λ2ET2/n2 = 0.71     while ρ1= λ1ET1/n1 = 0.86

Reason:  Task 2 participates in more paths in the network. 



What-if Analysis

1. Mean Service time at Station 2:  5  4
1. Mean ET decrease from 32.1 to 23.7 days

2. Mean Service time at Station 4:  3  2
1. Mean ET decrease from 32.1 to 18.9

3. Make Arrivals Deterministic at same rate
1. Mean ET decrease from 32.1 to 22.5

4. No. 3 above + move server from 3 to 4
1. Mean ET decrease from 32.1 to 15.7

5. Change from exponential to uniform dists
1. [0,7],[3,9],[3,5],[2,4]
2. Mean ET decrease from 32.1 to 12.8

6. No. 5 above + move server from 3 to 4
1. Mean ET decrease from 12.8 to 11.3  (compare to 10)

7. No. 3 + No. 6
1. Mean ET decrease from 11.3 to 10.5  (compare to 10)



Dynamic Stochastic Control

• No control (above)    
– ET = 32.1 days

• MinSLK: highest priority in queue to a minimum 
slack activity, with slack times updated   
– ET = 21.6 days

• QSC (Queue Size Control):  Do not admit new job 
when bottleneck queue exceeds limit 6
– ET = 18.6 days

• Many others:  Stochastic Scheduling



Processing Networks

(Includes DS-PERT above)



Contrast with 
An Open Network of Queues

…but now also add precedence constraints 
and synchronization queues



Arrest-to-Arraignment Process
Larson et al. (1993)



Patient Flow in an Emergency Department



Processing Networks:  Building Blocks
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