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An infinite cohort of short-lived strategic customers

Customer arrives ⇒ Takes action ⇒ Undergoes processing ⇒ Receives utility ⇒ Leaves

Customers are homogeneous.

The set of possible actions is finite.

A strategy is a distribution over actions.
Symmetric unobservable queueing games

Customer utility depends on:
Symmetric unobservable queueing games

Customer utility depends on:

Their action
Symmetric unobservable queueing games

Customer utility depends on:

Their action

The population strategy
Stochastic approximation of symmetric Nash equilibria in queueing games

Ran Snitkovsky

Intro.
Queueing games
Unobservable M/M/1
Research purpose

Motiv. Example
Parallel GI/G/1's
SA Simulation

SA and Queues
R-M Algo.
Literature

Gen. Framework
General formulation
Fixed-point algo.
SA scheme
Utility estimation
Convergence

Implementation
Applications
H-S(2017) model

Conclusion
Extensions
Wrap-up

Symmetric unobservable queueing games

Customer utility depends on:

Their action
The population strategy
(Steady-)state realization
Customer utility depends on:

- Their action
- The population strategy
- (Steady-)state realization
- Other random outcomes
Symmetric unobservable queueing games

Customer utility depends on:

- Their action
- The population strategy
- (Steady-)state realization
- Other random outcomes

A solution
Symmetric unobservable queueing games

Customer utility depends on:

- Their action
- The population strategy
- (Steady-)state realization
- Other random outcomes

A solution is a Symmetric Nash Equilibrium (SNE) strategy,
Symmetric unobservable queueing games

Customer utility depends on:

- Their action
- The population strategy
- (Steady-)state realization
- Other random outcomes

A **solution** is a *Symmetric Nash Equilibrium (SNE)* strategy, i.e., a strategy from which no customer has incentive to deviate.
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A strategy \( p = (p, 1 - p) \), with \( p \) = probability of Join
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An M/M/1 system

Customers inter-arrivals $\sim$ Poisson($\lambda$)

Possible actions: Join or Balk

A strategy $\mathbf{p} = (p, 1 - p)$, with $p =$ probability of Join

\[
u_1(\mathbf{p}) = R + C \times E_p \left( \frac{\text{waiting time}}{} \right)
\]

\[
u_2(\mathbf{p}) = 0
\]

Customers wish to maximize expected steady-state utility.

The vector of expected utilities: $\mathbf{u}(\mathbf{p}) = (u_1(\mathbf{p}), u_2(\mathbf{p}))$
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What about a GI/G/1 queue?
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Lengthy simulations to verify SNE conditions for many \( p \)'s are impracticable.

**Our goal**: Find a SNE strategy by running a *single* simulation of the system, with *dynamic updating* of the strategy.
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\[ A = \{ a_1, a_2, a_3 \} \]

A strategy is a distribution \( p = (p_1, p_2, p_3) \) over \( A \).

For queue \( m \in \{1, 2\} \):

- If \( \lambda p_m < \mu_m \), then the stationary workload \( W_m \) exists.
- If \( EY_m^2 < \infty \), then \( w_m(p_m) := E_p W_m < \infty \).
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We suggest a simulation-based, SA (Robbins-Monro) algorithm. The algorithm involves a regeneration cycle, which is the time between two arrival instants to an empty system. The cycle length is the number of arrivals during a cycle (including balkings). Our stability assumptions imply that the cycle length is finite (a.s.).
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At iteration $n \geq 1$ of the algorithm:

Given a strategy $p^{(n)}$, generate 1 cycle.

Let $L$ denote the cycle length.

Record the vector total expected utilities:

$$G^{(n)} = \left( \begin{array}{c} G_1 \\ G_2 \\ G_3 \end{array} \right) = \sum_{j=1}^{L} \begin{pmatrix} R - C \cdot (X_j^1 + 1/\mu_1) \\ R - C \cdot (X_j^2 + 1/\mu_2) \\ 0 \end{pmatrix},$$

where $X_j^m$ is the workload in queue $m = 1, 2$ at the $j$'th arrival.
SA Algorithm

Start with an arbitrary strategy $p^{(0)}$, and initial step size $\gamma_0 > 0$. Update the strategy as follows:

$$p^{(n+1)} = p^{(n)} + \gamma_0 n + 1 G(n).$$

projecting onto $\Delta$ when necessary. It can be shown that $p^{(n)} \rightarrow p^e$. 
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SA Algorithm

Start with an arbitrary strategy $\mathbf{p}^{(0)}$, and initial step size $\gamma_0 > 0$.

Update the strategy as follows:

$$\mathbf{p}^{(n+1)} = \mathbf{p}^{(n)} + \frac{\gamma_0}{n+1} \mathbf{G}^{(n)}.$$

projecting onto $\Delta$ when necessary.

It can be shown that $\mathbf{p}^{(n)} \to_{as} \mathbf{p}^e$. 
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Goal: Find the root of a continuous function $g: \mathbb{R} \to \mathbb{R}$.

Iterative solution:
Given a sequence $\{\gamma_n\}$ of positive step sizes, perform:

The SA version (Robbins-Monro) mimics the deterministic one by plugging in an estimator instead of $g(\theta(n))$.

Under mild regularity (unbiasedness & appropriate step sizes) the SA version converges a.s. to a root.
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General unobservable queueing game

Renewal arrival process (iid inter-arrivals).

Customers choose one of $k$ actions: $\mathcal{A} = \{a_1, \ldots, a_k\}$.

The space of strategies is the $(k - 1)$-dimensional simplex:

$$\Delta = \left\{ \mathbf{p} : \forall i = 1, \ldots, k, \ p_i \geq 0, \sum_{i=1}^{k} p_i = 1 \right\}.$$

When all are playing strategy $\mathbf{p} \in \Delta$, denote the state at $n$’th arrival by $X_n(\mathbf{p}) \in \mathbb{R}$. 
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$L(p) = \inf\{n \geq 1 : X_n(p) = 0\}$ is the cycle length.

Let $\ell^k(p) = E_p L^k(p)$.

Assume $\ell(p) < \infty$ for any $p \in \Delta$ $\Rightarrow$ there exists a stationary distribution, $X_n(p) \rightarrow_d X(p)$.

Thus, the system is regenerative at 0 and is stable for any strategy.
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For a vector $q \in \mathbb{R}^k$ and a strategy $p \in \Delta$, define the function $\phi$: $\mathbb{R}^k \times \Delta \rightarrow \mathbb{R}$ as $\phi(q; p) = u(p)'q - \frac{1}{2} \ell(p) \| p - q \|^2$.
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Convergence of SA algorithm

For all $p \in \Delta$:

Assumption A1: $\ell(p)$ is continuous with $\ell_2(p) < \infty$.

Assumption A2: $u(p)$ is integrable and continuous.

Assumption A3: $E_p \|G\|^2 < \infty$.

Assumption A4: The step-size sequence $\{\gamma_n\}_{n \geq 1}$ satisfies $\sum_{n=1}^{\infty} \gamma_n = \infty$, $\sum_{n=1}^{\infty} \gamma_n^2 < \infty$.

Theorem

Suppose Assumptions A1-A4 are satisfied. Then $p_n \rightarrow p_e$ as $n \rightarrow \infty$, such that $f(p_e) = p_e$. 
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Overview of applications

We verify the convergence conditions and implement the algorithm for several unobservable queueing games:

- GI/G/1 in parallel (extending the motivating example).
- Supermarket game: customers choose how many queues to inspect and join the shortest.
- Sensing a finite buffer queue with an infinite buffer alternative.

The above are all systems with no explicit stationary solution. The algorithm is easily implemented (even without verification of the conditions).
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\[ p_1^{(n)} \] is plotted vs. \( n \). Blue curve corresponds with crude implementation, orange with the refined version. Red dashed line depicts correct equilibrium.
Extensions and refinements

Variance reduction techniques can be applied to make the algorithm more efficient. In some cases we can relax the assumption of system stability on all of the strategy space (if we know some properties of the stability region). The algorithm can be modified to derive socially optimal strategies. An interesting challenge would be to allow more frequent updating of the strategy during the simulation.
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An interesting challenge would be to allow more frequent updating of the strategy during the simulation.
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Questions?

Thank you!