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Abstract	 	

In this paper we develop a diffusion approximation for the transient distribution of the workload process 

in a standard single-server queue with a non-stationary Polya arrival process, which is a path-dependent 

Markov point process.   The path-dependent arrival process model is useful because it has the arrival 

rate depend on the history of the arrival process, thus capturing a self-reinforcing property that one 

might expect in some applications.  The workload approximation is based on heavy-traffic limits for (i) a 

sequence of Polya processes, in which the limit is a Gaussian Markov process and (ii) a sequence of 

P/GI/1 queues in which the arrival rate function approaches a constant service rate uniformly over 

compact intervals. 
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1 Introduction	

In this paper we establish a Heavy Traffic Limit Theorem (HTLT) for the standard single-server queue 

with an exogenous arrival process that is a generalized Polya process (GPP), which we refer to as a 

P/GI/1 queue.  We then apply that limit to develop a diffusion approximation for the transient 

distribution of the workload process. 

As in Konno [1] and Cha [2], a GPP 𝑁 ≡ {𝑁(𝑡): 𝑡 ≥ 0} is a Markov point process with stochastic 

intensity (defined in terms of the internal histories ℋ!) by 

																																																																	𝜆∗(𝑡|ℋ!) ≡ (𝛾𝑁(𝑡 −) + 𝛽)𝜅(𝑡), (1.1) 

where 𝑁(0) = 0, 𝛾 and 𝛽 are positive constants,  𝜅(𝑡) is a positive integrable real-valued function, and 

≡ denotes equality by definition. The GPP is interesting and important because it is path-dependent, i.e., 

the influence of early conditions fails to dissipate over time. 

This paper extends our paper [3], which established results for the special case of a stationary GPP. 

Theorem 1 of [3] shows that a GPP is stationary point process (has stationary increments) if 

𝜅(𝑡) =
1

𝛾𝑡 + 1
, 𝑡 ≥ 0. (1.2) 

As discussed in [3], a stationary GPP satisfies a non-ergodic law of large numbers, which causes the 

queue length process (not normalized by time) to approach infinity with positive probability as time 

evolves. 

Here we continue to study the much larger class of non-stationary GPP's. Theorem 2 of [3] establishes 

that a GPP  𝑁8 with parameter triple (𝜅̂(𝑡), 𝛾, 𝛽) can be represented as a deterministic time-
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transformation of a stationary GPP 𝑁 with parameter triple (𝜅(𝑡), 𝛾, 𝛽) where 𝜅 is of the form in (1.2). 

That property facilitates applying the composition map and the continuous-mapping theorem to 

establish the more general heavy-traffic limit, but more is required to obtain useful results. 

First, we need to specify a heavy-traffic regime.  Our approach is to make the system critically loaded 

over an initial time interval of interest. To achieve that, we let the instantaneous traffic intensity  

approach 1 uniformly over such intervals.  But that in turn depends on a definition of the arrival rate.  

For that, Theorem 1 here determines the arrival rate 𝜆(𝑡) (which is defined like 𝜆∗(𝑡|ℋ𝑡) above, but is 

not conditioned on the history) and shows that a GPP exists with any integrable rate function. As a 

consequence, Corollary 2 here shows that the parameter triples (𝜆(𝑡), 𝛾, 𝛽) and (𝜅(𝑡), 𝛾, 𝛽) are 

homeomorphic representations of a GPP.  Going forward, we use the representation (𝜆(𝑡), 𝛾, 𝛽), which 

directly specifies the rate.  

Because of the nonstationarity, the diffusion approximation for the transient distribution depends on 

the entire rate function 𝜆(𝑡). In the first paper, we exploit full stationarity, which corresponds to the 

case where 𝜆(𝑡) is constant. In this paper, we allow the past rate function to be a general (positive) 

function. In order to obtain a transient distribution that depends on a finite number of parameters, we 

apply Theorem 1 in Corollary 3 to characterize a piecewise-stationary GPP, which we refer to as a 𝜓$ −

𝐺𝑃𝑃 (when there are 𝑘 pieces). The rate function for a 𝜓$ − 𝐺𝑃𝑃 is constant on each piece, and it 

follows that a 𝜓$ − 𝐺𝑃𝑃 has 𝑘 + 2 parameters.  Corollary 4 then shows any GPP can be represented as 

a limit of 𝜓$ − 𝐺𝑃𝑃𝑠.  We envision useful applications having relatively small 𝑘. 

To achieve the desired critical loading here, we consider a sequence of GPP's indexed by 𝑛 with 

parameter triples (𝜆%(𝑡), 𝛾%, 𝛽%) = (𝑛	𝜁%(𝑡), 𝛾, 𝑛𝑏). We then specify the scaling by 

 
𝑛&/((𝜁% − 𝑏𝑢) → 𝜂̅		𝑖𝑛	𝐷	𝑎𝑛𝑑		𝑛&/((𝜇% − 𝑏) → 𝜇̅	𝑖𝑛	ℛ, (1.3) 



Non-Stationary Path-Dependent Queues in Heavy-Traffic 

Page | 4 
15-Sept-21  

where the 𝑀& topology is used on the function space 𝐷, 𝑢(𝑡) ≡ 1 is the unit function, and the 𝜇% are 

scalar service rates. Then, the limit function 𝜂̅  and scalar 𝜇̅ define the limit process. As a consequence, 

the queue’s instantaneous traffic intensity function 𝜌%(𝑡), defined as 

𝜌%(𝑡) ≡ 𝜆%(𝑡) (𝑛𝜇%)⁄ = 𝜁%(𝑡) 𝜇%⁄ , (1.4) 

will approach one uniformly over compact intervals (u.o.c) as 𝑛 → ∞. With that scaling, we establish a 

Functional Central Limit Theorem (FCLT) for the arrival process and the desired HTLT for the workload 

process in the P/GI/1 queue.  However, the limit processes both depend on the  limit function 𝜂̅ in (1.3).  

In order to obtain more useful approximations, in Section 3.3 we then develop an asymptotic 

approximation that depends instead on the rate function and the other parameters of the original 

P/GI/1 model.  To the best of our knowledge, this approach has never been proposed before. In fact, we 

think that this approximation approach is new even for an 𝑀! arrival process, i.e., for a 

nonhomogeneous Poisson process (NHPP).  In that regard, we mention that results for the NHPP arrival 

process are covered as a special case here by just setting  𝛾 = 0 (which requires minor modifications in 

some definitions to avoid dividing by 0). 

Since the GPP is an arrival process with a time-varying rate, the limits here are related to previous ones 

for time-varying single-server queues; see [4], especially Section 7.2 for a review.  The papers [5] and [6] 

are relevant. Particularly relevant are the HTLTs for the 𝑀!/𝑀!/1 model in [5] obtained from the strong 

approximation.  The scaling in (1.3) here and the approximation scheme in Section 3.3 here are different 

than used previously. 

This paper is organized as follows:  In Section 2, after reviewing GPP’s, Theorem 1 provides the new 

representation of a GPP in terms of the rate function and shows how to construct piecewise stationary 

GPPs. In Section 3 we establish limit theorems for the arrival and workload processes and 

asymptotically-correct approximations for those processes.  Theorem 2 is the FCLT for the arrival 
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process, while Theorem 3 is the HTLT for the workload process.  The new asymptotic approximation is 

then developed in Section 3.3.  Finally, Theorem 4 in Section 3.4 establishes the approximating transient 

workload distribution. Section 4 proves two lemmas used in the proof of Theorem 4. 

2 A	Piecewise-Stationary	Generalized	Polya	Process	(𝝍𝒌 − 𝑮𝑷𝑷)	

In this section we briefly review GPPs, as developed in [1] - [3].  Then we show how to construct a 

piecewise-stationary GPP with 𝑘 pieces, which we refer to as a 𝜓$ − 𝐺𝑃𝑃. We then show that, under 

regularity conditions, a general GPP can be approximated by a  𝜓$ − 𝐺𝑃𝑃 for suitably large 𝑘. 

A GPP with parameter triple (𝜅(𝑡), 𝛾, 𝛽) is defined in [2] as the orderly point process {𝑁(𝑡): 𝑡 ≥ 0} with 

𝑁(0) = 0 and stochastic intensity function 

														𝜆∗(𝑡|ℋ𝑡) ≡ lim
"→$

𝑃(𝑁(𝑡 + ℎ) −𝑁(𝑡) = 1|	ℋ𝑡)
ℎ = lim

"→$

𝐸[𝑁(𝑡 + ℎ) −𝑁(𝑡)|	ℋ𝑡]
ℎ  (2.1) 

																																																																																																						= (𝛾𝑁(𝑡 −) + 𝛽)𝜅(𝑡),  

where  ℋ! denotes the internal history of 𝑁 up to time 𝑡, 𝜅(𝑡) is a positive integrable real-valued 

function, while 𝛽 and 𝛾 are positive real numbers. For background on point processes and their intensity 

functions, see Section 3.3 and 7.2 of [7]. 

A GPP can be a stationary point process (meaning that it possesses stationary increments) although 

GPPs are not in general stationary processes. 

Proposition 1 (Theorem 1 of [3]) The GPP 𝑁Q with parameter triple (𝜅(𝑡), 𝛾, 𝛽), where 

𝜅(𝑡) = 1 (𝛾𝑡 + 1)⁄  (2.2) 

is a stationary point process with mean and covariance functions 

𝐸S𝑁Q(𝑡)T = 𝛽𝑡		𝑎𝑛𝑑	𝐶𝑜𝑣S𝑁Q(𝑠), 𝑁Q(𝑡)T = 𝛽𝑠(1 + 𝛾𝑡)	𝑓𝑜𝑟	0 ≤ 𝑠 ≤ 𝑡. (2.3) 
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Sketch of proof. By Theorem 1 of [2], if 𝑁 is a GPP with parameter triple (𝜅(𝑡), 𝛾, 𝛽) and 

Κ(𝑡) = \ 𝜅(𝑠)
!

)
𝑑𝑠, (2.4) 

then 𝑁(𝑡) has a negative binomial distribution with mean 𝐸[𝑁(𝑡)] = 𝜏𝑝(𝑡) a1 − 𝑝(𝑡)b⁄  and 

𝑉𝑎𝑟[𝑁(𝑡)] = 𝜏𝑝(𝑡) a1 − 𝑝(𝑡)b(⁄ , where 𝜏 ≡ 𝛾 𝛽⁄  and 𝑝(𝑡) = 1 − exp	a−𝛾	Κ(𝑡)b. If (2.2) holds, then                    

Κ(𝑡) = 𝛾*& log(𝛾𝑡 + 1), and 1 − 𝑝(𝑡) = expa−𝛾	Κ(𝑡)b = 𝜅(𝑡). The mean and variance of 𝑁Q(𝑡) easily 

follow. The proof of the stationarity of 𝑁Q from Theorem 1 of [3] uses the property from Theorem 3 and 

Remark 3 of [2] that the times of increase of a GPP on the interval [𝑠, 𝑡], conditioned on 𝑁(𝑡) − 𝑁(𝑠) =

𝑛, have the distribution of the order statistics of 𝑛 i.i.d random variables. When (2.2) holds, those 

random variables are uniformly distributed. The covariance function in (2.3) follows easily from the 

mean and variance functions and the stationarity of 𝑁Q. ∎ 

The GPP 𝑁Q from Proposition 1 is called a stationary-increment GPP, or a 𝜓 − 𝐺𝑃𝑃 for short, and is 

specified by the parameter pair (𝛾, 𝛽). The classical Polya process defined on page 435 of [8] is the 𝜓 −

𝐺𝑃𝑃 with parameter pair (𝛾, 1). 

In this paper we will make strong use of Theorem 2 of [3], which shows that a general GPP can be 

represented as a deterministic time transformation of a 𝜓 − 𝐺𝑃𝑃. We thus restate it here as Proposition 

2 below. For that purpose, let 
𝑑
=  denote equality in distribution for stochastic processes. 

Proposition 2. (Theorem 2 of [3])  Let 𝑁 be a GPP with parameter triple (𝜅(𝑡), 𝛾, 𝛽) and 𝑁Q be the 𝜓 −

𝐺𝑃𝑃 with parameter pair (𝛾, 𝛽). Then, 

						{𝑁(𝑡): 𝑡 ≥ 0}		
𝑑
=9𝑁:;𝑀(𝑡)<: 𝑡 ≥ 0= (2.5) 

if and only if 
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						𝑀(𝑡) =	𝛾−1;𝑒𝛾𝐾(𝑡) − 1<	𝑓𝑜𝑟	𝑡 ≥ 0,	 (2.6) 

where Κ(𝑡) is defined in (2.4). 

We can apply Proposition 2 to derive properties of non-stationary GPPs from those of a corresponding 

𝜓 − 𝐺𝑃𝑃, as illustrated by the following corollary.  

Corollary 1. If 𝑁 is a GPP with parameter triple (𝜅(𝑡), 𝛾, 𝛽), then 𝐸[𝑁(𝑡)] = 𝛽𝛾*&a𝑒𝑥𝑝a𝛾Κ(𝑡)b − 1b and 

𝐶𝑜𝑣[𝑁(𝑠), 𝑁(𝑡)] = 𝛽𝛾*&𝑒𝑥𝑝a𝛾Κ(𝑡)ba𝑒𝑥𝑝a𝛾Κ(𝑠)b − 1b for 0 ≤ 𝑠 ≤ 𝑡. 

Proof. If 𝑁Q is the 𝜓 − 𝐺𝑃𝑃 with parameter pair (𝛾, 𝛽), then 𝐸S𝑁Q(𝑡)T = 𝛽𝑡 and 𝐶𝑜𝑣S𝑁Q(𝑠)𝑁Q(𝑡)T =

𝛽𝑠(1 + 𝛾𝑡) by Proposition 1. We then obtain the result by applying Proposition 2. ∎ 

It will be helpful to express results for a GPP in terms of its instantaneous mean function 𝜆(𝑡) and its 

mean function Λ(𝑡)	which we define and characterize next.  The instantaneous mean function 𝜆(𝑡) is 

defined as 𝜆(𝑡) ≡ lim1→) 𝐸 [𝑁(𝑡 + ℎ) − 𝑁(𝑡)] ℎ⁄ . The instantaneous mean function 𝜆(𝑡) differs from 

the stochastic intensity function 𝜆∗(𝑡|ℋ!) in (2.1) by not conditioning on the history.   The instantaneous 

mean function is also known as the arrival rate function.  We will sometimes refer to it as the rate or the 

mean rate; e.g., see Remark 2 below. 

We show that, for given parameter pair (𝛾, 𝛽),  the instantaneous mean function 𝜆(𝑡) is a one-to-one 

function of the parameter function 𝜅(𝑡). 

Theorem 1. (instantaneous mean and mean functions) If 𝑁 is a GPP with parameter triple (𝜅(𝑡), 𝛾, 𝛽), 

then the infinitesimal mean function can be expressed as 

𝜆(𝑡) ≡ limℎ→0 𝐸 [𝑁(𝑡 + ℎ)−𝑁(𝑡)] ℎ⁄ = 𝛽𝜅(𝑡)𝑒𝑥𝑝;𝛾Κ(𝑡)<, (2.7) 

for Κ(𝑡) in (2.4), so that 𝜆(𝑡) is integrable. As a consequence, the associated mean function is 
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Λ(𝑡) ≡ E[𝑁(𝑡)] = 𝛽𝑀(t) = \ 𝜆(𝑣)𝑑𝑣 =
𝛽𝑒𝑥𝑝a𝛾Κ(𝑡)b − 𝛽

𝛾
,

!

)
 (2.8) 

where 𝑀(t) is defined in (2.6), and 

																																E[𝑁(𝑠 + 𝑡) − 𝑁(𝑠)] = Λ(𝑡 + 𝑠) − Λ(𝑠) = \ 𝜆(𝑣)𝑑𝑣
56!

5
, (2.9) 

			Cov[𝑁(𝑠 + 𝑡) − 𝑁(𝑠), 𝑁(𝑠 + 𝑢) − 𝑁(𝑠)] 		= u\ 𝜆(𝑣)𝑑𝑣
56!

5
vu1 + 𝜏\ 𝜆(𝑣)𝑑𝑣

567

5
v,	 (2.10) 

and 

𝜅(𝑡) = 𝜆(𝑡) a𝛽 + 𝛾Λ(𝑡)b⁄  (2.11) 

𝑓𝑜𝑟	𝑠 ≥ 0	𝑎𝑛𝑑		0 ≤ 𝑡 ≤ 𝑢 , where 𝜏 ≡ 𝛾 𝛽.⁄   

Proof: The result in (2.8) follows from Corollary 1. The results in (2.7) and (2.9) follow from (2.8). By 

Corollary 1 and (2.8), Γ(𝑡, 𝑢) ≡ Cov[𝑁(𝑡), 𝑁(𝑢)] = x∫ 𝜆(𝑣)𝑑𝑣!
) z a1 + 𝜏 ∫ 𝜆(𝑣)𝑑𝑣7

) b for 0 ≤ 𝑡 ≤ 𝑢. The 

result in (2.10) is obtained for 𝑠 ≥ 0 through the identity Cov[𝑁(𝑠 + 𝑡) − 𝑁(𝑠), 𝑁(𝑠 + 𝑢) − 𝑁(𝑠)] =

Γ(𝑠 + 𝑡, 𝑠 + 𝑢) − Γ(𝑠, 𝑠 + 𝑢) − Γ(𝑠, 𝑠 + 𝑡) + Γ(𝑠, 𝑠). By (2.7) and (2.8), the result in (2.11) holds.∎ 

We will consider limits of GPPs.  For this purpose, we will exploit the function space 𝐷 of all right-

continuous real-valued functions on the semi-infinite interval [0,∞) with limits from the left, endowed 

with one of the Skorohod topologies, as in Sections 3.3 and 11.5 and Chapter 12 of [9].  These topologies 

reduce to uniform convergence over compact sets (u.o.c.) when the limit function is continuous. In 

order to allow for continuous functions converging to discontinuous limits, we use the Skorohod 𝑀& 

topology. Convergence in 𝐷 under the 𝑀& metric is implied by u.o.c. convergence. The use of 𝑀& to 

denote a metric should not be confused with the use of 𝑀 in (2.6) to denote the time-transformation 

function. Throughout, ⇒ will denote weak convergence of a sequence of random elements of a given 

topological space.  
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Corollary 2. The function 𝜅(𝑡) is an element of (𝐷,𝑀&) if and only if 𝜆(𝑡) is an element of (𝐷,𝑀&), and 

(𝜅(𝑡), 𝛾, 𝛽) and (𝜆(𝑡), 𝛾, 𝛽) constitute homeomorphic representations of a GPP. 

Proof. The one-to-one relationship is established by Theorem 1. The continuity map from 𝜅(𝑡) to 𝜆(𝑡) 

and its inverse follow from their explicit representations in (2.7) and (2.11), because converge of 

functions in (𝐷,𝑀&) implies convergence of their integrals; see [10] for background.∎ 

Theorem 1 implies one-to-one relationships between (𝜅(𝑡), 𝛾, 𝛽), (𝜆(𝑡), 𝛾, 𝛽), (Κ(𝑡), 𝛾, 𝛽), (Θ(𝑡), 𝛾, 𝛽), 

and (M(𝑡), 𝛾, 𝛽). Convergence of (𝜅(𝑡), 𝛾, 𝛽) or (𝜆(𝑡), 𝛾, 𝛽) implies convergence of any of the others, 

but the converse is not true because convergence of functions does not imply convergence of their 

derivatives. Therefore, Corollary 2 describes the only homeomorphic representation of a GPP from 

those among those one-to-one relationships. 

Remark 1  (𝑖𝑛𝑠𝑡𝑎𝑛𝑡𝑎𝑛𝑒𝑜𝑢𝑠	𝑚𝑒𝑎𝑛	𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛	𝑜𝑓	𝑎	𝐺𝑃𝑃). We will use the (𝜆(𝑡), 𝛾, 𝛽) 

representation of a GPP for results that follow. In that representation, the first element is the GPP’s 

instantaneous mean, and the second and third elements are always positive, just as for the (𝜅(𝑡), 𝛾, 𝛽) 

representation. As an example, GPPs with parameter triples (𝜆(𝑡), 𝛾, 𝛽) and (𝜆(𝑡), 𝛾, 𝑛𝛽) have the same 

instantaneous mean.	∎ 

We now apply Theorem 1 to characterize a 𝜓$ − 𝐺𝑃𝑃, a piecewise stationary GPP with 𝑘 pieces. 

Corollary 3 (characterization of a 𝜓$ − 𝐺𝑃𝑃). If 𝑁 is a GPP with parameter triple (𝜆(𝑡), 𝛾, 𝛽), where 

𝜆(𝑡) = 𝜆%𝑢(𝑡)	𝑓𝑜𝑟	𝑡%&' ≤ 𝑡 < 𝑡% 	𝑎𝑛𝑑	1 ≤ i ≤ k ≤ ∞	 (2.12) 

for real 𝜆% > 0,  𝑢(𝑡) ≡ 1, and 𝑡) ≡ 0, then 

Λ(𝑡) ≡ E[𝑁(𝑡)] = 𝛽𝑀(t) =� 𝜆𝑗a𝑡𝑗 − 𝑡𝑗−1b + 𝜆𝑖(𝑡 − 𝑡𝑖−1)
𝑖−1

𝑗=1

 (2.13) 
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𝑓𝑜𝑟	𝑡8*& ≤ 𝑡 < 𝑡8 	𝑎𝑛𝑑	1 ≤ i ≤ k ≤ ∞, so that the instantaneous mean 𝜆(𝑡) is piecewise constant and 

the mean Λ(𝑡) is continuous and piecewise linear,  

E[𝑁(𝑠 + 𝑡) − 𝑁(𝑠)] = 𝜆8𝑡 (2.14) 

and 

𝐶𝑜𝑣[𝑁(𝑠 + 𝑡) − 𝑁(𝑠), 𝑁(𝑠 + 𝑢) − 𝑁(𝑠)] = 𝜆8𝑡(1 + 𝜏𝜆8u) (2.15) 

for 𝑡8*& ≤ 𝑠 < 𝑡8  and 0 ≤ 𝑡 ≤ 𝑢 < 𝑡8 − 𝑠, where 𝜏 = 𝛾 𝛽.⁄  Furthermore, 𝑁 is stationary on 𝑡8*& ≤ 𝑡 < 𝑡8  

for each 𝑖 ≥ 1. 

Proof. The expressions in (2.13)-(2.15) are special cases of the results in Theorem 1. By Theorem 1 and 

(2.13), a 𝜓$ − 𝐺𝑃𝑃 can be represented as a piecewise linear time transformation of a 𝜓 − 𝐺𝑃𝑃, in 

which time is scaled by a constant on each piece. The stationarity of the 𝜓 − 𝐺𝑃𝑃 on each piece is then 

preserved by the time transformation, so that a  𝜓$ − 𝐺𝑃𝑃 is piecewise stationary. ∎ 

Remark 2  (𝐺𝑃𝑃𝑠 with constant or piecewise-constant rates). As a consequence of  Corollary 3, a GPP has 

a piecewise-constant instantaneous mean function 𝜆(𝑡) if and only if it is a 𝜓$ − 𝐺𝑃𝑃.  In particular, a 

𝐺𝑃𝑃 has a constant rate 𝑐 if and only if it is a 𝜓 − 𝐺𝑃𝑃 with parameter triple (𝜆(𝑡) = 𝑐𝑢(𝑡), 𝛾, 𝛽). The 

𝜓 − 𝐺𝑃𝑃 𝑁Q with parameter pair (𝛾, 𝛽) defined in terms of 𝜅(𝑡) in (2.2) arises as the special case when 

𝑐 = 𝛽. 	∎ 

We will consider a sequence of GPPs indexed by 𝑛 with parameter triples (𝜆%(𝑡), 𝛾%, 𝛽%), where 𝜆%(𝑡) 

will denote the instantaneous mean function of the 𝑛!1 GPP in the sequence. We will then define the 

mean function Λ%(𝑡) and time-transformation function 𝑀%(𝑡) to be 

				Λ𝑛(𝑡) ≡ L 𝜆𝑛(𝑠)𝑑𝑠 = 𝛽𝑛𝑀𝑛(𝑡),
𝑡

0
 (2.16) 

consistently with the definitions in Theorem 1. 
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Proposition 3. (continuity for GPPs) If 𝑁8%	is a  GPP with parameter triple (𝜆%(𝑡), 𝛾, 𝛽) for 𝑛 ≥ 1, where 

𝜆% is in 𝐷, and  𝜆% → 𝜆 > 0 in (𝐷,𝑀&) as 𝑛 → ∞,  then  𝑁8% ⇒ 𝑁 in (𝐷,𝑀&), where 𝑁	is a GPP with 

parameter triple (𝜆(𝑡), 𝛾, 𝛽). 

Proof. Under the assumptions, 𝑀% = 𝛽*&Λ% → 𝛽*&Λ = 𝑀 in (𝐷,𝑀&), where Λ%(𝑡) and 𝑀%(𝑡) are 

defined in (2.16) and Λ(𝑡) and 𝑀(𝑡) are defined in (2.8). Applying Proposition 2 twice, 

				𝑁M𝑛
𝑑
=  𝑁Q ∘ 𝑀% ⇒ 𝑁Q ∘ 𝑀

𝑑
=𝑁	𝑖𝑛	(𝐷,𝑀&),  

where the weak convergence step follows from continuity of the composition map by applying Theorem 

13.2.3 of [9], which uses the fact that 𝑀 is continuous and strictly increasing. ∎ 

Corollary 4: If 𝑁 is a GPP with parameter triple (𝜆(𝑡), 𝛾, 𝛽) where 𝜆 is in 𝐷, then there exists a sequence 

	𝑁8%		of  𝜓$ − 𝐺𝑃𝑃𝑠 such that 	𝑁8% 	⇒ 𝑁 in (𝐷,𝑀&)  as 𝑛 → ∞. 

Proof: The limit follows from Proposition 3 and Theorem 12.2.2 of [9], which states that any function in 

𝐷 can be represented as the u.o.c. convergence of a sequence of piecewise constant functions. At this 

point, the 𝑀& topology is used only to ensure that the space 𝐷 is endowed with the usual Kolmogorov 

𝜎 −field; see Section 11.5.3 of [9] for further discussion. We can obtain u.o.c. convergence because we 

can choose the discontinuity points of the converging function to match those of the limit function. ∎ 

3 The	P/GI/1	Workload	in	Heavy	Traffic	

Our purpose now is to obtain a HTLT for a sequence of P/GI/1 queues as the associated sequence of 

instantaneous time-dependent traffic intensities approaches one u.o.c. and to apply that limit to 

develop tractable approximations. In Section 3.1, we derive a FCLT for the arrival processes. In Section 

3.2, we define the net input and workload processes for a P/GI/1 queue and derive an HTLT describing 
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them. In Section 3.3 we apply the HTLT to develop asymptotic approximations for the net input and 

workload processes as functions of their parameters. Finally, in Section 3.4 we provide a tractable 

approximation for the transient distribution of the workload process. 

3.1 The	Functional	Central	Limit	Theorem	for	the	Arrival	Process	

We first state a FCLT for a sequence of 𝜓 − 𝐺𝑃𝑃𝑠 approaching a zero-mean Gaussian Markov process 𝑁� 

with stationary increments, referred to as an 𝜓 − 𝐺𝑀𝑃 in [3, 11]. 

Because the limit process 𝑁� is a 𝜓 − 𝐺𝑀𝑃,  it is a zero-mean Gaussian process, so that its distribution (as 

a process, i.e., its finite-dimensional distributions) is determined by its covariance function. As shown in 

[4], if 𝐴 is a  𝜓 − 𝐺𝑀𝑃 with parameter pair (𝛼∗ > 0, 𝛽∗ ≤ 0), then 

𝐶𝑜𝑣[𝐴(𝑠), 𝐴(𝑡)] = 𝑠(𝛼∗ − 𝛽∗𝑡)	𝑓𝑜𝑟	0 ≤ 𝑠 ≤ 𝑡. (3.1) 

A 𝜓 − 𝐺𝑀𝑃 is continuous with probability one. We will apply the following FCLT for 𝜓 − 𝐺𝑃𝑃𝑠 from [3] 

together with Proposition 2 to obtain a FCLT for non-stationary GPPs.  

Proposition 4 (FCLT for 𝜓 − 𝐺𝑃𝑃𝑠		𝑓𝑟𝑜𝑚	[3]): If  𝑁Q%(𝑡) ≡ 𝑛*&/(a𝑁Q%(𝑡) − 𝑛𝑏𝑡b	 for 𝑛 ≥ 1, where 𝑁Q% is a 

𝜓 − 𝐺𝑃𝑃 with parameter pair (𝛾, 𝑛𝑏), then 𝑁Q% ⇒ 𝑁� in (𝐷,𝑀&) as	𝑛 → ∞, where 𝑁� is the 𝜓 − 𝐺𝑀𝑃 with 

parameter pair (𝛼∗, 𝛽∗) = (𝑏,−𝑏𝛾). 

Proof: By Proposition 3 of [3], 𝑁Q% has the same distribution as the superposition of 𝑛 i.i.d 𝜓 − 𝐺𝑃𝑃𝑠 

each with parameter pair (𝛾, 𝑏). The result is then implied by Theorem 4 of [3], since u.o.c. convergence 

there to a continuous limit is equivalent to 𝑀& convergence. ∎ 

We now establish convergence of a sequence of non-stationary GPPs. 

Theorem 2 (convergence 𝑡𝑜	𝑎	𝜓 − 𝐺𝑀𝑃 with time-dependent drift). If 
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𝑁%(𝑡) ≡ 𝑛*&/((𝑁%(𝑡) − 𝑛𝑏𝑡)	𝑓𝑜𝑟	𝑛 ≥ 1, (3.2) 

where 𝑁%	is a GPP with parameter triple (𝜆%(𝑡), 𝛾%, 𝛽%) = (𝑛	𝜁%(𝑡), 𝛾, 𝑛𝑏) for 𝜁% > 0 a deterministic 

element of 𝐷 and 𝑏 > 0, and 

				𝑛1/2;𝜁𝑛 − 𝑏𝑢< → 𝜂N		𝑖𝑛	(𝐷,𝑀1)	𝑎𝑠	𝑛 → ∞ (3.3) 

(where 𝜂̅ need not be continuous), then 

				𝑁𝑛 ⇒ 𝑁N + 𝜈O in (𝐷,𝑀&), (3.4) 

where 𝑁� is the 𝜓 − 𝐺𝑀𝑃 with parameter pair (𝛼∗, 𝛽∗) = (𝑏,−𝑏𝛾) and 𝜈̅(𝑡) = ∫ 𝜂̅(𝑠)𝑑𝑠.!
)  

Proof. Using (2.16), 

𝑀%(t) =
1
𝛽
\ 𝜆%(𝑣)𝑑𝑣
!

)
=
1
𝑏
\ 𝜁%(𝑣)𝑑𝑣 ≡

1
𝑏

!

)
Ζ%(𝑡). (3.5) 

Then, (3.3) implies that 

				𝑛1/2;Ζ𝑛 − 𝑏𝑒<→ 𝜈O		𝑖𝑛	(𝐷,𝑀1)	𝑎𝑠	𝑛 → ∞, (3.6) 

so that 

				𝑀𝑛 ≡ 𝑛1/2;𝑀𝑛 − 𝑒< → 𝑏−1𝜈O		𝑖𝑛	(𝐷,𝑀1)	𝑎𝑠	𝑛 → ∞. (3.7) 

By Proposition 2 and the definitions from Proposition 4, 

		𝑁𝑛(𝑡) ≡ 𝑛−1 2⁄ ;𝑁𝑛(𝑡)− 𝑛𝑏𝑡<
𝑑
=	𝑛−1 2⁄ P𝑁:𝑛 P𝑀𝑛(𝑡)Q− 𝑛𝑏𝑡Q = 𝑁:𝑛 P𝑀𝑛(𝑡)Q+ 𝑏𝑀𝑛(𝑡).   



Non-Stationary Path-Dependent Queues in Heavy-Traffic 

Page | 14 
15-Sept-21  

Then (𝑀%, 𝑀%) → (𝑒, 𝑏*&𝜈̅) in  (𝐷(, 𝑀&) by (3.9). Applying Theorem 11.4.5 of Whitt [9], 

	a𝑁Q%, 𝑀%, 𝑀%b → (𝑁�, 𝑒, 𝑏*&𝜈̅)	in	(𝐷;, 𝑀&). The limit preservation in Theorem 13.3.1 of Whitt [9] then 

yields 

		𝑁𝑛
𝑑
=;𝑁:𝑛 ∘ 𝑀𝑛 + 𝑏𝑀𝑛<⇒ 𝑁N + 𝜈O	𝑖𝑛	(𝐷,𝑀1)	𝑎𝑠	𝑛 → ∞.∎  

Remark 3. For an example of a sequence satisfying (3.5), let 𝜁% = 𝑏𝑢 + 𝑛*&/(𝜂̅	for any 𝜂̅ in D.∎ 

3.2 Heavy	Traffic	Limit	Theorem	for	the	Queue	

We apply Theorem 2 to develop the HTLT for a sequence P/GI/1 models, where the arrival process for 

each model 𝑛 is the GPP 𝑁% defined in Proposition 5. Let {𝑉$: 𝑘 ≥ 1} be the sequence of service 

requirements of successive arrivals, which we assume for each of the models. There are two key 

assumptions. The first is that the service requirements are independent of the arrival processes. (That 

conditions could be replaced by joint convergence.) The second key assumption is that the associated 

sequence of partial sums satisfies a FCLT. In particular, let 

 
𝑆%(𝑡) = 𝑛*& (⁄ ��𝑉$

⌊%!⌋

$?&

− 𝑛𝑡� , 𝑡 ≥ 0. (3.8) 

Our key assumption is that 

 𝑆% ⇒ 𝑐5𝐵	𝑖𝑛	(𝐷,𝑀&)	𝑎𝑠	𝑛 → ∞,	 (3.9) 

where 𝐵 is standard (0 drift, unit variance) Brownian motion. This is the classical Donsker’s theorem in 

Section 4.3 of [9]. 
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A sufficient condition for (3.9) is for the sequence {𝑉$: 𝑘 ≥ 1} to be i.i.d. with 𝐸[𝑉$] = 1 and 𝑉𝑎𝑟[𝑉$] =

𝑐5(. That puts us in the setting of the P/GI/1 queue, but the i.i.d. assumption can be relaxed, as illustrated 

by Section 4.4 of [9]. 

Then, let 

 
𝑇%(𝑡) ≡ � 𝑉$

@!(!)

$?&

	 (3.10) 

be the total input process over the interval [0, 𝑡] for model 𝑛. It represents the total service 

requirements of all arrivals in 𝑁% over the interval [0, 𝑡]. In this context, the net input process is 

 𝑋%(𝑡) ≡ 𝑇%(𝑡) − 𝑛𝜇%𝑡,				𝑡 ≥ 0,	 (3.11) 

where 𝜇% is the constant deterministic rate that service is performed when there is work waiting to be 

served. The corresponding workload process is then defined as the reflection of the net input process, 

i.e., 

 𝑊% ≡ 𝜙a𝑋%,𝑊%(0)b,	 (3.12) 

where 𝜙:𝐷 × 𝑅 → 𝐷  is the reflection map, defined by 

 
𝜙(𝑥)a𝑡, 𝑤(0)b = 𝑤(0) + 𝑥(𝑡) − 𝑖𝑛𝑓

)A5A!
�𝑚𝑖𝑛{𝑤(0) + 𝑥(𝑠), 0}� 	𝑓𝑜𝑟		𝑡 ≥ 0. (3.13) 

The reflection map describes the workload (or service backlog) for a single-server queue with an infinite 

buffer. For additional properties of the reflection map, see Section 2 of Chapter 2 on pages 19-21 of 

[12]. 
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We can obtain an FCLT for 𝑇%(𝑡) because it is a random sum, as discuss in Section 7.4 of [9], or more 

generally in Section 13.3 of [9] (as needed here, because we will apply Proposition 4, which has the 𝜓 −

𝐺𝑀𝑃 limit 𝑁� instead of a Brownian motion limit). We can then use the FCLT for 𝑇%(𝑡) to obtain limits 

𝑋%(𝑡) and 𝑊%(𝑡). In particular, let 

 
𝑁%(𝑡) ≡ 𝑛*&/((𝑁%(𝑡) − 𝑛𝑏𝑡), 𝑇%(𝑡) ≡ 𝑛*&/((𝑇%(𝑡) − 𝑛𝑏𝑡), (3.14) 

 
𝑋%(𝑡) ≡ 𝑛*& (⁄ 𝑋%(𝑡),				𝑎𝑛𝑑				𝑊%(𝑡) ≡ 𝑛*& (⁄ 𝑊%(𝑡). (3.15) 

Theorem 3 (HTLT for a P/GI/1 queue with non-stationary arrival process). If (𝑁%, 𝑇%, 𝑋%,𝑊B) is defined by 

(3.14)-(3.15), where the definitions in (3.10)-(3.12) apply, 𝑁% is a GPP with parameter triple 

(𝜆%(𝑡), 𝛾%, 𝛽%) = (𝑛	𝜁%(𝑡), 𝛾, 𝑛𝑏) for 𝜁% > 0 in 𝐷, and  

 
𝑛&/((𝜁% − 𝑏𝑢) → 𝜂̅		𝑖𝑛	(𝐷,𝑀&), 𝑎𝑛𝑑		𝑛&/((𝜇% − 𝑏) → 𝜇̅		𝑖𝑛	ℛ	𝑎𝑠	𝑛 → ∞, (3.16) 

 then (𝑁%, 𝑇%, 𝑋%,𝑊B) ⇒ (𝑁� + 𝜈̅, 𝑇� + 𝜈̅, 𝑋�,W� 	) in (𝐷C, 𝑀&), where	𝑁�	is the 𝜓 − 𝐺𝑀𝑃 with parameter 

pair (𝛼∗, 𝛽∗) = (𝑏,−𝑏𝛾), 𝑇�	is the 𝜓 − 𝐺𝑀𝑃 with parameter pair (𝛼∗, 𝛽∗) = (𝑏 + 𝑏𝑐5(, −𝑏𝛾),  𝜈̅(𝑡) =

∫ 𝜂̅(𝑠)𝑑𝑠!
) ,  𝑋� ≡ 𝜈̅ − 𝜇̅𝑒 + 𝑇�, and 𝑊� ≡ 𝜙a𝑋�,𝑊� (0)b. 

Proof. Let 𝑆%(𝑡) = ∑ 𝑉$
⌊%!⌋
$?& , so that 𝑆%(𝑡) = 𝑛*& (⁄ (𝑆%(𝑡) − 𝑛𝑡) by (3.8). Corollary 13.3.2 of [9] plus 

Theorem 2 then imply that 

𝑇. = 𝑛&' /⁄ (𝑆. ∘ (𝑛&'𝑁.) − 𝑛𝑏𝑒) = 𝑆. ∘ (𝑛&'𝑁.) + 𝑁. = 𝑆. ∘ ;𝑛&' /⁄ 𝑁. + 𝑏𝑒< + 𝑁.   

													⇒ 𝑐0𝐵 ∘ (𝑏𝑒) + 𝑁N + 𝜈̅ 	= √𝑏	𝑐0𝐵 +𝑁N + 𝜈̅ ≡ 𝑇O + 𝜈̅	𝑖𝑛	(𝐷,𝑀'). (3.17) 

Using (3.16)  and (3.17), 
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						𝑋% ≡ 𝑛*& (⁄ 𝑋% = 𝑛*&/((𝑇% − 𝑛𝜇%𝑒) = 𝑛*&/((𝑇% − 𝑛𝑏𝑒) − 𝑛*& (⁄ (𝑛𝜇%𝑒 − 𝑛𝑏𝑒)	  

													= 	𝑇% − 𝑛&/((𝜇% − 𝑏)𝑒	 ⇒ 𝑇� + 𝜈̅ − 𝜇̅𝑒	𝑖𝑛	(𝐷,𝑀&). (3.18) 

The conclusion about joint convergence then follows by the continuous mapping theorem.	∎ 

Remark 4  (double sequences). It might be more natural to assume that there is a double sequence of 

service requirements, i.e., that there is a sequence {𝑉$%: 𝑘 ≥ 1} of service requirements of successive 

arrivals in model 𝑛 for each 𝑛 ≥ 1. We would then need a generalization of Donsker’s theorem in 

Section 4.3 of [9] to double sequences or triangular arrays, because we have a sequence 𝑘 for each 𝑛. 

An early statement of the direct extension of Donsker’s theorem to double sequences or triangular 

arrays appears on p. 220 of [13]. The extension is also discussed in Section 2.4. of the Internet 

Supplement to [9]. It requires an additional regularity condition. It would be natural to require that 𝑉$% 

have uniformly bounded third moments. Under appropriate assumptions, the same conclusions from 

Theorem 2 would be obtained when there is a double sequence of service requirements. 	∎ 

3.3 Asymptotic	Approximation	for	the	Prelimit	Sequence	

In order to develop approximations that depend on the parameter triples of the converging processes,  

we want to replace the unspecified function 𝜈̅ in the limit from Theorem 3 by a function depending 

directly on the parameter triple.  We provide asymptotic justification for that step now. In Section 3.4, 

we apply the resulting asymptotic approximation to obtain explicit distributional results under 

additional assumptions about the instantaneous mean function of the arrival process. 

A new sequence will now be defined and its asymptotic equivalence to the prelimit sequence from 

Theorem 2 proven. For that purpose, 𝑑D"(𝑥, 𝑦) will denote the 𝑀& metric for 𝑥 and 𝑦 in 𝐷 or 𝐷(. 
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Corollary 5. (asymptotically equivalent sequence) Using the definitions and assumptions from Theorem 3, 

let 

𝑋� % ≡ 𝑛Ζ% − 𝑛𝜇%𝑒 + 𝑛& (⁄ 𝑇�		𝑎𝑛𝑑		𝑊� % ≡ 𝜙 x𝑋� %,𝑊� %(0)z 	𝑓𝑜𝑟	𝑛 ≥ 1,	 (3.19) 

where Ζ%(𝑡) ≡ ∫ 𝜁%(𝑣)𝑑𝑣!
) , 𝑊� %(0)

𝑑
=	𝑊%(0),	and 𝑇�  is the 𝜓 − 𝐺𝑀𝑃 with parameter pair (𝛼∗, 𝛽∗) =

(𝑏 + 𝑏𝑐5(, −𝑏𝛾). Then 

								𝑑D" xa𝑛
*& (⁄ 𝑋%, 𝑛*& (⁄ 𝑊%b, a𝑛*& (⁄ 𝑋� %, 𝑛*& (⁄ 	𝑊� %bz ⇒ 0	𝑖𝑛		ℛ	as	𝑛 → ∞. (3.20) 

Proof. By Theorem 3,  

(𝑇%, 𝑋%,𝑊B) ⇒ (𝑇� + 𝜈̅, 𝑋�,𝑊� ) in (𝐷;, 𝑀&), (3.21) 

where 𝑋� = 𝜈̅ − 𝜇̅𝑒 + 𝑇�.  Let 𝑋c . ≡ 𝑛&' /⁄ 𝑋c 𝑛 and 𝑊c . ≡ 𝑛&' /⁄ 𝑊c 𝑛. Applying (3.5), (3.7), and (3.16), 

																																																			𝑋c . = 𝑛−1/2;𝑛𝑏𝑀𝑛 − 𝑛𝜇𝑛𝑒 + 𝑛1 2⁄ 𝑇N<	  

																																																										= 𝑏𝑛1/2;𝑀𝑛 − 𝑒<− 𝑛' /⁄ (𝜇𝑛 − 𝑏)𝑒 + 𝑇N  

																																																				⇒ 𝜈̅ − 𝜇̅𝑒 + 𝑇� = 𝑋�	in	(𝐷,𝑀&). 
(3.22) 

Using the assumption that 𝑊� %(0)
𝑑
=	𝑊%(0), the continuous mapping theorem then implies that 

								a𝑇�, 𝑋�𝑛,𝑊�𝑛b ⇒ (𝑇�, 𝑋�,𝑊� )	𝑖𝑛	(𝐷;, 𝑀&). (3.23) 

By (3.21),  𝑇% − 𝜈̅ ⇒ 𝑇�  in (𝐷,𝑀&). We apply the Skorohod representation theorem from Theorem 3.2.2 

of [9] to obtain 𝑑D"(𝑇% − 𝜈̅, 𝑇�) ⇒ 0 in ℛ. The convergence together theorem from Theorem 11.4.7 of 

[9] then implies that 
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(𝑇% − 𝜈̅, 𝑇�) ⇒ (𝑇�, 𝑇�) in 	(𝐷(, 𝑀&). (3.24) 

Since 𝑋% and 𝑊B are functions of 𝑇%, and 𝑋c . and 𝑊c . are functions of 𝑇� , we obtain 

								a𝑛*& (⁄ 𝑋%, 𝑛*& (⁄ 𝑋� %, 𝑛*& (⁄ 𝑊%, 𝑛*& (⁄ 	𝑊� %b ⇒ (𝑋�, 𝑋�,𝑊� ,𝑊� )	𝑖𝑛	(𝐷C, 𝑀&) (3.25) 

using (3.21), (3.23), (3.24), and the continuous mapping theorem. The conclusion in (3.20) is then a 

consequence of (3.25) and the converse of the convergence-together theorem in Theorem 11.4.8 of 

[9].	∎ 

For the prelimit sequence satisfying the conditions of Corollary 5, (3.22) implies that 

(𝑋% ≡ 𝑁% − 𝑛𝜇%𝑒,𝑊%) ≈ a𝑋� % ≡ 𝑛Ζ% − 𝑛𝜇%𝑒 + 𝑛& (⁄ 𝑇�,𝑊� %b (3.26) 

with error that is 𝑜a𝑛& (⁄ b as 𝑛 → ∞ on bounded intervals, i.e., the error is asymptotically negligible for 

large 𝑛 after dividing by 𝑛& (⁄ . On  the right-hand side, 𝑛& (⁄ 𝑇�  is the zero-mean Gaussian process with 

distribution determined by 𝐶𝑜𝑣S𝑛& (⁄ 𝑇�(𝑠), 𝑛& (⁄ 𝑇�(𝑡)T = 𝑛𝑏𝑠(1 + 𝑐5( + 𝛾𝑡) for 0 ≤ 𝑠 ≤ 𝑡. By (3.3), it is 

therefore the 𝜓 − 𝐺𝑀𝑃 with parameter pair (𝛼∗, 𝛽∗) = (𝑛𝑏(1 + 𝑐5(), −𝑛𝑏𝛾). On the left-hand side, 𝑁% 

is a GPP with parameter triple (𝜆%(𝑡), 𝛾%, 𝛽%) = (𝑛𝜁%(𝑡), 𝛾, 𝑛𝑏). We can therefore eliminate explicit 

reference to 𝑛 from (3.26) for any particular 𝑛 by substituting 𝜆(𝑡) ≡ 𝑛𝜁%(𝑡),  Λ(𝑡) ≡ 𝑛Ζ%(𝑡), 𝛽 ≡ 𝑛𝑏, 

𝜇 ≡ 𝑛𝜇%, and 𝑇¤(𝑡) ≡ 𝑛& (⁄ 𝑇�(𝑡). With those substitutions, (3.26) becomes 

P𝑋 ≡ 𝑁 − 𝜇𝑒,𝑊 ≡ 𝜙;𝑋,𝑊(0)<Q
𝑑
≈ h𝑋c ≡ Λ− 𝜇𝑒 + 𝑇i,𝑊c ≡ 𝜙 P𝑋c ,𝑊c (0)Qj, (3.27) 

where 𝑁 is then the GPP with parameter triple (𝜆(𝑡), 𝛾, 𝛽),  𝑇¤ is the 𝜓 − 𝐺𝑀𝑃 with parameter pair 

(𝛼∗, 𝛽∗) = (𝛽 + 𝛽𝑐5(, −𝛽𝛾), and 𝜇 is the service rate. The parameters 𝛽, 𝜇, 𝜆(𝑡) are large when the 

index 𝑛 is large before the substitutions. 
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Recall that Λ(𝑡) = ∫ 𝜆(𝑠)𝑑𝑠!
)  is the mean function of 𝑁 and observe that the right-hand side of (3.22) is 

then determined by the parameter triple (𝜆(𝑡), 𝛾, 𝛽), the squared coefficient of variation 𝑐5(, and the 

service rate 𝜇. As with approximations obtained from classical HTLTs, the approximation in (3.27) is not 

necessarily accurate for particular choices of those parameters, but Theorem 1 provides the qualitative 

criteria that 𝜇 and 𝜆(𝑡) both should be close to 𝛽 for the approximations to be accurate. 

3.4 The	Transient	Distribution	

According to the results in Section 3.3, we can approximate the workload process for a P/GI/1 queue by 

the reflection of a 𝜓 − 𝐺𝑀𝑃 with time-dependent drift. A 𝜓 − 𝐺𝑀𝑃 is a generalization of Brownian 

motion, and the transient distribution of reflected Brownian motion (RBM) with constant drift is well 

known; see Chapter 1 of [12], Chapter 8 of [14], [15], and [16]. The transient distribution of a reflected 

𝜓 − 𝐺𝑀𝑃 with constant drift was derived in [11] and applied in [3] for 𝜓 − 𝐺𝑃𝑃𝑠. We generalize that 

result for the case when the drift is time-dependent to describe the transient distribution of the 

reflection on an interval conditional on history up to the start of the interval.  That holds when the drift 

is any time-dependent function in 𝐷 prior to the interval but is constant on the interval.  The time-

dependent drift prior to the interval enters into the transient distribution on the interval because the 

increments of a 𝜓 − 𝐺𝑀𝑃 are dependent. 

The proof uses two lemmas from Section 4. Lemma 1 restates a result from (30) in [3] on the transient 

distribution of a reflected 𝜓 − 𝐺𝑀𝑃 with constant drift. A new proof based on the proof for RBM in [12] 

is provided. Lemma 2 is a new result describing the transient distribution of a 𝜓 − 𝐺𝑀𝑃 with time-

dependent drift conditional on its history. That result is analogous to the restart property for GPPs 

described in Proposition 1 of [3] and originally derived in [2].  The lemmas are applied using the 

memoryless property of the reflection map from Proposition 10 on page 21 of [12]. 

The approximation in (3.27) reduces as a special case to 
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a𝑋(𝑠),𝑊(𝑠),𝑊(𝑠 + 𝑡)b ≈ a𝑋́(𝑠), 𝑊́(𝑠), 𝑊́(𝑠 + 𝑡)b	𝑓𝑜𝑟	𝑠, 𝑡 ≥ 0, (3.28) 

where 𝑋 is the net input process and 𝑊 is the workload process for a P/D/1 queue with service rate 𝜇, 

squared coefficient of variation 𝑐5(, and arrival process with parameter triple (𝜆(𝑡), 𝛾, 𝛽), and where 

		𝑋́(𝑡) ≡ \ 𝜆(𝑠)𝑑𝑠
!

)
− 𝜇𝑡 + 𝑇¤(𝑡)							𝑎𝑛𝑑						𝑊́(𝑡) ≡ 𝜙(𝑋́)a𝑡, 𝑊́(0)b		𝑓𝑜𝑟	𝑡 ≥ 0, (3.29) 

while 𝑇¤  is the 𝜓 − 𝐺𝑀𝑃 with parameter pair (𝛼∗, 𝛽∗) = (𝛽 + 𝛽𝑐5(, −𝛽𝛾). 

Then 

𝑃(𝑊(𝑠 + ℎ) ≤ 𝑤561|	𝑋(𝑠),𝑊(𝑠)) ≈ 𝑃(𝑊́(𝑠 + ℎ) ≤ 𝑤561|	𝑋́(𝑠), 𝑊́(𝑠))	𝑓𝑜𝑟	𝑠, 𝑡 ≥ 0. (3.30) 

We provide an explicit expression for the cumulative distribution function (cdf) on the right-hand side.  

Theorem 4. If 𝑋�  and 𝑊�  are defined as in (3.29), where	𝜆(𝑣) = 𝜆(𝑠) for 𝑠 ≤ 𝑣 ≤ 𝑠 + 𝑡 and 

𝑃a𝑊� (0) = 𝑤)b = 1, then 

𝑃a𝑊� (𝑠 + 𝑡) ≤ 𝑤56!¦	𝑋� (𝑠) = 𝑥5,𝑊� (𝑠) = 𝑤5b = 𝐹(𝑡, 𝑤56!), (3.31) 

where 

 
𝐹(𝑡, 𝑤) = Φu

𝑤 − 𝑤5 −𝜔5𝑡
ª𝑡(𝛼∗ − 𝛽5∗𝑡)

v

− 𝑒
*(E(F#∗E*G∗H#)

G∗% 	Φ u
(2𝛽5∗𝑤 − 𝛼∗𝜔5)𝑡 − 𝛼∗(𝑤 + 𝑤5)

𝛼∗ª𝑡(𝛼∗ − 𝛽5∗𝑡)
v, 

(3.32) 

while Φ(𝑡)	is the standard normal cdf, and 

𝛼∗ = 𝛽(1 + 𝑐0/),			𝛽0∗ ≡	
−𝛽𝛾(1 + 𝑐0/)
1 + 𝑐0/ + 𝛾𝑠

, 𝑎𝑛𝑑	𝜔0 ≡ 𝜆(𝑠) − 𝜇 +
𝛾 P𝑥0 − ;∫ 𝜆(𝑣)𝑑𝑣0

$ − 𝜇𝑠<Q
1 + 𝑐0/ + 𝛾𝑠

	. (3.33) 
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Proof. Let 𝑊� 5(ℎ) ≡ 𝑊� (𝑠 + ℎ), 𝑑5𝑋� (ℎ) ≡ 𝑋� (𝑠 + ℎ) − 𝑋� (𝑠), and 𝑋�5(ℎ) ≡ a𝑑5𝑋� (ℎ)¦𝑋� (𝑠) = 𝑥5b for 0 ≤

ℎ ≤ 𝑡. By the memoryless property of the reflection map from Proposition 10 on page 21 of [12], 𝑊�5 ≡

𝜙a𝑤), 𝑑5𝑋� b with probability 1. Then, with probability 1,  

a𝑊�5|	𝑋́(𝑠) = 𝑥5, 𝑊́(𝑠) = 𝑤5b = (𝜙(𝑤5, 𝑑5𝑋́)|	𝑋́(𝑠) = 𝑥5, 𝑊́(𝑠) = 𝑤5)  

																																																						= (𝜙(𝑤5, 𝑑5𝑋́)|	𝑋́(𝑠) = 𝑥5) = 𝜙a𝑤5, 𝑋�5b (3.34) 

where the next-to-last equality holds by the Markov property of 𝑋� , the definition of 𝑊c , and the 

assumption that 𝑃a𝑊� (0) = 𝑤)b = 1 (which implies that 𝑋�  is independent of 𝑊� (0)). By Lemma 2 in 

Section 4, 𝑋�5 in the final expression of (3.34) is a 𝜓 − 𝐺𝑀𝑃 on [0, 𝑡] with parameter pair (𝛼∗, 𝛽5∗) and 

drift 𝜔5. The result in (3.31)-(3.33) then follows from Lemma 1 in Section 6 with the substitutions there 

of 𝛼∗ = 𝛽,  𝛽∗ = 𝛽5∗ and  𝜔 = 𝜔5 in (3.33).	∎ 

Theorem 4 may be applied when the instantaneous mean function has been estimated for the past, a 

forecast is needed, and the best available estimate of the mean function over the forecast horizon is the 

estimate that has been obtained for its value at the current time. To estimate the instantaneous mean 

function, a parametric form would generally need to be assumed. Corollary 4 suggests that not much 

generality will be lost by assuming that the arrival process is a 𝜓$ − 𝐺𝑃𝑃, for which the instantaneous 

mean function is piecewise constant. 

We describe how Theorem 4 applies when the arrival process is a 𝜓$ − 𝐺𝑃𝑃. 

Corollary 6. If 𝑋�  and 𝑊�  are defined as in (3.29), where 𝑃a𝑊� (0) = 𝑤)b = 1 and  𝜆(𝑡) = 𝜆8𝑢(𝑡)	for 

𝑡8*& ≤ 𝑡 < 𝑡8  and 1 ≤ i ≤ k ≤ ∞, and if 𝑡8*& ≤ 𝑠 < 𝑠 + 𝑡 < 𝑡8  for some 𝑖, then (3.31)-(3.33) hold, where 

	𝜔5 = 𝜆8 − 𝜇 +
𝛾 x𝑥5 − a𝜆8(𝑠 − 𝑡8*&) + a∑ 𝜆Ia𝑡I − 𝑡I*&b8*&

I?& b − 𝜇𝑠bz

1 + 𝑐5( + 𝛾𝑠
	. (3.37) 
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4 Lemmas	for	Theorem	4	

We state and prove two lemmas used in the proof of Theorem 4. The lemmas are discussed in Section 

3.4. 

A zero-mean real-valued Gaussian process {𝐴(𝑡): 0 ≤ 𝑡 < T} is defined in [11] to be a 𝜓 − 𝐺𝑀𝑃 with 

parameter pair (𝛼∗, 𝛽∗) if 𝐴(0) = 0 and 𝐶𝑜𝑣[𝐴(𝑠), 𝐴(𝑡)] = 𝑠(𝛼∗ − 𝛽∗𝑡)	𝑓𝑜𝑟	0 ≤ 𝑠 ≤ 𝑡 < T, where 

𝛼∗ > 0 and ∞ < 𝛽∗ < ∞. If  𝛽∗ > 0, then it is necessary that T ≤ 𝛼∗ 𝛽∗⁄ ; otherwise, T ≤ ∞. When 𝐴 is 

defined in that way, the process 

 𝑋∗(𝑡) ≡ 𝜔𝑡 + 𝐴(𝑡) for 0 ≤ 𝑡 < 𝑇 (4.1) 

is called a 𝜓 − 𝐺𝑀𝑃 on [0,T) with parameter pair (𝛼∗, 𝛽∗) and drift 𝜔.  If 𝛽∗ = 0, then 𝑋∗ is Brownian 

motion with 𝑉𝑎𝑟[𝑋∗(𝑡)] = 𝛼∗𝑡 and drift 𝜔. 

The first lemma is a special case of Theorem 5 from [11]. We provide a different proof below derived 

from first principles and closely following the proof in [12] for the RBM case. The proof of Theorem 3 will 

apply the lemma when 𝛽∗ < 0. The result below, which holds regardless of the sign of the parameter 𝛽∗, 

is therefore more general than we will require for Theorem 3. Recall that 𝜙 is the reflection map defined 

in (3.15). 

Lemma 1: If 𝑋∗ is defined as in (4.1) and 𝑊∗ ≡ 𝜙(𝑤), 𝑋∗), then 

 𝐹∗(ℎ, 𝑤) ≡ 𝑃(𝑊∗(ℎ) ≤ 𝑤)   

 
														= Φu

𝑤 − 𝑤) −𝜔ℎ
ªℎ(𝛼∗ − 𝛽∗ℎ)

v

− 𝑒
*(E(F∗E*G∗H)

G∗% 	Φ u
(2𝛽∗𝑤 − 𝛼∗𝜔)ℎ − 𝛼∗(𝑤 + 𝑤))

𝛼∗ªℎ(𝛼∗ − 𝛽∗ℎ)
v	 

(4.2) 

where	𝑤 ≥ 0 , 0 ≤ ℎ < 𝑇, and Φ(𝑧) ≡ (2𝜋)*& (⁄ ∫ 𝑒𝑥𝑝(−𝑦( 2⁄ )J
*K 𝑑𝑦 is the standard normal cdf. 
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Proof: Case 1: 𝛽∗ > 0. 

Let 

 𝐵(𝑡) = 	
1 + 𝑡𝛽∗

𝛼∗
𝐴 ®

𝑡𝛼∗

1 + 𝑡𝛽∗¯
	𝑓𝑜𝑟	𝑡 ≥ 0. (4.3) 

Then, 𝐵 is standard Brownian motion because it is a zero-mean Gaussian process with 

𝐶𝑜𝑣[𝐵(𝑠), 𝐵(𝑡)] = 𝑠 for 𝑠 ≤ 𝑡; see page 184 of Adler [17] for a discussion of that definition.  

Furthermore  

𝑌(𝑡) ≡ 𝑤) + 𝑋∗ ®
𝑡𝛼∗

1 + 𝑡𝛽∗¯
= 	𝑤) +𝜔

𝑡𝛼∗

1 + 𝑡𝛽∗
+

𝛼∗

1 + 𝑡𝛽∗
𝐵(𝑡) (4.4) 

using (4.1) and (4.3). 

Because 1 + 𝑠𝛽∗ > 0	 when 𝑠 ≥ 0, it follows from (4.4) that 

 
	 	𝑖𝑛𝑓
)A5A!

𝑌(𝑠) ≤ 𝑦 ⟺ 		𝑖𝑛𝑓
)A5A!

u	
𝜔𝛼∗s + 𝛼∗𝐵(𝑠) + (𝑤) − 𝑦)(1 + 𝑠𝛽∗)

1 + 𝑠𝛽∗
v ≤ 0 

 

 																													⟺ 				𝑖𝑛𝑓
)A5A!

a𝜔𝛼∗s + 𝛼∗𝐵(𝑠) + (𝑤) − 𝑦)(1 + 𝑠𝛽∗)b ≤ 0  

 																													⟺ 	𝑖𝑛𝑓
)A5A!

a𝜂s + 𝛼∗𝐵(𝑠)b ≤ 𝑦 − 𝑤) (4.5) 

 where 𝜂 ≡ 	𝜔𝛼∗ + (𝑤) − y)𝛽∗. 

By (4.4)-(4.5), 

𝐺(𝑥, 𝑦) ≡ 𝑃 ®𝑌(𝑡) ≤ 𝑥, 	𝑖𝑛𝑓
)A5A!

𝑌(𝑠) ≤ 𝑦¯  

																= L L 𝑃 h𝜂t + 𝛼∗𝐵(𝑡) 	∈ d𝑎, 	𝑖𝑛𝑓
$2023

;𝜂s + 𝛼∗𝐵(𝑠)< ∈ d𝑏		j
(5&6)('839∗)86&:"

;

6&:"

&<
 (4.6) 

Applying the Change of Measure Theorem on page 10 of [12] followed by the Reflection Principle on 

pages 7-9 of [12], we obtain 
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𝑃 h𝜂t + 𝛼∗𝐵(𝑡) 	∈ d𝑎, 	𝑖𝑛𝑓
$2023

;𝜂s + 𝛼∗𝐵(𝑠)< ∈ d𝑏		j

= 𝑒𝑥𝑝	 w
𝜂𝑎
𝛼∗/

−
𝜂/𝑡
2𝛼∗/

y𝑃 h𝛼∗𝐵(𝑡) 	∈ d𝑎, 	𝑖𝑛𝑓
$2023

;𝛼∗𝐵(𝑠)< ∈ d𝑏		j	
 

																														= 𝑒𝑥 𝑝 u
𝜂𝑎
𝛼∗(

−
𝜂(𝑡
2𝛼∗(

v
√2(𝑎 − 2𝑏)𝑒𝑥𝑝 ®

(𝑎 − 2𝑏)(
2𝛼∗(𝑡

¯ 𝑑𝑎	𝑑𝑏

√𝜋𝛼∗;𝑡; (⁄ . (4.7) 

Using (4.6) and (4.7),  

𝑔(𝑥, 𝑦) ≡
𝑑
𝑑𝑦

𝑑
𝑑𝑥 𝐺

(𝑥, 𝑦)  

=
√2(𝑤$ + 𝑥 − 2𝑦)(1 + 𝑡𝛽∗)/𝑒

#$%&
'
' 	)	

(+)%,∗)(."#/)&
0∗ 	)

	(+)%,∗)1(+),∗)2/')."
'3)45(5#/#."))'."/(+#%,∗)6

'%0∗'
7

√𝜋𝑡= /⁄ 𝛼∗=
. 

(4.8) 

Using the definitions from (3.15), (4.2), (4.4), (4.6), and (4.8),  

𝑑
𝑑𝑤𝐹

∗ $
𝑡𝛼∗

1 + 𝑡𝛽∗ , 𝑤+ =
𝑑
𝑑𝑤 -𝑃 $𝑌

(𝑡) − 	𝑖𝑛𝑓
&'(')

𝑌(𝑠) ≤ 𝑤, 	𝑖𝑛𝑓
&'(')

𝑌(𝑠) ≤ 0	+ + 	𝑃 $𝑌(𝑡) ≤ 𝑤, 	𝑖𝑛𝑓
&'(')

𝑌(𝑠) > 0+;  

=
𝑑
𝑑𝑤-< < 𝑔(𝑥, 𝑦)𝑑𝑥	𝑑𝑦 +< < 𝑔(𝑥, 𝑦)𝑑𝑥	𝑑𝑦

*

+

*!

&

*,+

+

&

-.
; = < 𝑔(𝑤 + 𝑦, 𝑦)𝑑𝑦 +< 𝑔(𝑤, 𝑦)𝑑𝑦	.

*!

&
	

&

-.
 (4.9) 

Substituting (4.8) into (4.9), the integrals on the right-hand side of the final equality in (4.9) can be 

solved by completing the squares in the exponent; see page 13 of Harrison [12] for an example where 

completing the squares is applied in the RBM case. We conclude that 

𝑓∗(ℎ, 𝑤) ≡
𝑑
𝑑𝑤 𝐹∗(ℎ, 𝑤)  

																=
1

�ℎ(𝛼∗ − 𝛽∗ℎ)
Φ> w

w −𝑤$ −𝜔ℎ
�ℎ(𝛼∗ − 𝛽∗ℎ)

y

+ 𝑒
&/?(9∗:&@∗A)

@∗' �
4𝛽∗w− 2𝛼∗𝜔

𝛼∗/
�Φw

(2𝛽∗w− 𝛼∗𝜔)ℎ − 𝛼∗(w + 𝑤$)
𝛼∗�ℎ(𝛼∗ − 𝛽∗ℎ)

y�

+
(𝛼∗ − 2𝛽∗ℎ)

𝛼∗�ℎ(𝛼∗ − 𝛽∗ℎ)
Φ> w

(2𝛽∗w− 𝛼∗𝜔)ℎ − 𝛼∗(w + 𝑤$)
𝛼∗�ℎ(𝛼∗ − 𝛽∗ℎ)

y�, 
(4.10) 
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where Φ>(𝑧) ≡ (𝑑 𝑑𝑧⁄ )Φ(𝑧) is the standard normal pdf. Differentiating the cdf in (4.2), we confirm that it 

agrees with the probability density function in (4.10). 

Case 2: 𝛽∗ < 0. 

Replace the condition in (4.3) that 𝑡 ≥ 0 with the condition that 0 ≤ 𝑡 < 𝑇 (𝛼∗ − 𝑇𝛽∗)⁄ . Then, the 

argument of  𝐴(∙) in (4.3) is still constrained to the interval [0, 𝑇), and the term 1 + 𝑡𝛽∗ in (4.3) is still 

always positive. With that modification, the remainder of the proof for Case 1 holds with no additional 

changes. ∎ 

The second lemma describes the distribution of a 𝜓 − 𝐺𝑀𝑃 with time-dependent drift conditional on its 

history. 

Lemma 2. Let 𝑋� (𝑡) ≡ Λ(𝑡) − 𝜇𝑡 + 𝑇¤(𝑡)	for 𝑡 ≥ 0	 where 𝜇 is real, Λ(𝑡) = ∫ λ(𝑣)𝑑𝑣!
)  for	λ(𝑣) real and 

integrable, and 𝑇¤  is the 𝜓 − 𝐺𝑀𝑃 with parameter pair (𝛼∗, 𝛽∗) = (𝛽 + 𝛽𝑐5(, −𝛽𝛾). If λ(𝑣) = λ(𝑠) for 

0 ≤ 𝑠 ≤ 𝑣 < 𝑠 + 𝑇, then 

 𝑋�5(𝑡) ≡ a𝑋� (𝑡 + 𝑠) − 𝑋� (𝑠)¦	𝑋� (𝑠) = 𝑥5b (4.11) 

is a 𝜓 − 𝐺𝑀𝑃 on [0, 𝑇) with parameter pair (𝛼∗, 𝛽5∗) and constant drift 𝜔5, where 

		𝛽5∗ ≡
−𝛽𝛾(1 + 𝑐5()
1 + 𝑐5( + 𝛾𝑠

	𝑎𝑛𝑑		𝜔5 ≡ λ(𝑠) − 𝜇 +
𝛾a𝑥5 − (Λ(𝑠) − 𝜇𝑠)b

1 + 𝑐5( + 𝛾𝑠
	. (4.12) 

Proof. Under the assumptions, 

𝐸[𝑋́(𝑠 + 𝑡)] = Λ(𝑠 + 𝑡) − 𝜇(𝑠 + 𝑡) = Λ(𝑠) − 𝜇𝑠+ (λ(𝑠) − 𝜇)𝑡 (4.13) 

for 𝑠 ≥ 0 and 0 ≤ 𝑡 < T, and 

Γ(𝑠, 𝑡) ≡ Cov�𝑋c (𝑠), 𝑋c (𝑡)� = 𝑠(𝛼∗ − 𝛽∗𝑡) = 𝛽𝑠(1 + 𝑐0/ + 𝛾𝑡)	𝑓𝑜𝑟	0 ≤ 𝑠 ≤ 𝑡 < 𝑠 + 𝑇. (4.14) 
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Since 𝑋c  is a Gaussian process, so is 𝑋�5. We substitute (4.13) and (4.14) into well-known formulas for the 

conditional mean and covariance of the multivariate normal distribution, e.g., from Section 6.2.2 of [18], 

to obtain 

 𝐸S𝑋�5(𝑡)T = 𝐸[𝑋́(𝑡 + 𝑠) − 𝑋́(𝑠)|𝑋́(𝑠) = 𝑥𝑠] = 𝐸[𝑋́(𝑡 + 𝑠)|𝑋́(𝑠) = 𝑥𝑠] −	𝑥𝑠  

 																		= 𝐸[𝑋́(𝑡 + 𝑠)] + 	Γ(𝑠, 𝑡 + 𝑠)Γ(𝑠, 𝑠)*&(𝑥𝑠 − 𝐸[𝑋́(𝑠)]) −	𝑥𝑠	  

 
																		= Λ(𝑠) − 𝜇𝑠+ (λ(𝑠) − 𝜇)𝑡 +	

𝑠a𝛼∗ − 𝛽∗(𝑠 + 𝑡)ba𝑥𝑠 − (Λ(𝑠) − 𝜇𝑠)b
𝑠(𝛼∗ − 𝛽∗𝑠)

−	𝑥𝑠  

 																		= 𝜔5𝑡  

and  

 	𝐶𝑜𝑣S𝑋�5(𝑡), 𝑋�5(𝑢)T = 𝐶𝑜𝑣[𝑋́(𝑡 + 𝑠) − 𝑋́(𝑠), 𝑋́(𝑢 + 𝑠) − 𝑋́(𝑠)|	𝑋́(𝑠) = 𝑥𝑠]  

 																																				= 𝐶𝑜𝑣[𝑋́(𝑡 + 𝑠), 𝑋́(𝑢 + 𝑠)|	𝑋́(𝑠) = 𝑥𝑠]  

 																																				= Γ(𝑡 + 𝑠, 𝑢 + 𝑠) − Γ(𝑠, 𝑢 + 𝑠)Γ(𝑠, 𝑠)*&Γ(𝑠, 𝑡 + 𝑠) = 𝑡(𝛼∗ − 𝛽5∗𝑢)  

for	0 ≤ 𝑡 ≤ 𝑢 < T. The result that 𝑋�5 is a 𝜓 − 𝐺𝑀𝑃 on [0,T)	with parameter pair (𝛼∗, 𝛽5∗) and drift 𝜔5 

then follows from the definition of a 𝜓 − 𝐺𝑀𝑃 with constant drift. ∎ 
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