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Abstract 8 

We develop a flexible and efficient simulation algorithm of a stochastic (queueing network) model of 9 

group play over a conventional 18-hole golf course.  We apply this algorithm to study ways to improve 10 

the pace of play in recreational golf.  We consider: (i) using a wave-up rule for par-3 holes to allow two 11 

groups to play at the same time, (ii) finding a “minimum cost” tee schedule (the intervals between 12 

successive groups starting play on the first hole), and (iii) making the first hole a bottleneck par-3 hole 13 

(when they are bottlenecks).  The simulation exposes complexities in the wave-up rule, but nevertheless 14 

shows that the wave-up rule can increase the daily number of groups that can play each day by about 15 

13%.  A simulation optimization is used to select a good constant tee schedule.  It shows that the cost of 16 

making the tee interval too short tends to be far greater than the cost of making it too long.  Finally, 17 

when there is a bottleneck hole and it appears first, then the greatest delay occurs there, making 18 

congestion developing over the day more evident to both golfers and management. 19 

 20 
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1. Introduction 23 

1.1. The Problem of Slow Play in Recreational Golf 24 

In recent years there has been concern about slow play in recreational golf, i.e., when the time to 25 

play a full round of 18 holes far exceeds the 4-hour standard.  In response, (Riccio, 2014a) established 26 

the Three/45 Golf Association for golfers as well as owners, managers and designers of golf courses, 27 

“dedicated to leading, educating and advocating for a quicker pace of play.” (Riccio, 2014b.) also 28 

conducted a supporting data analysis using data from several courses.  As a remedy, (Riccio, 2012) 29 

proposed analyzing the pace of play by applying industrial engineering methods (mathematical models 30 

and computer simulation) that have been applied with great success to improve the efficiency of 31 

production facilities, e.g., (Hopp & Spearman, 1996).  That approach was illustrated by several 32 

deterministic models.  Further efforts to address the pace-of-play problem have been reported in (Tiger, 33 

Trent, & Haney, 2015) and (Tiger & Ellerbrook, 2016).   34 

Although it may not be evident from watching professional golf tournaments, the play of 35 

successive groups over a golf course is actually a quite complicated process in recreational golf, which 36 

is our primary concern.  The individual golfers often have different experience and skill levels; the 37 

groups may have different size, and the golfers may either walk or use golf carts.   It is challenging to 38 

find models that can provide useful insight considering such complexity.  If we model each shot by each 39 

golfer, then the model becomes too unwieldy.  On the other hand, if we make too much simplification, 40 

we may draw unjustified and unreliable conclusions.  41 

To help address this problem, we develop a new flexible and efficient simulation algorithm of 42 

group play over a standard golf course and apply it to explore three complex operational issues, which 43 

are difficult to study experimentally by trial and error on a golf course.  Earlier simulation models of 44 

golf were constructed by (Kimes & Schruben, 2002) and (Tiger & Salzer, 2004). 45 
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1.2. The Stochastic Model of Group Play 46 

A major contribution of this paper is creating and applying a new simulation algorithm based on 47 

the stochastic queueing network model proposed by (Whitt, 2015).  That model was used to 48 

mathematically determine the capacity (the maximum possible throughput, i.e., the rate at which groups 49 

can complete play) on each hole and on the entire course, but a full simulation algorithm for that model 50 

on a general course was left for future work. 51 

The model in (Whitt, 2015) differs significantly from previous models.  Instead of focusing on 52 

the actions of individual golfers, the new high-level model focuses on the times required for the entire 53 

group to pass through “stages” of play on each hole.  The model primitives are the times required for 54 

each group to play each of the stages.  In order to represent the inevitable randomness, including the 55 

possibility of lost balls, the stage playing times are modeled as stochastic random variables, whose 56 

probability distributions are part of the model input.  57 

The stages provide a level of detail intermediate between the actions of individual golfers and the 58 

time for the group to play the hole.  The stages are important because multiple groups can play at the 59 

same time on some holes, provided they follow appropriate rules of play, which prevent the group in 60 

front from getting hit by a ball from the group behind.  Typically, two groups can be playing on the most 61 

common par-4 hole at the same time, while three groups can be playing on a longer par-5 hole at the 62 

same time.  On the other hand, the shorter par-3 holes are more elementary, because only one group can 63 

play at the same time.  (We explain in more detail in Section 3.) 64 

 Using these stages, group play over the entire golf course during a day is represented as the flow 65 

through a series of 18 queues with precedence constraints.  The precedence constraints produce an 66 

unconventional queueing network model, e.g., compared to the queueing models in (Hopp & Spearman, 67 

1996) and the large literature on queueing networks, e.g., (Serfozo, 1999) and (Walrand, 1988).  Given 68 
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all the stage playing times, the play of multiple groups over the course is defined by recursive formulas.  69 

Thus, given stage playing times over the course for all groups, the starting times and finishing times for 70 

all groups can be readily computed by a computer algorithm.  However, for random stage playing times, 71 

we need to apply simulation to estimate the expected starting and finishing times of all groups.  In this 72 

paper, we develop a flexible and efficient simulation algorithm of the stochastic queueing network 73 

model exploiting the stage structure.  74 

1.3. Aims of the Paper 75 

The main purpose of this paper is to develop a simulation tool and carry out studies with that tool 76 

that can help improve the pace of play in recreational golf.  We also use the simulation to validate the 77 

conclusions of (Whitt, 2015) about hole capacities and the advantage of having a balanced course 78 

(where the capacities of the individual holes are all approximately equal).  79 

To improve the pace of play on any given golf course, we recommend collecting data on the 80 

playing times of all the groups over multiple days.  That leads to the question: What data should we 81 

collect?  The ideal would be to record the time and location of each shot by each golfer.  Then we can 82 

aggregate this data into the stage playing times for each group, and obtain the data required to estimate 83 

all the stage playing times.  Of course, to fit the model we use, it would suffice to have only the more 84 

parsimonious data of the stage playing times of each group.  However, it is not sufficient to record only 85 

the group start and finish times on each hole, because that ignores the interaction among successive 86 

groups.  87 

For such a data analysis, the model from (Whitt, 2015) and our simulation algorithm make two 88 

important contributions: (i) to identify the relevant data and (ii) to provide a framework for 89 

incorporating the data in order to understand the performance implications.  The model is chosen so that 90 
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the stage playing times are likely to be independent of the operational choices.  Hence, one set of stage-91 

playing-time data should serve to analyze many different operational scenarios.  92 

In this paper, we show that the simulation algorithm also can be used to investigate a broad array 93 

of operational questions, applicable to many golf courses, without using specific course data, provided 94 

that representative stage playing time distributions are used.  Our parameters are stochastic 95 

generalizations of the deterministic parameters in (Riccio, 2012). 96 

1.4. Organization 97 

In Section 2 we describe the three operational problems we consider in more detail.  In Section 3 98 

we review the stochastic model of group play.  In Section 4 we briefly describe our simulation algorithm 99 

(providing more details in an Online Companion).  In Section 5 we report results of simulation 100 

experiments comparing alternative course designs with and without the wave-up rule.  In Section 6 we 101 

present the results of our simulations to choose an optimal tee interval subject to constraints.  In Section 102 

7 we investigate the possible advantage of an uneven tee schedule, using a shorter interval and then 103 

shifting to a longer one.  In Section 8 we discuss the advantages of placing a bottleneck par-3 hole first.  104 

Finally, in Section 9 we highlight key numerical results and draw conclusions.  Additional material 105 

appears in the Online Companion, which is available from the authors’ web pages. 106 

2. Three Operational Problems 107 

In addition to investigating the validity of the main conclusions in (Whitt, 2015) about capacity, loading 108 

and balance for general golf courses, we apply the new simulation algorithm to study three possible 109 

ways to improve the pace of play: (i) introducing a wave-up rule for the bottleneck par-3 holes, (ii) 110 

optimizing over alternative tee schedules, i.e., the intervals between successive groups starting play on 111 

the first hole, and (iii) placing a bottleneck hole first on the course. 112 
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2.1. Golf Course Design and the Wave-Up Rule. 113 

Golf courses typically have 18 holes of different length (the distance from the initial shot from 114 

the “tee” to the final shot i.e., the last “putt” on the green).  Golf is typically played in groups of 115 

individual golfers, with 4 being a common group size.  The par value, i.e., the target number of strokes 116 

to play the hole, typically ranges from 3 to 5, with the values increasing with the length and difficulty of 117 

the hole.  The design of golf courses varies, but there usually are 8-12 of the average-length par-4 (P4) 118 

holes with the remaining 6-10 holes either the shorter par-3 (P3) holes or the longer par-5 (P5) holes.  119 

Counter to initial intuition, the shortest P3 holes tend to be the bottleneck holes (i.e., have lower 120 

capacity), where groups of golfers experience the greatest delay (before starting to play).  That can be 121 

explained by the different numbers of groups that are allowed to play on each hole at the same time.  122 

The shorter P3 hole is usually a bottleneck, because only one group can play on it at any given time.  123 

In an effort to increase the pace of play, some golf courses have adopted a special wave-up rule 124 

to use on P3 holes.  The wave-up rule allows two groups to play at the same time there too, while still 125 

maintaining the order determined by their arrival; we call this a P3WU hole.  The wave-up rule 126 

stipulates that, after all members of the group have hit their tee shots and walked up to their balls near 127 

the green, they should wait before hitting their next shots and clearing the green until the following 128 

group hits its tee shots.  However, each group only waits after it gets to its balls near the green if the 129 

following group (1) has already arrived and (2) is ready to play.  The waiting group near the green can 130 

watch the subsequent tee shots of the next group to avoid danger.  If the following group has not yet 131 

arrived at the hole, then the current group completes its play on the hole.  The following group then 132 

cannot start play on the hole until after the current group completes play and departs.  The wave-up rule 133 

is intended to reduce the expected time between successive groups clearing the green, and thus increase 134 



PACE OF PLAY 8 

the capacity of P3 holes and improve the pace of play.  (Whitt, 2015)  showed that the wave-up rule 135 

increases the capacity of a P3 hole in the model.  136 

The wave-up rule actually is somewhat complicated, because a group will wait before 137 

completing play (in order to allow the next group to first hit their tee shots) only if that next group is 138 

ready to start.  Some groups may experience the good fortune of being waved up by the group in front of 139 

them but not having to wave up the group behind, because they are not yet ready.  That is good for that 140 

particular group, but the next group may have to wave up the following group, even though they 141 

themselves were not waved up.  Therefore, the wave-up is inevitably applied inconsistently, thus 142 

introducing some variability in the delays and the flows.  In this paper we apply the new simulation 143 

algorithm to carefully study the advantage of the wave-up rule for par-3 holes, comparing P3WU holes 144 

to conventional P3 holes. 145 

2.2. Alternative Tee Schedules. 146 

We also show how the simulation algorithm can be applied to determine an optimal tee schedule, 147 

i.e., the interval between successive groups scheduled to start play on the first hole.  To achieve that 148 

goal, we formulate an optimization problem.  In particular, we maximize the number n of groups that 149 

can play on the course during each day subject to two constraints.  The first constraint requires that the 150 

expected time for any group to play the course be less than γ minutes, which we will stipulate as γ = 151 

240, corresponding to the well-known 4-hour target; the second constraint requires the expected time for 152 

all groups to complete play be less than the total time available, τ minutes, which we take to be δ = 840 153 

minutes, corresponding to 14 hours. 154 

Let V(τ, n) be the expected time for group n to play a full round and G( τ, n) be the expected time 155 

for group n to complete play when the tee interval is τ.  Since these are increasing functions of n, we 156 

have the general optimization problem: 157 
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Maximize n, such that 158 

𝐺(𝜏, 𝑛) ≤  𝛿 = 840  𝑎𝑛𝑑 𝑉(𝜏, 𝑘) ≤ 𝛾 = 240 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑘, 1 ≤ 𝑘 ≤ 𝑛 159 

where n is the number of groups and thus a positive integer, while τ is the tee interval and thus a positive 160 

real number.  We solve this optimization problem by applying the simulation algorithm to simulate the 161 

play of 100 groups on the full 18-hole course for each value of τ in a suitably large set.  We perform a 162 

large number of independent replications (typically 2000) of the entire experiment to ensure that we 163 

obtain good statistical precision. 164 

In Section 7 we also study a two-level tee schedule, starting with shorter intervals and then 165 

switching to longer intervals.  We deliberately keep the structure simple in this way to produce a realistic 166 

candidate that might be considered in practice. 167 

2.3. Making the First Hole a Bottleneck. 168 

As observed on p. 97 of (Riccio, 2012), “one of the rules of factory physics is to design the 169 

process with the bottleneck near the beginning of the process.” Moreover, (Riccio, 2012) concludes that 170 

“if courses were designed with the longest par-3 hole as the rest of the course would likely flow 171 

smoothly.” 172 

We conducted simulation experiments to investigate this phenomenon.  First, our simulations 173 

show that the ordering of the holes matters very little if the course is balanced, i.e., if the capacities of 174 

the individual holes, as defined in (Whitt, 2015), are approximately equal.  On the other hand, if the 175 

course is unbalanced, with P3 holes as the bottlenecks, and if the course is slightly overloaded, then 176 

indeed, most of the delay experienced by later groups occurs before starting play. 177 

On the other hand, we also studied the total waiting times over all holes for each group.  We 178 

found that the total waiting time differs little upon changing the course ordering. 179 
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3. The Stochastic Model of Group Play 180 

In this section we review the stochastic model of group play from (Whitt, 2015).  In Section 3.1 181 

we specify the stage-playing-time distributions and the recursive formulas for each of the hole types.  In 182 

Section 3.2 we specify the parameters of these stage-playing-time distributions. 183 

3.1. The Model Primitives: Stage Playing Times 184 

The primitives for the model of group play on a golf course are the stage-playing-time random 185 

variables for the stages of each hole.  By focusing on the stage playing times, we do not directly model 186 

the actions of each individual golfer.  On the other hand, the stage playing times provide essential detail 187 

not available from group playing times on each hole.  The stages are defined so that the stage playing 188 

times of any one group over different stages and of different groups can reasonably be regarded as 189 

independent random variables.  On the other hand, the times for successive groups to play a P4 or P5 190 

hole are necessarily dependent, because these two groups can be playing on this same hole 191 

simultaneously.  192 

Models were constructed of each of the basic hole types: P3, P4 and P5, plus the modification 193 

P3WU.  The model and simulation algorithm allow an option to change the parameters from hole to 194 

hole, even if the hole type is the same.  However, we assume that the parameters are the same for all 195 

holes of the same type.  So we have only three sets of parameters, one for each of the three hole types: 196 

P3, P4 and P5.  The parameters for the P3 hole will depend on whether or not the wave-up rule is being 197 

used.  Here we first review the model for a P4 hole because it is most common.  Then we review the P3, 198 

P3WU and P5 models. 199 

3.1.1. The Steps and Stages for a Par-4 Hole. 200 

We first describe the steps of group play on a P4 hole.  There are five steps, each of which must 201 

be completed before the group moves on to the next step.  These five steps can be diagrammed as  202 
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𝑇 → 𝑊1 → 𝐹 → 𝑊2 → 𝐺 203 

The first step T is the tee shot (one for each member of the group); the second step W1 is walking up to 204 

the balls on the fairway; the third step F is the fairway shot; the fourth step W2 is walking up to the balls 205 

on or near the green; the fifth and final step G is clearing the green, which may involve one or more 206 

approach shots and one or more shots (putts) on the green for each player in the group. 207 

The rules of play allow two groups to play at the same time on a conventional P4 hole.  Two 208 

successive groups can be simultaneously playing on the hole, because each group is allowed to hit its 209 

initial tee shots after the previous group has hit its fairway shots, and so will be safely out of the way, 210 

while each successive group is allowed to hit its fairway shots only after the previous group has cleared 211 

the green. 212 

An important part of the modeling approach is to not directly model the performance of these 213 

individual steps.  Instead, the five steps are aggregated into three stages, which are important to capture 214 

the way successive groups interact while playing the hole.  In particular, we represent the three stages of 215 

a P4 hole as:  216 

(𝑇, 𝑊1) → 𝐹 → (𝑊2, 𝐺). 217 

Stage 1 is (T, W1); stage 2 is F, and stage 3 is (W2, G).  We use this particular aggregation because it is 218 

the maximum aggregation permitted by the precedence constraints, which we turn to next.  219 

We now describe the precedence constraints, which follow common conventions in golf. 220 

Assuming an empty system initially, the first group can do all the stages, one after another without 221 

constraint.  However, for subsequent groups, group n+1 cannot start stage 1 until both group n+1 arrives 222 

at the tee and group n has completed stage 2, i.e., has cleared the fairway.  Similarly, group n+1 223 

cannot start on stage 2 until both group n+1 is ready to begin there and group n has completed stage 3, 224 

i.e., cleared the green.  These rules allow two groups to be playing on a P4 hole simultaneously, but 225 
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under those specified constraints.  We may have groups n and n+1 on the course simultaneously for all 226 

n.  That is, group n may first be on the course at the same time as group n-1 (who is ahead), but then 227 

later be on the course at the same time as group n+1 (who is behind).  The groups remain in their 228 

original order, but successive groups interact on the hole.  The group in front can cause extra delay for 229 

the one behind. 230 

3.1.2. The Stochastic Model for Group Play on a Par-4 Hole. 231 

The description of group play on a P4 hole is the basis for a mathematical model.  For that 232 

purpose, let A(n) be the scheduled (and assumed actual) arrival time of group n at the tee of this hole on 233 

the golf course.  Let Sj(n) be the time required for group n to complete stage j; these are called the stage 234 

playing times.  The mathematical model data for a P4 hole consists of a sequence of 4-tuples:  235 

{(𝐴(𝑛), 𝑆1(𝑛), 𝑆2(𝑛), 𝑆3(𝑛)): 𝑛 ≥ 1}  236 

where the four components for each n are nonnegative random variables.  All the stage playing times are 237 

assumed to be mutually independent.  In our simulation we assume that the distribution of Sj(n) is the 238 

same for all n on P4 holes, for each stage j separately. 239 

We now define the performance measures for the successive groups playing on the hole.  Let 240 

B(n) be the time that group n starts playing on this hole, i.e., the instant when one of the group goes into 241 

the tee box.  Let T(n) be the time that group n completes stage 1, including the tee and the following 242 

walk; let F(n) be the time that group n completes stage 2, its shots on the fairway; and let G(n) be the 243 

time that group n completes stage 3, and clears the green.  244 

The description above is given a concise mathematical representation as a four-part recursion: 245 

𝐵(𝑛) = max{𝐴(𝑛), 𝐹(𝑛 − 1)} ,   𝑇(𝑛) = 𝐵(𝑛) + 𝑆1(𝑛), 246 

𝐹(𝑛) = max{𝑇(𝑛), 𝐺(𝑛 − 1)} + 𝑆2(𝑛) and 𝐺(𝑛) = 𝐹(𝑛) + 𝑆3(𝑛) 247 

As initial conditions, assuming that the system starts empty, we set  248 
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𝐹(0) = 𝐺(0) = 0. 249 

The two maxima capture the two precedence constraints. 250 

The model above extends directly to any number of such single-hole models in series.  We 251 

simply let the completion time G(n) of group n from one hole be the arrival times A(n) at the next hole. 252 

3.1.3. The Stochastic Model for Group Play on a Par-3 Hole Without Wave-Up. 253 

In contrast, the conventional P3 hole (without wave-up) is relatively simple, because only one 254 

group can be on the course at that hole at any one time.  There are three steps for group play on a P3 255 

hole, with or without wave-up:  256 

𝑇 → 𝑊 → 𝐺 257 

The first step T is hitting shots off the tee; the second step W is walking to the green, possibly including 258 

approach shots; and the third step G is putting on the green.  For the P3 hole, we identify the stages with 259 

steps, but speak of stages, to be consistent with P4. 260 

Given stage playing times Sj(n) for group n on the three stages (indexed by j) as before, the total 261 

time for group n to play the hole is X(n)=S1(n)+S2(n)+S3(n). 262 

3.1.4. The Stochastic Model for Group Play on a Par-3 Hole with Wave-Up. 263 

The stochastic model of group play on a P3WU hole is considerably more complicated.  The 264 

wave-up rule stipulates that, after all members of a group have hit their tee shots and walked up to their 265 

balls near the green, they should wait before clearing the green until the following group hits its tee 266 

shots, provided that the following group has already arrived and is ready to play.  If the following group 267 

have not yet arrived at the hole, then the current group immediately start stage 3.  The following group 268 

then cannot start play on the hole until after the current group completes stage 3 and departs. 269 

The wave-up rule makes the formulas for B(n) and G(n) in terms of the other variables somewhat 270 

complicated.  At a time equal to the larger of the times W(n) and G(n-1), i.e., at the time  271 
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max{W(n), G(n-1)}, group n-1 has cleared the green and group n has completed stage 2, so that group n 272 

is ready to play stage 3.  However, group n+1 may impose a constraint.  At that time, group n can start 273 

stage 3 (to play on the green) only if either (i) group n+1 has not yet arrived at the hole and is not ready 274 

to tee off or if (ii) group n-1 has completed its tee shots.  Otherwise, group n starts stage 3 at time 275 

T(n+1).  Finally, if group n has not arrived at the hole when group n-1 is ready to start stage 3, then 276 

group n-1 will start stage 3 immediately, and so that group n cannot start to play on the hole until group 277 

n-1 has cleared the green and departed, at time G(n-1).  Thus, we introduce the event (set) E(n), defined 278 

by  279 

𝐸(𝑛) = {𝐴(n) ≤ max {𝑊(n − 1), 𝐺(𝑛 − 2) < 𝑇(𝑛)} 280 

And let 𝐸(𝑛)𝑐 be the complement of the set E(n).  If group n is the last scheduled group, then let  281 

A(n+1) = ∞ (or some very large value) so that the event E(n+1) never occurs.  282 

Thus, the wave-up rule is specified by the following four-part recursion: 283 

For n ≥ 2, 𝐵(𝑛) = max{𝑊(𝑛 − 1), 𝐺(𝑛 − 2)} 𝑜𝑛 𝐸(𝑛)  284 

         𝑎𝑛𝑑  𝐵(𝑛) = max{𝐴(𝑛), 𝐺(𝑛 − 1)}  𝑜𝑛 𝐸(𝑛)𝑐; 285 

 for 𝑛 ≥  1, 𝐵(1) = 𝐴(1), 𝑇(𝑛) = 𝐵(𝑛) + 𝑆1(𝑛), 𝑊(𝑛) = 𝑇(𝑛) + 𝑆2(𝑛),  286 

   𝐺(𝑛) = 𝑇(𝑛 + 1) +  𝑆3(𝑛)  𝑜𝑛 𝐸(𝑛 + 1)       287 

        𝑎𝑛𝑑 𝐺(𝑛) = max{𝑊(𝑛), 𝐺(𝑛 − 1)} + 𝑆3(𝑛)  𝑜𝑛 𝐸(𝑛 + 1)𝑐, 288 

so that 289 

𝐺(𝑛) = max {𝑊(𝑛), 𝐺(𝑛 − 1)} + 𝑆1(𝑛 + 1) + 𝑆3(𝑛) 𝑜𝑛 𝐸(𝑛 + 1)  290 

while 291 

 𝐺(𝑛) = max{𝑊(𝑛), 𝐺(𝑛 − 1)} + 𝑆3(𝑛) 𝑜𝑛 𝐸(𝑛 + 1)𝑐  292 
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where “on E(n)” means “on the set E(n)” or “when the event E(n) holds (is true),” with the event 293 

𝐸(𝑛)𝑐 being the complement of the set E(n), i.e., “when the event E(n) does not hold (is false),” as 294 

before.  As initial conditions, again assuming that the system starts empty, we set 295 

𝑊(0) = 𝐺(0) = 𝐺(−1) = 0. 296 

If n is the last group, then instead of the recursion above, we let 297 

𝐺(𝑛) = max {𝑊(𝑛), 𝐺(𝑛 − 1)} + 𝑆3(𝑛), 298 

 because the event E(n+1) cannot occur. 299 

 Note that the expression for B(n) involves G(n-1), because only two groups can be playing on the 300 

hole at the same time.  Observe that the event E(n) actually simplifies.  From the definition of E(n) 301 

above, 302 

𝑇(𝑛) = 𝐵(𝑛) + 𝑆1(𝑛) ≥ 𝑊(𝑛 − 1) + 𝑆1(𝑛) > 𝑊(𝑛 − 1), 303 

so that 304 

𝐸(𝑛) = {A(𝑛) ≤ max{W(𝑛 − 1), 𝐺(𝑛 − 2)}}, 305 

without the final inequality involving T(n).  Note again that care is needed in treating the last group to 306 

play; if n is the last group, then A(n+1) is made large, so that E(n+1) never occurs. 307 

3.1.5. The Stochastic Model for Group Play on a Par-5 Hole. 308 

A P5 hole is considerably more complicated than a P4 hole, primarily because three groups can play at 309 

the same time instead of the two groups.  We model the P5 hole to have seven steps (instead of five steps 310 

in P4 holes), and we group the steps into five stages (instead of the three stages in P4 and P3 holes).  In 311 

particular, we represent the stages of play on a P5 hole as: 312 

(𝑇, 𝑊1) → 𝐹1 → 𝑊2 → 𝐹2 → (𝑊3, 𝐺). 313 

The following is the six-part recursion for the P5 hole: 314 

B(𝑛) = max{𝐴(𝑛), 𝐹1(𝑛 − 1)} , 𝑇(𝑛) = 𝐵(𝑛) + 𝑆1(𝑛), 315 
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𝐹1(𝑛) = max{𝑇(𝑛), 𝐹2(𝑛 − 1)} + 𝑆2(𝑛), 𝑊2(𝑛) = 𝐹1(𝑛) + 𝑆3(𝑛), 316 

𝐹2(𝑛) = max{𝑊2(𝑛), 𝐺(𝑛 − 1)} + 𝑆4(𝑛)  𝑎𝑛𝑑  𝐺(𝑛) = 𝐹2(𝑛) + 𝑆5(𝑛). 317 

A more detailed description of the mathematical model of the P5 hole appears in Section 6 of (Whitt, 318 

2015).  The capacity of each hole type is also derived there. 319 

3.2. The Stage-Playing-Time Distributions 320 

The simulation algorithm allows for the distributions of the stage playing times to be user-defined, but 321 

for our analyses, we use concrete models that follow Section 4 of (Whitt, 2015).  For all stages of all 322 

holes, we assume that the stage playing times Sj(n) are mutually independent random variables with a 323 

symmetric triangular (Tri(m,a)) distribution, but we also use the modification to allow for a lost ball in 324 

the first stage of each hole.  The parameter pair (m, a) may depend on both the stage and the hole type. 325 

The triangular Tri(m,a) distribution has a symmetric continuous piecewise-linear density on the 326 

interval [m-a,m+a], with a peak at m and the value 0 at the end points m-a and m+a, assuming 0≤ a ≤m.  327 

The two-parameter model provides a convenient characterization of the central tendency or mean via m 328 

and the spread or variability via a.  The Tri(m,a) distribution has variance 𝑎2/6.  We let a = 1.5 in all 329 

cases, but we automatically reduce a to m if the model has a>m, then making the density continuous, 330 

piecewise-linear and symmetric on [0,2m] (which has variance 𝑚2/24). 331 

In particular, for all P3, P4 and P5 holes, we initially let the mean values of the triangular 332 

distributions stage playing times (for the three, three and five stages, respectively) come from the 333 

parameter vectors (3.50, 2.00, 2.67), (4.00, 2.00, 4.00) and (4.00, 2.00, 2.00,1.33, 4.00), respectively.  334 

For example, for the second stage of a P4 hole, the density of S4(n) is symmetric on [0.5,3.5], having 335 

mean 2.00, whereas for the fourth stage of a P5 hole, the density of S4(n) is symmetric on [0.00, 2.67], 336 

having mean 1.33. 337 
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To model the possibility of a lost ball on the first stage, on each hole we let the first stage have a 338 

fixed large value of L = 8 with probability p = 0.05 and have the original stage playing time otherwise, 339 

with probability 1-p = 0.95.  Thus, including the possibility of a lost ball, the sums of the mean stage 340 

playing times on P3, P4 and P5 holes, respectively, are 8.167+0.225 = 8.392, 10.000+0.200 =10.200 and 341 

13.333+0.200 = 13.533.  342 

The limiting cycle time is the average interval between successive departures on a fully loaded 343 

hole, i.e., where there always are new groups ready to tee off at the earliest opportunity.  The reciprocal 344 

of the limiting cycle time is the capacity of the hole.  From Theorem 1 and Section 4.3 of (Whitt, 2015), 345 

we can calculate the limiting cycle time in (6) there is 6.533 for a P4 hole.  We directly see that the 346 

limiting cycle time for a P3 hole is 8.392, the sum calculated above.  We applied simulation to deduce 347 

the corresponding limiting mean cycle times are 6.504 and 6.433 on fully loaded P3WU and P5 holes, 348 

respectively. 349 

Then, in order to produce a more balanced course, with all holes having limiting cycle time 350 

approximately the same as the 6.533 value for P4 holes, we applied simulation to adjust all the 351 

parameters for the P3WU and P5 holes by scaling up the means of the triangular distributions.  For 352 

P3WU, we multiplied (3.50, 2.00, 2.67) by c = 1.00438 to get the adjusted mean vector (3.515, 2.009, 353 

2.682), which yielded a limiting cycle time of 6.529.  For P5, we multiplied (4.00, 2.00, 2.00, 1.33, 4.00) 354 

by c = 1.0177 to get the adjusted mean vector (4.071, 2.036, 2.036, 1.357, 4.071), which yielded a 355 

limiting cycle time of 6.531.  (The lost ball parameters were not adjusted.) 356 

With these adjustments, we have a balanced course with P3WU holes, having approximate 357 

course capacity equal to the capacity of a fully loaded P4 hole, 1/6.533.  However, with P3 holes, the P3 358 

holes are bottlenecks.  Hence, with P3 holes we have an unbalanced course, having approximate course 359 

capacity equal to the capacity of a fully loaded P3 hole, 1/8.392.  With the detailed model specified in 360 
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this section, we see that using the wave-up rule increases the course capacity by a factor of 1.28.  361 

Equivalently, the critical tee interval is reduced by a factor of 0.77.  However, that is at the expense of 362 

the greater complexity of a P3WU hole.  In the rest of this paper we apply simulation to evaluate the 363 

actual impact of changing from P3 holes to P3WU holes. 364 

To provide perspective, we also consider scaled P3 holes, referred to as SP3 holes.  In the SP3 365 

holes, we reduce the means of the stage playing times (3.50, 2.00, 2.67) in the P3 model by the factor 366 

6.533/8.167 (approximately 0.8) to produce the stage playing time mean vector (2.800, 1.600, 2.136), 367 

but we do not adjust the lost ball parameters.  This SP3 model has limiting cycle time 6.793.  Hence, this 368 

SP3 model is still slightly a bottleneck, being about 6% larger than 6.533.  Nevertheless, simulation 369 

experiments show that the SP3 courses are slightly more efficient than the P3WU courses, both being 370 

much more efficient than the P3 courses. 371 

4. The Simulation Study 372 

We now give an overview of our simulation algorithm and the model parameters.  We provide more 373 

details about the simulation algorithm in the Online Companion. 374 

4.1. A Flexible Simulation Algorithm 375 

As usually is the case with simulation, there is an important question about how much detail to 376 

include in the simulation model.  We show that the high-level model proposed in (Whitt, 2015), not 377 

including the actions of individual golfers, makes simulation experiments feasible.  Moreover, 378 

experience indicates that the level of detail in that model is appropriate for operations management 379 

issues such as the ones we study (Hopp & Spearman, 1996). 380 

In order to serve as a useful tool for a variety of simulation studies, the simulation algorithm is 381 

designed to be flexible.  The user can choose various parameters, including (i) the stage playing time 382 

distributions and parameters for each hole, (ii) the group arrival times at the first hole, (iii) the hole 383 
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sequence, (iv) the number of groups playing per day, (v) the type of the P3 holes (P3, P3WU or SP3), 384 

and (vi) the number of independent simulation replications. 385 

The simulation algorithm is also designed to be efficient for large-scale analysis, i.e., for 386 

achieving good statistical precision for the average performance of all groups over a full day, for a 387 

variety of course designs.  The high-level model of group play is very important for achieving 388 

simulation experiments that can actually be conducted, but nevertheless the simulations are challenging. 389 

For example, the course design with 12 P4 holes, three P3 holes and three P5 holes, has (12 x 3) + (3 x 390 

3) + (3 x 5) = 60 stage playing times for each group.  We allow for up to 100 groups playing on the 391 

course each day.  Since the performance of the wave-up rule depends on following groups, we simulate 392 

102 groups. That leads to 6,120 stage playing times for one day of golf. 393 

Since the model is a stochastic model, we require multiple (independent) replications of our 394 

simulation.  We consistently used 2,000 replications.  Table 3 shows that the half-widths of the 395 

confidence intervals for the estimates of the total waiting times are about 1% of the mean itself.  The 396 

statistical precision is far less for the individual holes; see Tables 4-6 of the Online Companion.  397 

Together, that requires generating 6,120 x 2,000 = 12.24 x 106  playing times to produce statistically 398 

reliable performance estimates of group play for one day and one golf course design. 399 

The simulation experiments become much larger when we study alternative course designs. 400 

Hence, the design alternatives must be chosen with care.  First, there are 18!/(3!12!3!) = 371,280 distinct 401 

orderings of the three P3, 12 P4 and three P5 holes, but experience indicates that the relevant number of 402 

arrangements should be much less, e.g., about 20-30.  Second, there are three types of P3 holes (P3, 403 

P3WU and SP3), assuming that we treat all the same.  Third, we consider a range of 30 different tee 404 

intervals. (We use a larger range when we consider two-level tee intervals.)  As is, the number of course 405 

designs becomes 20 x 3 x 30 = 1,800.  That requires generating  406 
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(12.2 ×  106) × (1.8 × 103) = 22 × 109  407 

stage playing times.  With MATLAB, time measurements indicate that a full simulation required about 408 

one full week.  We elaborate on the simulation methodology in Sections 2 and 3 of the Online 409 

Companion. 410 

4.2. The Model Parameters 411 

There also is the question about model parameters.  Our model parameters draw heavily on the previous 412 

work, especially (Riccio, 2012).  The mean values here are somewhat less than the deterministic values 413 

in (Riccio, 2012), but that is compensated for by the variability that we include in our more general 414 

stochastic model.  While these model parameters should be realistic, it is significant that the methods we 415 

develop still apply with other model parameters if others are deemed appropriate.  Moreover, our 416 

simulation experiments show that the operational conclusions we deduce do not depend critically on the 417 

specific parameters used. 418 

We first choose parameters (as indicated in Section 3.2) that make the full course roughly 419 

balanced, i.e., so that the capacities of all holes, as determined in (Whitt, 2015), are approximately equal. 420 

Then we apply simulation to investigate the actual performance over a full course over a day. 421 

5. Courses with and Without the Wave-Up Rule 422 

In order to study the wave-up rule, we conducted extensive simulation experiments comparing 423 

alternative course designs.  We primarily focused on the case in which there are 12 identical P4 holes, 424 

three identical P5 holes and three identical P3 holes, considering each of the P3WU, P3 and SP3 options 425 

discussed in Section 3.2.  The base case was the P3WU model, which produces a balanced course with 426 

the limiting cycle time for each hole being approximately equal to the P4 value of 6.533.  In contrast, 427 

when we include the P3 holes, they are bottlenecks with limiting cycle time 8.392.  The SP3 holes make 428 

the course have limiting cycle time 6.792, making the course almost balanced.  For these course models, 429 
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we found that the performance is approximately independent of the order of the holes.  For any order of 430 

holes, we found that the performance depends on whether the course is overloaded (having a tee interval 431 

on the first hole that is less than the minimum limiting cycle time) or underloaded (having a tee interval 432 

on the first hole that is less than the minimum limiting cycle time). 433 

We not only apply the model in (Whitt, 2015), but we test conclusions derived in that paper 434 

about the capacities of individual holes and the golf course as a hole.  The capacity of each hole was 435 

defined as the maximum rate at which golfers could complete play if there were always new groups of 436 

golfers ready to play on that hole when the opportunity arises.  The capacity of the entire course was 437 

then defined as the maximum of the capacities of the individual holes.  Following standard queueing 438 

terminology, the course is considered overloaded, critically loaded or underloaded if the actual tee 439 

schedule makes the input rate greater than, equal to, or less the course capacity.  A course was defined as 440 

“balanced” if all the hole capacities are approximately equal, and “unbalanced” otherwise.  We use the 441 

simulation to verify that these notions of capacity, loading and balance are valid and useful for 442 

performance analysis on a general golf course, including a variety of hole types.  We find that these 443 

notions are very important for understanding the results. 444 

We illustrate by showing simulation estimates of the mean waiting times (before starting play) on 445 

each hole for one group (group 75) as a function of the type of P3 hole and the tee schedule.  We 446 

considered many possible course designs, but we only report three here.  The three course designs are (i) 447 

the base case, having P3 and P5 holes appearing alternately, separated by P4 holes: 448 

4 5 4   4 3 4    4 5 4    4 3 4    4 5 4    4 3 4,    449 

(ii) the par-5 holes first 450 

5 5 5   3 4 3    4 3 4    4 4 4    4 4 4    4 4 4,    451 

and (iii) the par-3 holes first      452 



PACE OF PLAY 22 

3 3 3   4 54    4 4 4    4 5 4    4 4 4    4 5 4.    453 

The last two designs are relatively extreme deviations of the base case. 454 

We collected results for all groups over all holes, but here we report results for only the 75th 455 

group.   Additional waiting time statistics for other groups are available in Section 4.2 of the Online 456 

Companion. 457 

5.1. Shorter Tee Intervals:  Heavier Loads 458 

First, Table 1 shows simulation estimates of the mean waiting times in minutes for group 75 before 459 

playing on each of the 18 holes for three course designs with the three kinds of par-3 holes: P3, P3WU 460 

and SP3.  In all cases the tee interval is set at 7.50 minutes.  From the capacity analysis reviewed above, 461 

the golf course is stable for P3WU and SP3, but unstable for P3.  To highlight the differences, we show 462 

the results for the various par-3 holes in bold.  For the base case, we see a significant impact of the 463 

P3WU holes on the following hole; these are highlighted in italics in Table 1.  Notice that the waiting 464 

time is approximately the same at the following P4 hole as at the P3WU hole itself.  This shows the 465 

impact of the complexity of the wave-up rule. 466 

 467 

–  TABLE 1 here – 468 

 469 

Table 2 gives the corresponding estimated percentage of the total waiting time at each hole for 470 

tee intervals of length 7.50 minutes, under which all course models are stable, with the exception of P3 471 

models.  These proportions are estimated by the estimated mean waiting time for that hole, divided by 472 

the mean of the total waiting time, and then multiplied by 100 to convert into a percentage. 473 

 474 

–  TABLE 2 here – 475 
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 476 

Consistent with the stability analysis, the P3 holes are bottlenecks, and the waiting time at the 477 

first P3 holes grows without bound linearly in the number of holes.  On the other hand, steady state is 478 

reached approximately by group 50 for the courses with P3WU and SP3 holes.  The simulation results 479 

confirm that the course is approximately balanced when the P3WU and SP3 holes are used, but not 480 

when the P3 holes are used.  For the unbalanced courses with P3 holes, 68% of the total expected 481 

waiting time for group 75 occurs on the first bottleneck P3 hole, which is hole 5.  The other two P3 482 

holes produce most of the remaining wait.  None of the 15 non-par-3 holes have more than 1% of the 483 

total expected waiting time.  In contrast, for the balanced designs with P3WU and SP3 holes, all holes 484 

have less than 12% of the total expected waiting time.  Even though the performance is consistent with a 485 

balanced design, we do see that the average waiting times are slightly larger for the P3WU and SP3 486 

holes than at the P4 and P5 holes. 487 

Table 3 gives the corresponding estimated standard deviations of the waiting times for group 75 488 

for the three course designs.  In all cases the tee intervals are 7.50 minutes, under which all course 489 

models are stable, with the exception of P3 models.  The last two rows give simulation estimates for the 490 

standard deviation of the sum of the waiting times on all 18 holes and the halfwidth of the 95% 491 

confidence interval for the mean of the sum, labeled HW. The HW is computed as 1.96 𝑠√2000, where 492 

s is the estimated standard deviation, because the number of replications is 2000. 493 

Table 3 shows that the halfwidths of the estimates of the total waiting times are about 1% of the 494 

mean itself.  The statistical precision is far less for the individual holes.  Table 3 shows that P3 holes 495 

have the highest standard deviations among the three hole types, while the other two hole types have 496 

approximately the same level of standard deviations. 497 

 498 
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–  TABLE 3 here – 499 

 500 

5.2. Longer Tee Intervals:  Lighter Loads 501 

We now show that the performance is quite different when all three par-3 holes make the course 502 

underloaded.  Paralleling Table 1, Table 4 gives the estimated mean waiting times for the longer tee 503 

intervals of 8.50 minutes, under which all course models are stable.  Table 4 shows that the average 504 

waiting times are much lower with the longer tee interval.  Since the P3 holes are now underloaded, 505 

steady-state is achieved for them too about by group 50.  However, the fact that the P3 holes are 506 

bottlenecks is again clearly evident from the tables.  Just as in Table 1, for the base case, we see a 507 

significant impact of the P3WU holes on the following hole; these are highlighted in italics in Table 4. 508 

Again, the waiting time is approximately the same at the following P4 hole as at the P3WU hole itself. 509 

More detailed statistics for the longer tee intervals of 8.50 minutes, which include analogs of Tables 2 510 

and 3, are available in Section 4.1 of the Online Companion.  511 

 512 

 –  TABLE 4 here – 513 

 514 

We supplement the tables above by also showing histograms of the total waiting times on all 18 515 

holes for group 75 as a function of the 3 course designs, the 3 types of par-3 holes and the 2 tee intervals 516 

7.50 and 8.50 minutes.  These are shown in Figures 1 and 2.  These figures further confirm our 517 

conclusions above. 518 

–  FIGURES 1 and 2 here – 519 

 520 
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6. Simulation Optimization of the Tee Interval 521 

We now apply the simulation to determine an optimal tee schedule, i.e., the interval between 522 

successive groups scheduled to start play on the first hole. 523 

6.1. The Optimization Framework 524 

To achieve that goal, we maximize the number of groups that can play on the course during each 525 

day subject to two constraints, as described in Section 2.2.  We solve this problem by applying the 526 

simulation algorithm to simulate the play of 100 groups on the full 18-hole course for each value of the 527 

tee interval τ in a suitably large set.  We gain further insight by first performing the optimization over n 528 

for each given τ in order to see how the number of groups that can play the course each day subject to 529 

these constraints depends on the tee interval.  We also gain insight into the course design discussed in 530 

Section 5 by performing the optimization as a function of the hole order and the type of par-3 hole used.  531 

Table 5 shows the maximum number of groups that can play each day as a function of  (i) the tee 532 

interval on the first hole, (ii) the hole order, either the base case or the “par-3 first” and (iii) the type of 533 

par-3 hole used.  The tee intervals are allowed to range from 5.00 minutes (very overloaded) up to 9.50 534 

minutes (underloaded).  The optimal tee intervals for each case are shown in Table 5 in bold type. 535 

Additional maximum throughput statistics for other hole orders are available in Section 5.1 of the Online 536 

Companion. 537 

 538 

–  TABLE 5 here – 539 

 540 

6.2. Important Insights from Table 5 541 

We can draw several important conclusions from Table 5.  First, for the unbalanced course with three P3 542 

holes, the optimal tee interval is approximately equal to the limiting cycle time, which 543 
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makes the course critically loaded.  However, for the balanced courses with P3WU holes, the optimal tee 544 

interval is slightly greater than the limiting cycle time, so that the course is slightly underloaded, with 545 

traffic intensity 𝜌 = 6.53/7.30 (about 0.90).  Thus, we conclude here that, with P3WU holes, it does not 546 

suffice to assume that the course is critically loaded.  Instead, it should be underloaded.  547 

The situation is less clear for the SP3 holes.  Expanding the level of detail, we found that the 548 

maximum number of groups with SP3 holes was 70 with τ = 6.85, 83 with τ = 6.90 and 87 with τ = 6.95. 549 

Thus, we conclude that the optimal tee interval is covered by 𝜌 = 6.79/6.95 (about 0.977).  550 

Consequently, we conclude that the optimal course design with SP3 holes also can be considered to be 551 

approximately critically loaded.  Therefore, we conclude that the wave-up rule is primarily responsible 552 

for the deviation from critical loading.  This conclusion has important implications for an analytical 553 

approximate performance analysis of a balanced golf course developed by (Fu, 2015), because that 554 

approximation assumed that the network (i) is balanced and (ii) can operate at or near critical loading.  555 

(Fu, 2015) tested that with a simulation in which all 18 holes were P4 holes, and found it was 556 

remarkably successful.  That approximation should be relevant for more general courses provided that 557 

the courses are balanced and can operated near critical loading.  Table 5 supports that approximation for 558 

balanced courses without P3WU holes, but the complexity of the wave-up rule does not permit critical 559 

loading.  Unfortunately, courses with P3 holes tend to be unbalanced, whereas courses with P3WU holes 560 

cannot operate at critical loading.  Hence, the simple analysis may not be so relevant. 561 

We see that P3WU allows 10 more groups to play than P3, so that we have a good quantitative 562 

measure of the increased efficiency of the wave-up rule.  This increase is 13%, which is consistent with 563 

(Tiger & Salzer, 2004), but significantly less than the 28% capacity difference determined from (Whitt, 564 

2015).  That difference can at least partly be attributed to the complexity of P3WU holes. 565 
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Third, we see that the SP3 allows 3 more groups to play than P3WU, so that the complexity of 566 

the wave-up rule has some cost, even when the theoretical capacity of P3WU is greater than SP3, as can 567 

be seen from 𝜏∗ at the bottom.  From the close agreement from the left and right sides of Table 5, we 568 

also see that the order of the holes is relatively unimportant. 569 

Fourth, we see a sharp decrease in the number that can play as we decrease the tee interval from 570 

its optimum, whereas we see only a slow decrease as we increase the tee interval from its optimum 571 

value.  Thus, we see that there is a much greater penalty from choosing the tee interval too small than 572 

from choosing it too large.  573 

Finally, we include a set of color-coded visualization figures, as illustrated by Figure 3, to aid the 574 

understanding of dynamic behavior of the sojourn time constraint (from the top figure in Figure 3) and 575 

the departure time constraint (from the bottom figure in Figure 3).  More details are available in Section 576 

3 of the Online Companion. 577 

–  FIGURE 3 here – 578 

6.3. An Alternative View 579 

We now present an alternative view of Table 5 in Figure 4 below.  Figure 4 shows plots of the optimal 580 

number of groups that can play each day as a function of the tee interval for five different balanced 581 

course designs.  In each case the par-3 holes are all P3WU holes, so that the limiting cycle time is 6.53 582 

minutes.  As in Table 5, the maximum number that can play is achieved for tee intervals that lie between 583 

7.10 and 7.50 minutes, so that the course should be slightly underloaded.  Second, the rate of decrease in 584 

throughput levels is noticeably steep when golf courses are increasingly over-loaded, but the decrease 585 

rate starts to level out when golf courses become increasingly under-loaded.  Finally, the graph shows 586 

that golf courses, regardless of their hole sequence, will show similar trends of change in throughput 587 

levels across different tee intervals as long as all the golf courses are balanced. 588 
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 589 

–  FIGURE 4 here – 590 

 591 

7. A Two-Level Tee Schedule 592 

We have so far assumed that the tee intervals between playing groups are constant.  We now report 593 

results of extensive simulation experiments showing that more groups can play each day, subject to the 594 

same constraints, if the tee intervals start small and increase over the day.  However, for operational 595 

simplicity we now consider only two fixed tee intervals, a shorter tee interval τ1 to be used for the first ν 596 

groups, and then a longer interval τ2 thereafter. 597 

We report our results in a table and in a graph for the two-level tee schedule study.  Table 6 598 

shows throughput optimization results, where we optimize over τ2 for three given pairs of (τ1, ν):  599 

(6.00,20), (6.50,20), and (7.00,20); i.e., the first 20 tee intervals are 6.00, 600 

6.50, and 7.00 minutes respectively, while the remaining ones are τ2 minutes, which is being optimized. 601 

–  TABLE 6 here – 602 

 603 

Figure 5 compares the throughput optimization results obtained when ν = 10 instead of ν  = 20. 604 

 605 

–  FIGURE 5 here – 606 

 607 

7.1. Evaluating the Effectiveness of Uneven Tee Schedules 608 

Overall, Table 6 and Figure 5 suggest that having a two-level tee schedule makes it possible to have 609 

slightly higher throughput levels.  610 
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In Section 6 we found that the highest throughput levels that can be attained for a single tee 611 

interval using P3, P3WU, and SP3 holes were 74, 84, and 87.  The optimal tee values (or range of 612 

tee values) for these throughput levels were [8.20, 8.50], [7.20, 7.30], and [7.00, 7.10].  In contrast, with 613 

a two-level tee schedule, the corresponding highest throughput levels attained were 74, 86, and 88.  614 

From the results reported in Table 6 and Figure 5, we see that there is a gain of two groups for P3WU 615 

holes and a gain of one group for SP3 holes.  The maximum throughput levels stayed the same at 74 for 616 

P3 holes. 617 

The optimal (ν, τ1, τ2) values were (20, 7.0, [8.60, 9.00]) for P3 holes and (20, 6.50, 7.30) for 618 

P3WU holes.  For SP3 holes, both (20, 6.0, [7.20, 7.50]) and (20, 6.50, [7.10, 7.20]) yielded maximum 619 

throughput.  Now, we note that the throughput results are non-degenerate for each scenario; in other 620 

words, in each scenario, maximum throughput is attained by multiple ranges of tee times, rather 621 

than a single tee time that is a single number. 622 

Figure 5 complements Table 6 by showing that having a two-level tee schedule with ν = 10 623 

instead of ν = 20 allows the maximum throughput to be attained by a wider range of tee intervals.  For ν 624 

= 10, the maximum levels are just as for ν = 20 before, the highest throughput levels (i.e. 74 for P3, 86 625 

for P3WU, and 88 for SP3, as described in above paragraph) are attained in all nine graphs in the matrix. 626 

In other words, the results suggest that setting ν = 10 provides a more robust and flexible two-level tee 627 

schedule solution than setting ν = 20. 628 

 629 

8. The Advantages of Making the First Hole a Bottleneck Hole 630 

Our results above confirm the capacity analysis in (Whitt, 2015).  As predicted, with the stage-playing-631 

time distributions in Section 3.2, the P3 holes make the course unbalanced, with the P3 holes 632 

bottlenecks, having capacity 8.39, whereas the P3WU and SP3 holes make the course roughly balanced, 633 
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where there should be no serious bottlenecks, with course capacity 6.53 minutes, Hence, to study the 634 

possible advantage of putting a bottleneck hole first, we primarily want to focus on the unbalanced 635 

model with P3 holes.  We also consider the P3WU and SP3 hole models for contrast. 636 

For the unbalanced course designs with P3 holes, the course may be overloaded or underloaded.  637 

Our simulations confirm that the course with P3 holes is overloaded when the tee interval is 7.50 638 

minutes, but underloaded when the tee interval is 8.50 minutes, as predicted because it exceeds the 639 

theoretical capacity associated with a tee interval of 8.39 minutes.  In particular, Table 2 shows that 640 

group 75 experiences about 65% of its total waiting time at the first P3 hole, wherever it appears, when 641 

the tee interval is 7.50 minutes, which makes the course overloaded with the P3 holes as bottlenecks.  642 

The proportion of the delay is only slightly less when the P3 hole is first.  643 

In contrast, Table 2 shows that the percentage drops to about 8% and 11% for all the P3WU and 644 

SP3 holes, for which the course is theoretically balanced and slightly underloaded.  The observed 645 

percentages exceed the 5.6% that would hold if the delay were divided evenly over all 18 holes, but it 646 

does not differ too radically.  We conclude that the characterization of capacity operates approximately. 647 

Table 7 shows the comparable results when the tee interval is 8.50 minutes, for  648 

 649 

–  TABLE 7 here – 650 

 651 

which all models are theoretically underloaded.  Table 7 shows that, for the unbalanced course with P3 652 

holes, 20-30% of the delay occurs at the first P3 hole and more than 50% occurs at the three P3 holes.  653 

The percentages for the P3WU and SP3 holes are about 8% and 11%, as before.  Thus, our analysis 654 

supports the observations about putting the bottleneck hole first made on p. 97 of (Riccio, 2012).  Our 655 

simulations show that the ordering of the holes matters very little if the course is approximately 656 
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balanced, i.e., if the capacities of the individual holes, as defined in (Whitt, 2015), are approximately 657 

equal.  On the other hand, if the course is unbalanced, with P3 holes as the bottlenecks, and if the course 658 

is slightly overloaded, then indeed, most of the delay occurs before starting play when the first hole is a 659 

P3. 660 

If a bottleneck hole is first, then indeed the largest delays will be there.  Golfers could then wait 661 

more conveniently in the clubhouse, while course managers would see the need for longer tee intervals 662 

or other remedies.  If both the front nine and the back nine start at the clubhouse, so that the first hole on 663 

the back nine is hole 10, then it might be desirable to make hole 10 a bottleneck hole as well. 664 

However, we also observe that the order of the holes has relatively little impact on the total 665 

congestion.  For both overloaded and underloaded courses with P3 holes, the largest delay will occur at 666 

the first P3 hole wherever it occurs, but the total delay is not greatly affected by the order.  For 667 

overloaded courses, the waiting times increase over successive groups, whereas for underloaded courses, 668 

the delays tend to reach steady state by about group 50.  These observations are supported by Table 8 in 669 

this paper, as well as by Table 9 in the Online Companion. 670 

 671 

–  TABLE 8 here – 672 

 673 

Thus, the advantages of putting a bottleneck hole first on the course are primarily associated with the 674 

preferences of golfers and management.  For given total delay, where would they like that delay to 675 

appear? 676 

9. Conclusions 677 

We have developed a flexible and efficient simulation algorithm for the stochastic model of group play 678 

on a general golf course in (Whitt, 2015) and applied it to study operational issues in golf.  The group-679 
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stage structure greatly simplifies the analysis.  Nevertheless, the simulation experiment was challenging 680 

to conduct.  As explained in Section 4.1, a full design experiment required generating 22 × 109 stage 681 

playing times.  The success in carrying out these experiments demonstrate the practical value of both the 682 

model and the simulation algorithm.  We conclude that the modeling approach and the simulation tool 683 

can contribute to better design and management of golf courses. 684 

The simulation experiments substantiate the theoretical characterization of the hole capacities in 685 

general models with the usual general hole types.  For balanced courses, the simulation experiments 686 

show that the order of the hole types matters relatively little. 687 

In Section 5 we reported the results of simulation experiments comparing alternative hole 688 

orderings and alternative versions of par-3 holes.  Tables 1-4, which show the waiting times of the 75th 689 

group, provides some important insights.  First, we see that the average waiting times in golf courses are 690 

substantially larger with P3 holes than with P3WU or SP3 holes (P3 holes with scaled parameters, so 691 

that the capacity is the same as for P3WU), especially when the course with P3 holes is overloaded 692 

whereas it is not with the versions.  693 

When the tee interval is 7.50, which makes the P3 hole overloaded, the expected waiting time for 694 

the 75th group ranges between 95 and 97 minutes with P3 holes.  Moreover, P3 holes contribute 90% of 695 

the 95-97 minutes of waiting times; 68% of the total waiting time is concentrated on the first P3 hole 696 

alone.  These results are consistent with the known performance in a standard queueing network with 697 

one or more bottleneck queues.   698 

On the other hand, the expected waiting time for the 75th group ranges only between 23 and 26 699 

minutes with P3WU or SP3 holes, where the holes are now slightly underloaded.  Making the course 700 

underloaded significantly reduces the waiting times.  Nevertheless, the wave-up rule is still 701 
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advantageous.  For instance, when the tee interval increases to 8.50, the 75th group needs to wait 702 

between 26 and 31 minutes with P3 holes, but no more than 14 minutes with P3WU or SP3 holes. 703 

In Section 6 we used simulation to find the optimal tee schedule according to the optimization 704 

framework proposed in Section 1.1.2.   Table 5 and Figure 4 provide important insights, which are 705 

summarized in Section 6.2.  We perform sensitivity analysis with the simulation optimization to show 706 

that performance degrades much more rapidly if the tee interval is too short than if it is too long. 707 

Overall, we find that having a P3WU hole allows about 10 more groups to play (84 instead of 74) than 708 

having a regular P3 hole. 709 

We also observed that there is a slight cost of the wave-up rule in terms of throughput (measured 710 

in terms of the total number of group that can play on the course each day, subject to the constraints in 711 

Section 3.1.2), because SP3 holes can allow 2 more groups to play than a P3WU hole, even though the 712 

capacity of the P3WU hole is slightly larger.  Given that the cost is slight and is primarily due to extra 713 

variability caused by the inconsistent waving up (because the following group may or may not be ready 714 

to play), the advantage of the wave-up rule over P3 holes still remains significant.  Again, the 715 

throughput levels attained with each type of par-3 hole remain consistent across all course designs.  Not 716 

only is the maximum throughput achieved when a golf course is slightly underloaded, but that 717 

throughput is more severely penalized when the traffic intensity is overloaded.  That conclusion is 718 

corroborated by Figure 4, which shows (i) the steep slope with the tee between 5.00 and 7.00, and (ii) 719 

noticeably flat slope with the tee between 7.00 and 9.00 minutes. 720 

In Section 7 we investigated the effects of having an uneven tee schedule.  In particular, we 721 

explored the impact of having tighter tee schedule for the first few groups and looser tee schedule for the 722 

later groups.  For the operational simplicity, we ran experiments with two fixed intervals.  In order to 723 

draw meaningful conclusions, we performed the simulation over a large number of alternatives.  We 724 
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observed that having a two-level tee schedule increases the throughput level for P3WU and SP3 holes by 725 

2 groups, while leaving no change to the throughput level for P3 hole. 726 

Finally, in Section 8 we studied the impact of placing a bottleneck P3 hole first on an unbalanced 727 

course.  As suggested by (Riccio, 2012), our results show that most of the delay will occur at the first 728 

hole, before the groups start to play.  That can make management more aware of the need for 729 

adjustments in the tee interval and provide more convenient waiting for golfers in the clubhouse.  On the 730 

other hand, our results also show that the hole sequence has little impact on the overall congestion level 731 

of golf courses. 732 

Overall, we have shown that the stochastic model proposed in (Whitt, 2015) can be effectively 733 

simulated and used to investigate ways to manage the pace of play on a general golf course.  There are 734 

many directions for future research.  Especially promising is fitting the model to data from golf courses. 735 

It remains to collect data, but we need more refined data than just the starting and finishing times for 736 

each group on each hole, as in (Riccio, 2014b.).  With better data, we would then directly estimate the 737 

stage playing times and then directly test whether they properly characterize the overall pace of play. 738 

 739 
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Table 1: Simulation estimates of the mean waiting times for group 75 in minutes before starting play on 

each of the 18 holes for three course designs with the three kinds of par-3 holes: P3, P3WU and SP3. In 

all cases the tee interval is 7.50 minutes, which makes the P3 case overloaded, but not the others. The 

course designs are (i) the base case, (ii) the par-5-holes first and (iii) the par-3 holes first. 

  

 

base case  par-5 first  par-3 first 

hole par P3 P3WU SP3 par P3 P3WU SP3 par P3 P3WU SP3 

1 4 0.34 0.31 0.33 5 0.26 0.28 0.27 3 66.41 1.68 1.24 

2 5 0.60 0.61 0.68 5 0.71 0.76 0.71 3 12.59 2.72 2.01 

3 4 0.94 0.97 1.02 5 0.88 0.92 0.93 3 9.14 2.80 2.38 

4 4 0.96 0.94 0.92 3 66.64 2.03 2.45 4 0.17 1.97 1.15 

5 3 65.00 1.92 2.24 4 0.16 2.02 1.10 5 0.31 1.12 0.94 

6 4 0.18 1.99 1.12 3 13.19 2.15 2.46 4 0.46 1.39 1.27 

7 4 0.35 1.17 1.09 4 0.18 2.10 1.17 4 0.44 1.19 1.10 

8 5 0.41 1.02 0.94 3 9.52 2.12 2.70 4 0.45 1.12 1.10 

9 4 0.58 1.44 1.33 4 0.18 2.07 1.17 4 0.51 0.51 1.15 

10 4 0.48 1.20 1.08 4 0.31 1.23 1.12 4 0.49 1.18 1.10 

11 3 14.28 2.13 2.69 4 0.40 1.22 1.18 5 0.49 1.04 0.97 

12 4 0.20 2.04 1.24 4 0.42 1.21 1.19 4 0.65 1.38 1.30 

13 4 0.34 1.28 1.17 4 0.46 1.15 1.25 4 0.54 1.18 1.15 

14 5 0.40 1.04 0.97 4 0.51 1.16 1.14 4 0.53 1.16 1.18 

15 4 0.60 1.38 1.41 4 0.44 1.23 1.18 4 0.56 1.21 1.18 

16 4 0.51 1.19 1.11 4 0.49 1.13 1.16 4 0.53 1.16 1.16 

17 3 10.40 2.11 2.56 4 0.52 1.18 1.13 4 0.51 1.01 1.08 

18 4 0.20 2.17 1.23 4 0.56 1.09 1.16 5 0.64 1.36 1.35 

sum  97.74 24.90 23.13  95.81 25.05 23.44  95.39 25.81 22.82 

             
 

 

 



PACE OF PLAY 37 

 

 

 

Table 2: Simulation estimates of the proportion of waiting times for group 75 (in %) before starting play 

on each of the 18 holes for three course designs with the three kinds of par-3 holes: P3, P3WU and SP3. 

In all cases the tee interval is 7.50 minutes, which makes the P3 case overloaded, but with the other two 

underloaded. The course designs are (i) the base case, (ii) the par-5-holes first and (iii) the par-3 holes 

first. 

  base case  par-5 first  par-3 first 

hole par P3 P3WU SP3 par P3 P3WU SP3 par P3 P3WU SP3 

1 4 0.3% 1.2% 1.4% 5 0.3% 1.1% 1.2% 3 69.6% 6.5% 5.4% 

2 5 0.6% 2.5% 2.9% 5 0.7% 2.9% 3.3% 3 13.2% 10.5% 8.8% 

3 4 1.0% 3.9% 4.4% 5 0.9% 3.6% 4.1% 3 9.6% 10.8% 10.4% 

4 4 1.0% 3.8% 4.0% 3 69.6% 7.9% 10.5% 4 0.2% 7.6% 5.1% 

5 3 67.5% 7.7% 9.7% 4 0.2% 8.4% 4.7% 5 0.3% 4.3% 4.1% 

6 4 0.2% 8.0% 4.8% 3 13.8% 8.7% 11.0% 4 0.5% 5.4% 5.6% 

7 4 0.4% 4.7% 4.7% 4 0.2% 7.5% 4.8% 4 0.5% 4.6% 4.8% 

8 5 0.4% 4.1% 4.1% 3 9.9% 8.6% 11.2% 4 0.5% 4.3% 4.9% 

9 4 0.6% 5.8% 5.8% 4 0.2% 8.0% 4.9% 4 0.5% 4.5% 5.1% 

10 4 0.5% 4.8% 4.7% 4 0.3% 5.3% 4.8% 4 0.5% 4.6% 4.8% 

11 3 14.6% 8.5% 11.6% 4 0.4% 4.8% 4.7% 5 0.5% 4.0% 4.3% 

12 4 0.2% 8.2% 5.4% 4 0.4% 5.0% 5.2% 4 0.7% 5.3% 5.7% 

13 4 0.3% 5.1% 5.1% 4 0.5% 4.8% 4.8% 4 0.6% 4.6% 5.0% 

14 5 0.4% 4.2% 4.2% 4 0.5% 4.8% 4.9% 4 0.6% 4.5% 5.2% 

15 4 0.6% 5.5% 6.1% 4 0.5% 4.5% 4.8% 4 0.6% 4.7% 5.2% 

16 4 0.5% 4.8% 4.8% 4 0.5% 4.7% 5.1% 4 0.6% 4.5% 5.1% 

17 3 10.6% 8.5% 11.0% 4 0.5% 4.8% 5.0% 4 0.5% 3.9% 4.7% 

18 4 0.2% 8.7% 5.3% 4 0.6% 4.6% 5.0% 5 0.7% 5.3% 5.9% 

sum  100% 100% 100%  100% 100% 100%  100% 100% 100% 
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Table 3: Simulation estimates of the standard deviations of the waiting times before starting to play on 

each hole for group 75 for each of the three kinds of par-3 holes: P3, P3WU and SP3. In all cases the tee 

interval is 7.50 minutes, which makes the P3 case overloaded, but not the others. The course designs are 

(i) the base case, (ii) the par-5-holes first and (iii) the par-3 holes first. The last two rows give simulation 

estimates for the standard deviation of the sum of all waiting times and the half width of the 95% 

confidence interval for the mean. 

   

base case  par-5 first  par-3 first 

hole par P3 P3WU SP3 par P3 P3WU SP3 par P3 P3WU SP3 

1 4 0.92 0.84 0.81 5 0.79 0.81 0.83 3 12.09 1.31 2.25 

2 5 1.24 1.10 1.15 5 1.31 1.34 1.32 3 10.49 2.63 2.97 

3 4 1.62 1.56 1.65 5 1.52 1.52 1.56 3 8.07 2.87 3.32 

4 4 1.68 1.59 1.63 3 13.12 2.00 3.12 4 0.60 2.56 1.92 

5 3 12.56 1.98 3.04 4 0.65 2.58 1.78 5 0.84 1.71 1.50 

6 4 0.63 2.61 1.82 3 10.59 2.21 3.30 4 1.07 2.10 1.97 

7 4 0.94 2.04 1.83 4 0.64 2.71 1.96 4 1.08 1.98 1.95 

8 5 0.98 1.68 1.68 3 8.40 2.09 3.54 4 1.05 1.98 1.82 

9 4 1.21 2.02 2.03 4 0.59 2.77 2.02 4 1.15 1.90 1.90 

10 4 1.15 1.96 1.90 4 0.97 2.02 1.88 4 1.10 1.99 1.90 

11 3 10.46 2.15 3.57 4 1.03 1.95 1.93 5 1.14 1.70 1.81 

12 4 0.62 2.73 1.92 4 1.15 1.95 2.01 4 1.26 1.93 2.05 

13 4 0.92 2.11 1.96 4 1.08 1.90 2.06 4 1.16 1.99 2.04 

14 5 0.91 1.83 1.58 4 1.12 1.90 1.90 4 1.24 1.88 1.96 

15 4 1.12 2.05 1.99 4 1.11 2.04 1.92 4 1.22 1.92 1.92 

16 4 1.17 1.97 2.00 4 1.11 1.84 1.90 4 1.13 1.97 1.92 

17 3 8.40 2.24 3.71 4 1.14 2.02 1.91 4 1.16 1.70 1.74 

18 4 0.61 2.64 2.05 4 1.12 1.78 1.96 5 1.35 2.06 2.14 

sum  11.91 7.25 8.05  11.59 7.47 8.11  11.45 7.77 7.80 
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Table 4: Simulation estimates of the mean waiting times for group 75 in minutes before starting play on 

each of the 18 holes for three course designs with the three kinds of par-3 holes: P3, P3WU and SP3. In 

all cases the tee interval is 8.50 minutes, which makes all three cases under-loaded. The course designs 

are (i) the base case, (ii) the par-5-holes first and (iii) the par-3 holes first. 

 

  base case  par-5 first  par-3 first 

hole par P3 P3WU SP3 par P3 P3WU SP3 par P3 P3WU SP3 

1 4 0.10 0.08 0.09 5 0.09 0.09 0.08 3 5.78 0.76 0.29 

2 5 0.21 0.24 0.21 5 0.31 0.28 0.28 3 7.24 1.28 0.56 

3 4 0.41 0.42 0.40 5 0.43 0.42 0.38 3 6.46 1.77 0.77 

4 4 0.41 0.43 0.36 3 8.39 1.16 0.91 4 0.17 1.44 0.43 

5 3 8.50 1.14 0.87 4 0.17 1.39 0.47 5 0.26 0.63 0.45 

6 4 0.16 1.22 0.43 3 8.16 1.30 0.98 4 0.46 0.81 0.59 

7 4 0.33 0.58 0.51 4 0.15 1.34 0.49 4 0.45 0.60 0.48 

8 5 0.35 0.52 0.46 3 7.36 1.36 1.03 4 0.48 0.63 0.57 

9 4 0.55 0.64 0.63 4 0.17 1.33 0.59 4 0.46 0.55 0.54 

10 4 0.49 0.54 0.51 4 0.29 0.66 0.58 4 0.44 0.59 0.53 

11 3 9.42 1.33 1.07 4 0.38 0.64 0.54 5 0.46 0.51 0.47 

12 4 0.15 1.41 0.49 4 0.40 0.57 0.51 4 0.61 0.71 0.64 

13 4 0.32 0.66 0.56 4 0.43 0.59 0.50 4 0.53 0.63 0.58 

14 5 0.37 0.53 0.49 4 0.44 0.58 0.51 4 0.52 0.59 0.52 

15 4 0.56 0.73 0.68 4 0.47 0.57 0.53 4 0.54 0.60 0.55 

16 4 0.47 0.61 0.60 4 0.47 0.59 0.62 4 0.57 0.58 0.62 

17 3 8.51 1.30 1.19 4 0.46 0.57 0.60 4 0.52 0.55 0.51 

18 4 0.17 1.35 0.53 4 0.49 0.56 0.60 5 0.65 0.72 0.64 

sum  31.47 13.72 10.04  29.05 14.02 10.21  26.39 13.94 9.73 
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Table 5: the maximum number of groups that can play each day as a function of (i) the tee interval on 

the first hole, τ (ii) the hole order, and (ii) the type of par-3 hole used. Two hole orders are used: the 

“base case”, and the “par-3 first” case. The optimal tee intervals are in bold, while the critical tee 

interval τ* from Whitt (2015) for that kind of par-3 hole is shown at the bottom. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 throughput for base case  

 throughput for "3 3 3" case 

tee interval  P3 P3WU SP3  
 P3 P3WU SP3 

5.00  11 10 16  
 11 10 16 

5.50  13 12 19  
 13 12 20 

6.00  15 15 26  
 15 15 26 

6.50  18 21 41  
 19 21 40 

7.00  23 42 87  
 23 41 87 

7.10  24 63 87  
 25 62 87 

7.20  25 84 86  
 27 84 87 

7.30  27 84 86  
 29 84 86 

7.40  30 83 85  
 31 83 86 

7.50  33 82 85  
 33 82 85 

7.60  34 82 84  
 36 82 84 

7.70  37 81 83  
 40 81 83 

7.80  41 80 82  
 45 80 82 

7.90  46 79 81  
 51 79 81 

8.00  53 78 81    59 78 81 

8.10  62 78 80  
 71 78 80 

8.20  74 77 79  
 74 77 79 

8.30  74 76 78  
 74 76 78 

8.40  74 75 77    74 76 77 

8.50  74 75 76  
 74 75 76 

9.00  71 71 72  
 71 71 72 

9.50  68 68 69  
 68 68 69 

τ*  8.39 6.53 6.79   8.39 6.53 6.79 
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Table 6: The maximum number of groups that can play each day with a two-level tee schedule, as a 

function of (i) 𝜏_1 the tee interval for the first v = 20 groups, (ii) 𝜏_2, the tee interval for all later groups, 

and (iii) the type of P3 hole used. For the hole order, the base case is used. The optimal tee intervals are 

in italicized bold font, while the critical tee interval 𝜏* for that kind of par-3 hole is shown at the bottom. 

 

 

 

 

v =  𝜏_1 =  𝜏_1 =  𝜏_1 =  𝜏_1 =     𝜏_1 = 

20  6.00  6.50  7.00  8.00  8.20 

𝜏_2   P3 P3WU SP3  P3 P3WU SP3  P3 P3WU SP3  P3  P3 

7.00  15 16 42  18 24 87  23 46 87  —  — 

7.10  15 16 58  18 25 88  23 84 87  —  — 

7.20  15 16 88  18 46 88  23 85 87  —  — 

7.30  15 20 88  18 86 87  23 85 87  —  — 

7.40  15 38 88  18 85 87  23 84 86  —  — 

7.50  15 50 88  18 85 87  24 84 86  —  — 

7.60  15 56 87  18 84 86  24 83 85  —  — 

7.70  15 61 87  18 84 86  25 83 85  —  — 

7.80  15 65 86  18 83 85  25 82 84  —  — 

7.90  15 66 86  18 83 85  26 82 83  —  — 

8.00  15 67 85  18 82 84  27 81 83  53  — 

8.10  15 69 85  18 82 83  28 80 82  60  — 

8.20  15 69 84  18 81 83  30 80 82  71  70 

8.30  15 71 83  18 80 82  32 79 81  74  74 

8.40  15 70 83  18 80 81  37 79 80  74  73 

8.50  15 70 82  18 79 81  55 78 80  74  74 

8.60  15 70 81  18 79 80  74 77 79  74  73 

8.70  15 70 81  18 78 80  74 77 79  74  73 

8.80  15 70 80  42 77 79  74 76 78  74  73 

8.90  19 70 79  54 77 78  74 76 77  73  73 

9.00  31 69 79  60 76 78  74 75 77  73  73 

9.50  15 66 76  42 74 75  73 73 74  71  71 

10.00  15 63 73  40 71 72  71 70 71  69  68 

𝜏*  8.39 6.53 6.79  8.39 6.53 6.79  8.39 6.53 6.79  8.39  8.39 
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Table 7: Simulation estimates of the proportion of waiting times for group 75 (in %) before starting play 

on each of the 18 holes for three course designs with the three kinds of par-3 holes: P3, P3WU and SP3. 

In all cases the tee interval is 8.50 minutes, under which all three cases are underloaded. The course 

designs are (i) the base case, (ii) the par-5-holes first and (iii) the par-3 holes first. 

 

  base case  par-5 first  par-3 first 

hole par P3 P3WU SP3 par P3 P3WU SP3 par P3 P3WU SP3 

1 4 0.30% 0.60% 0.90% 5 0.30% 0.60% 0.80% 3 21.90% 5.40% 3.00% 

2 5 0.70% 1.80% 2.10% 5 1.10% 2.00% 2.80% 3 27.40% 9.20% 5.70% 

3 4 1.30% 3.00% 3.90% 5 1.50% 3.00% 3.80% 3 24.50% 12.70% 7.90% 

4 4 1.30% 3.10% 3.60% 3 28.90% 8.30% 8.90% 4 0.60% 10.30% 4.40% 

5 3 27.00% 8.30% 8.60% 4 0.60% 9.90% 4.60% 5 1.00% 4.50% 4.60% 

6 4 0.50% 8.90% 4.00% 3 28.10% 9.30% 9.60% 4 1.70% 5.80% 6.10% 

7 4 1.10% 4.20% 5.10% 4 0.50% 9.60% 4.80% 4 1.50% 4.30% 4.90% 

8 5 1.10% 3.80% 4.50% 3 25.30% 9.70% 10.10% 4 1.70% 4.50% 5.90% 

9 4 1.70% 4.70% 6.30% 4 0.60% 9.50% 5.80% 4 1.70% 3.90% 5.50% 

10 4 1.60% 3.90% 5.10% 4 1.00% 4.70% 5.60% 4 1.90% 4.30% 5.40% 

11 3 29.90% 9.70% 10.70% 4 1.30% 4.60% 5.20% 5 1.70% 3.70% 4.80% 

12 4 0.50% 10.30% 4.80% 4 1.40% 4.10% 5.00% 4 2.20% 5.10% 6.50% 

13 4 1.00% 4.80% 5.50% 4 1.50% 4.20% 4.90% 4 2.00% 4.50% 5.90% 

14 5 1.20% 3.90% 4.90% 4 1.50% 4.10% 5.00% 4 1.80% 4.20% 5.40% 

15 4 1.80% 5.30% 6.70% 4 1.60% 4.10% 5.20% 4 1.90% 4.30% 5.70% 

16 4 1.50% 4.50% 6.00% 4 1.60% 4.20% 6.10% 4 2.10% 4.20% 6.30% 

17 3 27.00% 9.50% 11.80% 4 1.60% 4.10% 5.90% 4 2.00% 3.90% 5.20% 

18 4 0.60% 9.80% 5.30% 4 1.70% 4.00% 5.90% 5 2.50% 5.20% 6.60% 

sum  100% 100% 100%  100% 100% 100%  100% 100% 100% 
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Table 8: Simulation estimates of the mean waiting times for a range of different playing groups (e.g. 5, 

10, 15, ...) before starting play on each of the Par-3 holes with P3 holes. The courses are over-loaded in 

the below two scenarios (tee interval: 7.50). Scenario 1 features the base case (i.e. “4 5 4 ...”), and 

Scenario 2 features the par-3 first / bottleneck-first case (i.e., “3 3 3 ...”). The sums of the mean wait 

times across all 18 holes in each scenario are highlighted in bold. 

 

 

               Scenario 1: base case - P3  Scenario 2: par-3 first case 

                       P3 - tee: 7.50           P3 - tee: 7.50 

hole #  h#1 h#5 h#2-18 all holes  h#1 h#2-18 all holes 

/ group #  par-4 par-3 sum sum  par-3 sum sum 

5  0.3 3.7 12.2 12.4  3.9 8.0 11.8 

10  0.3 8.1 21.4 21.7  8.3 12.1 20.4 

15  0.3 12.6 28.6 28.9  12.8 14.8 27.6 

20  0.3 17.1 35.7 36.0  17.3 16.4 33.8 

25  0.3 21.5 41.6 41.9  21.8 17.8 39.6 

30  0.4 25.9 47.5 47.9  26.2 19.2 45.4 

35  0.3 30.3 53.6 53.9  30.5 20.9 51.4 

40  0.3 34.8 59.4 59.7  34.8 22.4 57.2 

45  0.3 39.2 64.9 65.3  39.4 23.5 63.0 

50  0.3 43.6 70.3 70.6  43.9 24.4 68.3 

55  0.3 48.0 75.9 76.2  48.3 25.7 74.0 

60  0.3 52.6 81.6 81.9  52.8 26.7 79.5 

65  0.3 57.0 87.0 87.3  57.3 27.4 84.7 

70  0.3 61.4 91.9 92.3  61.8 28.2 90.1 

75  0.3 66.0 97.4 97.7  66.4 29.0 95.4 

80  0.3 70.7 103.0 103.3  70.9 29.8 100.6 

85  0.3 75.1 108.0 108.3  75.3 30.4 105.7 

90  0.3 79.7 113.5 113.8  79.8 31.0 110.8 

95  0.3 84.1 118.4 118.7  84.3 31.7 116.0 

100  0.3 88.5 123.5 123.8  88.7 32.1 120.9 
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