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Proximity to plants makes it easier for headquarters to monitor and ac-
quire information about plants. In this article, I estimate the effects of head-
quarters’ proximity to plants on plant-level investment and productivity. Using
the introduction of new airline routes as a source of exogenous variation in
proximity, I find that new airline routes that reduce the travel time between
headquarters and plants lead to an increase in plant-level investment of 8% to
9% and an increase in plants’ total factor productivity of 1.3% to 1.4%. The
results are robust when I control for local and firm-level shocks that could
potentially drive the introduction of new airline routes, when I consider only
new airline routes that are the outcome of a merger between two airlines or the
opening of a new hub, and when I consider only indirect flights where either
the last leg of the flight (involving the plant’s home airport) or the first leg of
the flight (involving headquarters’ home airport) remains unchanged. Moreover,
the results are stronger in the earlier years of the sample period and for firms
whose headquarters is more time-constrained. In addition, they also hold at the
extensive margin, that is, when I consider plant openings and closures.
JEL Codes: D24, G31.

I. Introduction

Proximity facilitates monitoring and access to information.
For instance, venture capitalists are more likely to serve on
the boards of local firms, where monitoring is easier (Lerner
1995). Likewise, mutual fund managers are more likely to hold
shares of local firms—and they earn significant abnormal returns
from these investments—suggesting ‘‘improved monitoring
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capabilities or access to private information of geographically
proximate firms’’ (Coval and Moskowitz 1999, 2001, 812).
Finally, banks located closer to their borrowers are more likely
to lend to informationally difficult borrowers, for example, bor-
rowers without any financial records (Petersen and Rajan 2002;
Mian 2006; Sufi 2007).

All of these examples come from arm’s-length transactions.
Much less, if anything, is known about the role of proximity
within firms. For instance, is it true that—in analogy to the find-
ings in the mutual funds and banking literatures—headquarters
is more likely to invest in plants that are located closer to head-
quarters? Does proximity to headquarters improve plant-level
productivity? Understanding plant-level investment and prod-
uctivity is important, not least because they affect economic
growth.1 One difficulty in answering these questions is that
they require data on the locations of plants and headquarters.
Another, more serious issue is that the locations of plants and
headquarters are choice variables. Accordingly, commonly used
proxies for proximity—such as the physical distance between
plants and headquarters—are likely to be endogenous, making
it difficult to establish causality.

I attempt to address both of these issues. For the first issue, I
use plant-level data provided by the U.S. Census Bureau for the
manufacturing sector for the period 1977 to 2005, which include
the locations of plants and headquarters. For the second issue, I
notice that the main reason empirical studies are interested in
(geographical) proximity is because it proxies for the ease of moni-
toring and acquiring information. I argue that a more direct
proxy is travel time. For instance, a plant may be located far
away from headquarters, yet monitoring may be easy, because
there exists a short, direct flight. Conversely, a plant may be

1. Anecdotal evidence suggests that proximity to headquarters is a potentially
important determinant of plant-level investment. For instance, when Tesla Motors
decided on the location of a manufacturing plant to produce its electric Tesla road-
ster, it announced that the plant would be located ‘‘as close to our headquarters as
possible,’’ citing as a reason ‘‘to keep better control over production’’ (Silicon Valley/
San Jose Business Journal, June 30, 2008). As for the effects of proximity on prod-
uctivity, Ray Kroc, the founder of McDonald’s, writes in his autobiography: ‘‘One
thing I liked about that house was that it was perched on a hill looking down on a
McDonald’s store on the main thoroughfare. I could pick up a pair of binoculars and
watch business in that store from my living room window. It drove the manager
crazy when I told him about it. But he sure had one hell of a hard-working crew!’’
(Kroc 1992, 141).
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located in the same state as headquarters, yet monitoring may be
costly, because it involves a long and tedious road trip. Of course,
in the cross-section, geographical proximity and travel time are
highly correlated. However, the advantage of using travel time is
that it entails plausibly exogenous variation, allowing me to ad-
dress the endogeneity issue.

Precisely, I combine the census plant-level data with airline
data from the U.S. Department of Transportation, which contain
information about all flights that have taken place between any
two airports in the United States. The specific source of exogen-
ous variation that I exploit is the introduction of new airline
routes that reduce the travel time between headquarters and
plants. Using a difference-in-differences approach, I find that
the introduction of new airline routes leads to an increase in
plant-level investment of 8% to 9%, corresponding to an increase
in capital expenditures of $158,000 to $177,000 (in 1997 dollars).
Moreover, I find that plants’ total factor productivity increases by
1.3% to 1.4%, corresponding to an increase in plant-level profits of
$275,000 to $296,000 (in 1997 dollars).

My identification strategy can be illustrated with a simple
example. Consider a company headquartered in Boston with a
plant in Memphis. In 1985, the fastest way to travel from
Boston to Memphis was an indirect flight with one stopover in
Atlanta. In 1986, Northwest Airlines opened a new hub in
Memphis and started operating direct flights between Boston
and Memphis. The introduction of this new airline route substan-
tially reduced the travel time between the Boston headquarters
and the Memphis plant and is therefore coded as a ‘‘treatment’’ of
the Memphis plant.2

An important concern is that local shocks in the plant’s vicin-
ity could be driving both the introduction of new airline routes
and plant-level investment. For instance, suppose the local econ-
omy in Memphis is booming. As a result, the company headquar-
tered in Boston may find it more attractive to increase investment
at its Memphis plant. At the same time, airlines may find it more
attractive to introduce new flights to Memphis (e.g., because of
lobbying by local plants). In this case, finding a positive treatment
effect would be a spurious outcome of an omitted shock in the

2. Overall, there are 10,533 plants in my sample that experience a reduction in
the travel time to headquarters due to the introduction of new airline routes.
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Memphis area. Fortunately, because a treatment is uniquely
defined by two (airport) locations—the plant’s and headquarters’
home airports—I can control for such local shocks, making the
identification even tighter. Specifically, I include metropolitan
statistical area (MSA)–year controls in all my regressions.
Similarly, to account for omitted shocks at the firm level, I include
firm-year controls in all my regressions. Both types of controls are
identified here, because not all local plants have their headquar-
ters in the same city or region and not all plants of a given firm
are affected by the introduction of a new airline route,
respectively.

Although the inclusion of MSA- and firm-year controls
accounts for omitted local and firm-level shocks, it remains the
possibility of an omitted shock that is specific to a single plant—
that is, the shock does not affect other plants within the same
region or firm. I address this issue in three ways. First, I consider
the dynamic effects of the introduction of new airline routes. If a
new airline route is the (endogenous) outcome of a preexisting
plant-specific shock, then I should find an ‘‘effect’’ of the treat-
ment already before the new airline route is introduced. However,
I find no such effect. Second, I show that my results are robust
when I consider only new airline routes that are the outcome of a
merger between two airlines or the opening of a new hub.
Arguably, it is less likely that a shock to a single plant would
trigger an airline merger or a hub opening. Third, I show that
my results are robust when I consider only indirect flights where
either the last leg of the flight (involving the plant’s home airport)
or the first leg of the flight (involving headquarters’ home airport)
remains unchanged. Arguably, it is less likely that a single plant
or headquarters can successfully lobby for the introduction of a
new flight elsewhere, that is, a flight that does not involve its
respective home airport.

A limitation of my study is that by design, it relies on
exogenous variation in travel time, not variation in monitoring
or access to information. With this caveat in mind, I think it is
plausible that a travel time reduction leads to an improvement in
monitoring and information acquisition and, as a result, to an
increase in plant-level investment and productivity. For instance,
monitoring by headquarters may induce higher effort by plant
managers and workers (see the McDonald’s example in note 1),
thus improving the plant’s productivity and, along with it, the
plant’s marginal return on investment. Moreover, just like
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mutual fund managers may face less uncertainty with respect to
local stocks, headquarters may face less uncertainty with respect
to local projects. Consequently, headquarters may be in a better
position to evaluate local projects and, as a result, assign a larger
investment budget to them.

That being said, there are alternative stories that I cannot
rule out. For instance, visiting the plant more often may allow the
CEO to give better advice, thereby improving the plant’s product-
ivity and, by implication, its marginal return on investment. Or
the plant managers may simply get a better sense of the com-
pany’s needs. Or it may improve the plant managers’ morale,
who may think they have a better chance of getting promoted if
their actions become more visible to headquarters. Or headquar-
ters may devote more of its ‘‘limited attention,’’ for example, in the
budget allocation process, to plants that have become more sali-
ent to it.3 Although all of these alternative stories can be broadly
categorized under the notion of ‘‘information transmission,’’ they
arguably have a different flavor. Importantly, however, all of
them have to do with proximity, which is the main hypothesis
explored in this article. Moreover, as the new airline routes are
commercial (not cargo), they also all have to do with personal
travel. Thus, the reason for plant-level investment increases is
not, for example, that it becomes cheaper to ship equipment to the
plant.

In the final part of this article, I provide auxiliary evidence
that a reduction in travel time facilitates monitoring and infor-
mation acquisition. For instance, I show that my results are
stronger for plants whose headquarters is more ‘‘time-
constrained,’’ based on the notion that time constraints limit
the ability to monitor and gather information about plants.
Likewise, I show that my results are stronger in the earlier
years of the sample period, where other, nonpersonal means of
information transmission (e.g., Internet, corporate intranet,
video conferencing) were either unavailable or less developed. I
also examine what happens at the ‘‘extensive margin,’’ that is,
with respect to plant openings and closures. Specifically, I show
that companies whose headquarters is more time-constrained are
more likely to open new plants—and are less likely to close

3. For models of limited attention, see Gabaix et al. (2006), Gennaioli and
Shleifer (2010), and Bordalo, Gennaioli, and Shleifer (2012). See also DellaVigna
(2009, Section 4.2) for a survey of the literature.

PROXIMITY AND INVESTMENT 865



existing plants—in close proximity to headquarters. Likewise, I
show that over time—as innovations in information technology
have reduced the need to personally travel to plants—firms have
become more likely to open new plants at remote locations and
close existing plants at proximate locations. The latter result is
consistent with Petersen and Rajan’s (2002) finding that, owing to
innovations in information technology, the distance between
small business borrowers and their lenders has increased over
time.

The results in this article have important policy and welfare
implications. From a policy perspective, they point to an import-
ant externality of transportation infrastructure: the facilitation
of monitoring and information flows within firms. That being
said, this externality seems to have become less important in
the later years of the sample period, where innovations in infor-
mation technology have facilitated information flows both within
and across company units. Likewise, the results suggest that
state or regional competition for firms to set up new plants may
not be a zero-sum game. Specifically, if distant states or regions
prevail in the competition—for example, because they can offer
better tax breaks or other incentives—plant-level investment and
productivity may be lower than if relatively proximate states or
regions had won. Finally, a possible welfare implication of my
results is that firms may be induced to locate plants subopti-
mally—that is, closer to headquarters than would be optimal in
a frictionless world with perfect and symmetric information—for
the sole purpose of facilitating monitoring and information
transmission.

The rest of this article is organized as follows. Section II de-
scribes the data and empirical methodology. Section III presents
the main results. Section IV contains robustness checks. Section
V considers heterogeneity in the treatment effect. Section VI con-
siders plant openings and closures. Section VII concludes.
Appendix A and Appendix B provide information regarding the
construction and measurement of variables.

II. Data

II.A. Data Sources and Sample Selection

Plant-Level Data. The data on manufacturing plants are ob-
tained from three different data sets provided by the U.S. Census
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Bureau. The first data set is the Census of Manufactures (CMF).
The CMF covers all U.S. manufacturing plants with at least one
paid employee. The CMF is conducted every five years in years
ending with 2 and 7 (‘‘Census years’’). The second data set is the
Annual Survey of Manufactures (ASM). The ASM is conducted in
all non-Census years and covers a subset of the plants covered by
the CMF: plants with more than 250 employees are included in
every ASM year, whereas plants with fewer employees are ran-
domly selected every five years, where the probability of being se-
lected is higher for larger plants. Although the ASM is referred to
as a ‘‘survey,’’ reporting is mandatory, and fines are levied for mis-
reporting. The CMF and ASM cover approximately 350,000 and
50,000 plants per year, respectively, and contain information
about key plant variables, such as capital expenditures, total
assets, value of shipments, material inputs, employment, industry
sector, and location. The third data set is the Longitudinal
Business Database (LBD), which is compiled from the Business
Register. The LBD is available annually and covers all U.S. busi-
ness establishments with at least one paid employee.4 The LBD
contains longitudinal establishment identifiers along with data on
employment, payroll, industry sector, location, and corporate af-
filiation. I use the longitudinal establishment identifiers to con-
struct longitudinal linkages between the CMF and ASM.

Given that the LBD covers the entire U.S. economy, it also
contains information about non-manufacturing establishments of
companies that have plants in either the CMF or the ASM. I use
this information to construct firm-level variables, such as the
total number of employees and the number of establishments
per firm. For my analysis, the most important firm-level variable
is the ZIP code of the company’s headquarters. At the firm level,
the Census Bureau distinguishes between single- and multi-unit
firms. Single-unit firms consist of a single establishment, which
means headquarters and the plant are located in the same unit.
Multi-unit firms consist of two or more LBD establishments, with
one establishment being the company’s headquarters.

To determine the location of headquarters, I supplement the
LBD with data from two other data sets provided by the Census
Bureau: the Auxiliary Establishment Survey (AES) and the

4. An establishment is a ‘‘single physical location where business is conducted’’
(Jarmin and Miranda 2003, 15). Establishments are the economic units used in the
Census data sets.
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Standard Statistical Establishment List (SSEL). The AES con-
tains information on non-production (‘‘auxiliary’’) establish-
ments, including information on headquarters. The SSEL
contains the names and addresses of all U.S. business establish-
ments. Appendix A outlines the procedure used to obtain the lo-
cation of headquarters from these data sets. The main source of
information about headquarters, the AES, is available every five
years between 1977 and 2002. To fill in the missing years, I use
the information from the latest available AES. Given that the
Census years are deterministic, this measurement error is
unlikely to introduce any bias. It merely introduces noise into
the regression, which makes it harder for me to find any signifi-
cant results.

My sample covers the period from 1977 to 2005. (The first
available AES year is 1977; 2005 is the last available ASM year.)
To be included in my sample, I require that a plant have a min-
imum of two consecutive years of data. Following common prac-
tice in the literature (e.g., Foster, Haltiwanger, and Syverson
2008), I exclude plants whose information is imputed from admin-
istrative records rather than directly collected. I also exclude
plant-year observations for which employment is either zero or
missing. Finally, to ensure that the physical distance between
plants and headquarters is comparable across years, I exclude
firms that change the location of their headquarters during the
sample period. The results are virtually identical if these firms
are included.

The foregoing selection criteria leave me with 1,332,824
plant-year observations. In my regressions, I use a 10-year
window around the treatment date, meaning treated plants are
included from 5 years before the treatment to 5 years after the
treatment. Using a 10-year treatment window reduces my sample
only slightly, leaving me with a final sample of 1,291,280
plant-year observations. That being said, the length of the treat-
ment window is immaterial for my results. All results are similar
if I use a different treatment window or no treatment window at
all, meaning all plant-year observations of treated plants are
included either before or after the treatment.

Airline Data. The data on airline routes are obtained from the
T-100 Domestic Segment Database (for the period 1990 to 2005)
and ER-586 Service Segment Data (for the period 1977 to 1989),
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which are compiled from Form 41 of the U.S. Department of
Transportation (DOT).5 All airlines operating flights in the
United States are required by law to file Form 41 with the DOT
and are subject to fines for misreporting. Strictly speaking, the
T-100 and ER-586 are not samples: They include all flights that
have taken place between any two airports in the United States.

The T-100 and ER-586 contain monthly data for each airline
and route (segment). The data include, for example, the origin
and destination airports, flight duration (ramp-to-ramp time),
scheduled departures, performed departures, enplaned passen-
gers, and aircraft type.

II.B. Empirical Methodology

The introduction of new airline routes that reduce the travel
time between headquarters and plants makes it easier for head-
quarters to monitor and acquire information about plants. To
examine the effects on plant-level investment and productivity,
I use a difference-in-differences approach. I estimate:

yijlt ¼ �i þ �t þ �� treatmentit þ �
0 Xijlt þ "ijlt,ð1Þ

where i indexes plants, j indexes firms, l indexes plant location, t
indexes years, yijlt is the dependent variable of interest (plant
investment or productivity), ai and at are plant and year fixed
effects, treatment is a dummy variable that equals 1 if a new
airline route that reduces the travel time between plant i and
its headquarters has been introduced by time t, X is a vector of
control variables, and e is the error term. Location is defined at
the MSA level.6 The main coefficient of interest is b, which meas-
ures the effect of the introduction of new airline routes.

5. The T-100 Domestic Segment Database is provided by the Bureau of
Transportation Statistics. The annual files of the ER-586 Service Segment Data
are maintained in the form of magnetic tapes at the U.S. National Archives and
Records Administration (NARA). I obtained a copy of these tapes from NARA.

6. As defined by the Office of Management and Budget, an MSA consists of a
core area that contains a substantial population nucleus together with adjacent
communities that have a high degree of social and economic integration with that
core. MSAs include one or more counties, and some MSAs contain counties from
several states. For instance, the New York MSA includes counties from four states:
New York, New Jersey, Connecticut, and Pennsylvania. Because MSAs represent
economically integrated areas, they are likely to be affected by the same local
shocks. By definition, the MSA classification is only available for urban areas.
For rural areas, I consider the rural part of each state as a separate region. There
are 366 MSAs in the United States and 50 rural areas based on state boundaries.
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If the relationship between plants and headquarters is gov-
erned by symmetric information and no agency problems, then
the introduction of new airline routes might not matter. In all
other cases, it might matter. For instance, headquarters may
invest more in plants that are easier to monitor and are less
likely to have private information.7 Likewise, better monitoring
may improve plant managers’ incentives, and learning about a
plant may allow headquarters to improve the plant’s productiv-
ity. On the other hand, if headquarters becomes ‘‘too well in-
formed’’ or ‘‘monitors too much,’’ this may impair plant
managers’ incentives to create new investment opportunities
(Aghion and Tirole 1997) or work hard (Crémer 1995).

My identification strategy can be illustrated with a simple
example. Suppose a company headquartered in Boston has a
plant located in Memphis. In 1985, no direct flight was offered
between Boston Logan International Airport (BOS) and Memphis
International Airport (MEM). The fastest way to connect both
airports was an indirect flight operated by Delta Airlines with a
stopover in Atlanta. In 1986, Northwest Airlines opened a new
hub in MEM. As part of this expansion, Northwest started oper-
ating direct flights between BOS and MEM as of October 1986.
The introduction of this new airline route reduced the travel time
between BOS and MEM and is consequently coded as a ‘‘treat-
ment’’ of the Memphis plant in 1986.

To measure the effect of this treatment on, for example,
plant-level investment, one could simply compare investment at
the Memphis plant before and after 1986. However, other events
in 1986 might have also affected investment at the Memphis
plant. For instance, there might have been a nationwide surge
in investment due to favorable economic conditions or low inter-
est rates. To account for this possibility, I include a control group
that consists of all plants that have not (yet) been treated. Due to
the staggered nature of the introduction of new airline routes,

(The District of Columbia has no rural area.) For expositional simplicity, I refer to
these 416 geographical units as MSAs.

7. A standard result in the capital budgeting literature with asymmetric in-
formation is that there is likely to be underinvestment under the optimal mechan-
ism (e.g., Harris and Raviv 1996; Malenko 2011). See also Seru (forthcoming), who
provides empirical evidence consistent with the idea that headquarters is less likely
to invest in projects that rely on division managers’ private information. Likewise,
moral hazard, which can be alleviated through monitoring, typically leads to under-
investment in equilibrium (e.g., Tirole 2006, chapters 3 and 4).
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this implies a plant remains in the control group until it is treated
(which, for some plants, may be never). I then compare the dif-
ference in investment at the Memphis plant before and after 1986
with the difference in investment at the control plants before and
after 1986. The difference between the two differences is the esti-
mated effect of the introduction of the new airline route between
BOS and MEM on investment at the Memphis plant.

Airlines’ decisions to introduce new routes depend on several
factors, including economic and strategic considerations as well
as lobbying. As long as these factors are unrelated to plant-level
investment or productivity, this is not a concern. However, if
there are (omitted) factors that are driving both the introduction
of new airline routes and plant-level investment or productivity,
then any relationship between the two could be spurious. I now
discuss how my identification strategy can account for such
omitted factors at the local, firm, and plant level.

Local Shocks. To continue with the example, suppose the
Memphis area is booming. As a consequence, the company head-
quartered in Boston may find it more attractive to increase in-
vestment at the Memphis plant. At the same time, airlines may
find it more attractive to introduce new flights to Memphis (e.g.,
due to lobbying by local plants). Fortunately, because a treatment
is uniquely defined by two (airport) locations—the plant’s and
headquarters’ home airports—I can control for such local
shocks, thus separating out the effects of the new airline routes
from the effects of contemporaneous local shocks.

Suppose, for instance, that another plant, also located in
Memphis, has its headquarters in Chicago. (The travel time be-
tween Chicago and Memphis was not affected by the introduction
of new airline routes during 1985 and 1986.) If investment at this
other Memphis plant also increases in 1986, then an increase in
investment at the first Memphis plant (with headquarters in
Boston) might not be due to the newly introduced airline route
between MEM and BOS but due to a contemporaneous local
shock in the Memphis area. In principle, I could control for
such local shocks by including a full set of MSA fixed effects inter-
acted with year fixed effects. However, doing so would require the
inclusion of 416 MSAs�29 years = 12,064 additional fixed effects.
Unfortunately, the computing resources at the Census Research
Data Center were insufficient to handle this task. I therefore
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adopt the methodology used in Bertrand and Mullainathan
(2003) and account for local shocks by including MSA-year
controls, which are computed as the mean of the dependent vari-
able (e.g., plant-level investment) in the plant’s MSA in a given
year, excluding the plant itself.8

An alternative way to account for local shocks is to focus only
on new airline routes whose introduction is unlikely to be driven
by such shocks. Specifically, in a subset of cases, a new indirect
flight replaces a previously optimal indirect flight, but the last leg
of the flight—that is, the leg involving the plant’s home airport—
remains unchanged. For instance, suppose a (different) company
headquartered in Boston has a plant in Little Rock. In 1985, the
fastest way to connect BOS and Little Rock National Airport
(LIT) was an indirect flight with stopovers in Atlanta (ATL) and
MEM. In 1986, Northwest Airlines started operating direct
flights between BOS and MEM, with the effect that the previ-
ously optimal indirect flight BOS-ATL-MEM-LIT is replaced
with a new, faster indirect flight BOS-MEM-LIT. Importantly,
the last leg of the flight—that between MEM and LIT—remains
unchanged. Arguably, it is unlikely that a local shock in the Little
Rock area would be responsible for the introduction of a new air-
line route between BOS and MEM. As I show in robustness
checks, I obtain similar results when I consider only new airline
routes where the last leg of the flight remains unchanged.

Firm-Level Shocks. I am also able to control for firm-level
shocks. For instance, suppose the company headquartered in
Boston has another plant in Queens in New York City. (The
travel time between Queens and Memphis was not affected by
the introduction of new airline routes during 1985 and 1986.) If
investment at the Queens plant also increases in 1986, then an
increase in investment at the Memphis plant might not be due
to the newly introduced airline route between MEM and BOS
but to a contemporaneous shock at the firm level. Analogous
to the construction of the MSA-year controls, I can account
for firm-level shocks by including firm-year controls, which are

8. Analternative approach would be touse a coarser definition of location, such
as the nine census regions. This would only require the inclusion of 9 regions� 29
years = 261 additional fixed effects. I have done this, and all my results remain
similar.
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computed as the mean of the dependent variable across all of the
firm’s plants in a given year, excluding the plant itself.

Similar to the case of local shocks, an alternative way to ac-
count for firm-level shocks is to focus only on new airline routes
whose introduction is unlikely to be driven by such shocks.
Specifically, in a subset of cases, a new indirect flight replaces a
previously optimal indirect flight, but the first leg of the flight—
that is, the leg involving headquarters’ home airport—remains
unchanged. As I show in robustness checks, I obtain similar re-
sults when I focus only on this subset of new airline routes.

Plant-Specific Shocks. There is one remaining possibility:
shocks that are specific to a single plant.9 Because such shocks
do not affect other plants in the same region, they cannot be ac-
counted for by the inclusion of MSA-year controls. Likewise, as
the shocks do not affect other plants of the same company, they
cannot be accounted for by the inclusion of firm-year controls. I
address this possibility in three different ways.

First, I consider the dynamic effects of the introduction of
new airline routes. If a new airline route is the (endogenous) out-
come of a preexisting plant-specific shock, then I should find an
‘‘effect’’ of the treatment already before the new airline route is
introduced. However, I find no such effect. On the contrary, I find
that plant-level investment (productivity) increases only with a
lag of 6–12 (12–18) months after the introduction of the new air-
line route, implying there is no effect either before or immediately
after.

Second, it could be that a new airline route is introduced in
anticipation of a future plant-specific shock. Or it could be that
the shock leads first to the introduction of a new airline route and
only later to an increase in plant-level investment (productivity).
Both interpretations are consistent with the absence of preexist-
ing trends. To address this issue, I show that my results are

9. For expositional simplicity, I refer to such shocks as ‘‘plant-specific shocks.’’
Strictly speaking, this category encompasses any shock whose dimension is at the
plant-headquarters level, that is, any shock that is collinear with the treatment.
This includes, for example, ‘‘pair-specific’’ shocks to trade between the plant’s and
headquarters’ locations, in the sense that only plants in location A with headquar-
ters in location B—but not plants in location A in general—are affected by the
shock. Naturally, a shock that is specific to a single plant is also a pair-specific
shock, given that each plant is associated with a unique headquarters’ location.
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robust when I consider only new airline routes that are the out-
come of a merger between two airlines or the opening of a new
hub. Arguably, it is less likely that a shock to a single plant would
be responsible for an airline merger or a hub opening.

Third, I show that my results are robust when I consider only
indirect flights where either the last or first leg of the flight re-
mains unchanged. This addresses not only the possibility of local
and firm-level shocks but also the possibility of shocks that are
specific to a single plant.

Finally, I should mention that I obtain similar results when I
consider only small plants or plants of small firms. Arguably, it is
less likely that small plants or firms can successfully lobby for the
introduction of a new airline route. By the same token, airlines
are less likely to respond to shocks affecting small plants or plants
of small firms. I should also point out that there are 10,533 plants
overall in my sample that experience a reduction in travel time
due to the introduction of new airline routes. Even if it were true
that, in some cases, the new airline route was the outcome of
lobbying by individual plants (or firms), this would still imply
that the treatment is exogenous for the remaining 10,000+
plants.

Miscellaneous Methodological Issues. In addition to account-
ing for the possibility of local shocks, firm-level shocks, and
plant-specific shocks, my empirical design can address several
other concerns.

(1) The time variation in travel time used to construct the
treatment dummy comes entirely from the introduction
of new airline routes. In reality, travel time can also
vary for other reasons, such as the introduction of new
roads, changes in speed limits, and the expansion of
railroad networks. Unfortunately, lack of comprehen-
sive data makes it difficult to account for these sources
of travel time variation. Nevertheless, their omission is
unlikely to affect my results. First, I show in robust-
ness checks that my results are only significant for
large reductions in travel time (at least two hours
round-trip), which almost always come from
long-distance trips where air travel is the optimal
means of transportation. Second, plants whose travel
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time to headquarters is reduced through the expansion
of roads and railroad networks are part of the control
group. Thus, to the extent that these sources of travel
time reduction lead to an increase in plant-level invest-
ment (productivity), their omission would imply that
my results understate the true effects of travel time
reductions.10

(2) I do not consider the termination of existing airline
routes, only the introduction of new airline routes.
Terminations are much less frequent than introduc-
tions. Moreover, as routes that are discontinued are
mostly minor regional routes, the resulting increase
in travel time is generally modest. That being said, I
show in robustness checks that my results are un-
changed if I account for the termination of existing air-
line routes. Precisely, I augment the specification in
equation (1) by adding a second treatment dummy
that equals 1 whenever the termination of an existing
airline route leads to an increase in travel time be-
tween a plant and its headquarters. Including this
second treatment dummy has no effect on the main
treatment dummy (see Table VII later).

(3) Some companies may own private jets. However, if
companies use private jets to fly to plants, then the
introduction of new airline routes should not matter.
Although this is unlikely to introduce any systematic
bias, it introduces noise into the regressions, making it
only harder for me to find any significant results.

(4) My sample spans 29 years of data (from 1977 to 2005).
In my regressions, I use a 10-year treatment window
that begins 5 years before the treatment and ends 5

10. I should note that large reductions in travel time through the expansion of
roads and railroad networks are less likely during my sample period, given that
most of today’s road and railroad infrastructure was already in place before the
beginning of my sample in 1977. Most of the railroad network was built prior to
World War I. The latest major extension of the road network was the completion of
the Interstate Highway System. Construction began in 1956 after the enactment of
the National Interstate and Defense Highways Act. By 1975, the system was mostly
complete (Michaels 2008). In contrast, the airline industry was deregulated early
during my sample period (Airline Deregulation Act of 1978), which triggered an
expansion of airline routes in the following decades. Hence, most of the time series
variation in travel time during my sample period is due to changes in airline routes,
not due to the expansion of roads and railroad networks.
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years after the treatment. However, my results are
similar if I use different treatment windows (6, 8, 12,
14 years) or no treatment window at all, meaning all
plant-year observations of treated plants are included
either before or after the treatment.

(5) An important concern—especially with regard to
difference-in-differences estimations—is that serial cor-
relation of the error term can lead to understated
standard errors. In my regressions, I cluster standard
errors at the MSA level. This clustering not only ac-
counts for the presence of serial correlation within the
same plant, it also accounts for any arbitrary correl-
ation of the error terms across plants in the same
MSA in any given year as well as over time. My results
are similar if I cluster standard errors at the firm level
or at both the MSA and firm level. I also obtain similar
results if I collapse the data into two periods, before
and after the introduction of a new airline route,
using the residual aggregation method described in
Bertrand, Duflo, and Mullainathan (2004).

II.C. Definition of Variables

Measuring Investment. Investment is total capital
expenditures divided by capital stock. Both the numerator and
denominator are expressed in 1997 dollars.11 Investment is
industry-adjusted by subtracting the industry median in a
given three-digit SIC industry and year.12 To mitigate the effect
of outliers, I winsorize investment at the 2.5th and 97.5th
percentiles of its empirical distribution.

Measuring Productivity. My main measure of plant product-
ivity is total factor productivity (TFP). TFP is the difference be-
tween actual and predicted output. Predicted output is the

11. Capital expenditures are deflated by the four-digit SIC investment deflator
from the NBER-CES Manufacturing Industry Database. Appendix B describes how
real capital stock is constructed.

12. Instead of industry-adjusting investment, I could alternatively include
industry-year controls, which are computed analogously to the MSA- and firm-year
controls. My results would be unchanged.
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amount of output a plant is expected to produce for given levels of
inputs. To compute predicted output, I use a log-linear Cobb-
Douglas production function (e.g., Lichtenberg 1992; Schoar
2002; Bertrand and Mullainathan 2003; Syverson 2004; Foster,
Haltiwanger, and Syverson 2008). Specifically, TFP of plant i in
year t is the estimated residual from the regression

yit ¼ �0 þ �kkit þ �llit þ �mmit þ "it,ð2Þ

where y is the logarithm of output and k, l, and m are the loga-
rithms of capital, labor, and material inputs, respectively. To
allow for different factor intensities across industries and over
time, I estimate equation (2) separately for each industry and
year. Accordingly, TFP can be interpreted as the relative prod-
uctivity of a plant within its industry. Industries are classified
using three-digit SIC codes. (The results are qualitatively similar
if I use two- or four-digit SIC codes).13 To match the variables of
the production function as closely as possible, I use data from the
longitudinal linkage of the CMF and ASM. Appendix B describes
how these variables are constructed and how inflation and depre-
ciation are accounted for.

In my main analysis, I estimate equation (2) by ordinary
least squares (OLS). Though this approach is common in the lit-
erature (see Syverson 2011 for a survey), it is not uncontroversial.
Research in industrial organization has argued that two econo-
metric issues arise when production functions are estimated by
OLS (see Ackerberg et al. 2007 for a review). To illustrate these
issues, it is helpful to decompose the error term in equation (2)
into two components: "it ¼ !it þ �it. Although both components
are unobservable to the econometrician, only Zit is unobservable
to the plant. The other component, oit, represents productivity
shocks that are observed or predictable by the plant at the time
when it makes its input decisions. Intuitively, oit may represent

13. SIC codes were the basis for all Census Bureau publications until 1996. In
1997, the Census Bureau switched to the North American Industry Classification
System (NAICS). SIC codes were not discontinued until the 2002 census, however.
From 2002 to 2005, SIC codes are obtained as follows. For plants ‘‘born’’ before 2002,
I use the latest available SIC code. For plants born between 2002 and 2005, I convert
NAICS codes into SIC codes using the concordance table of the Census Bureau. This
concordance is not always one-to-one, however. Whenever a NAICS code corres-
ponds to multiple SIC codes, I use the SIC code with the largest shipment share
within the NAICS industry. Shipment shares are obtained from the 1997 CMF,
which reports both NAICS and SIC codes.
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variables such as the expected downtime due to machine break-
downs or temporary productivity losses due to the integration of
newly hired workers. A classic endogeneity problem arises now
because the plant’s optimal choices of inputs kit, lit, and mit will
generally be correlated with the observed or predictable product-
ivity shock oit. As a result, OLS estimates of the coefficients in
equation (2) may be biased and inconsistent. This endogeneity
problem is often referred to as a ‘‘simultaneity problem.’’

The second endogeneity issue, the ‘‘selection problem,’’ arises
when a plant whose observed or predictable productivity shock oit

is below a certain threshold is shut down. Since plants have
knowledge of oit prior to the shutdown decision, surviving
plants will have oit drawn from a selected sample. The selection
criteria may depend on the production inputs. For instance,
plants with larger capital stock may afford to survive longer at
lower productivity levels, inducing a negative correlation be-
tween oit and kit in the sample of surviving plants. This correl-
ation, in turn, may render the OLS estimates biased and
inconsistent.

A variety of techniques have been suggested to address the
simultaneity and selection problems. In robustness checks, I
employ the structural techniques of Olley and Pakes (OP; 1996)
and Levinsohn and Petrin (LP; 2003).14 OP and LP address the
simultaneity problem by using investment and intermediate
inputs, respectively, to proxy for the productivity shock oit. The
selection problem is addressed by estimating plant survival pro-
pensity scores. Regardless of which method I use, I find that my
results are similar to those obtained by estimating TFP by OLS
(see Table A.5 in the Online Appendix).

TFP measures rely on structural assumptions (e.g., Cobb-
Douglas production function). In robustness checks, I use two
alternative measures of plant-level productivity that are free of
such assumptions: operating margin (OM) and return on capital
(ROC). OM is shipments minus labor and material costs, all
divided by shipments.15 ROC is defined analogously, except
that the denominator is capital stock (instead of shipments).

14. A description of how OP’s and LP’s techniques can be implemented using
plant-level data is available from the author on request.

15. All dollar values are expressed in 1997 dollars. Deflators for shipments and
material costs are available at the four-digit SIC level from the NBER-CES
Manufacturing Industry Database. Deflators for labor costs are available at the
two-digit SIC level from the Bureau of Economic Analysis.
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OM and ROC are industry-adjusted by subtracting the industry
median in a given three-digit SIC industry and year. Regardless
of which measure I use, I find that my results are similar to my
baseline results (see Table A.5 in the Online Appendix).

All productivity measures are subject to extreme values. To
avoid outliers driving my results, I winsorize all productivity
measures at the 2.5th and 97.5th percentiles of their respective
empirical distributions.

Measuring Travel Time Reductions. The itinerary between
headquarters and plants is constructed to reflect as closely as
possible the decision making of managers. I assume that man-
agers make optimal decisions. Accordingly, they choose the route
and means of transportation (e.g., car, plane) that minimizes the
travel time between headquarters and plants.

To identify the location of headquarters and plants, I use
five-digit ZIP codes from the LBD. (Precisely, I use the latitude
and longitude corresponding to the centroid of the area spanned
by the ZIP code.) The travel time between any two ZIP codes is
computed as follows. Using MS Mappoint, I first compute the
travel time by car (in minutes) between the two ZIP codes. This
travel time is used as a benchmark and is compared to the travel
time by air based on the fastest airline route. Whenever traveling
by car is faster, air transportation is ruled out by optimality, and
the relevant travel time is the driving time by car.

To determine the fastest airline route between any two ZIP
codes, I use the itinerary information from the T-100 and ER-586
data. The fastest airline route minimizes the total travel time
between the plant and headquarters. The total travel time con-
sists of three components: (1) the travel time by car between
headquarters and the origin airport, (2) the duration of the
flight, including the time spent at airports and, for indirect
flights, the layover time, and (3) the travel time by car between
the destination airport and the plant. The travel time by car to
and from airports is obtained from MS Mappoint. Flight duration
per segment is obtained from the T-100 and ER-586 data, which
include the average ramp-to-ramp time of all flights performed
between any two airports in the United States. The only unob-
servable quantities are the time spent at airports and the layover
time. I assume that one hour is spent at the origin and destin-
ation airports combined and that each layover takes one hour.
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Although these assumptions reflect what I believe are sensible
estimates, none of my results depend on them. I obtain virtually
identical results when making different assumptions.16

I sometimes refer to the physical distance between headquar-
ters and plants. The physical distance in miles (‘‘mileage’’) is
computed using the great-circle distance formula used in physics
and navigation. The great-circle distance is the shortest distance
between any two points on the surface of a sphere and is obtained
from the formula

r� arcos sin �P sin �HQ þ cos �P cos �HQ cos½�P � �HQ�
� �

,

where �P (�HQ) and fP (fHQ) are the latitude and longitude, re-
spectively, of the ZIP code of the plant (headquarters), and where
r is the approximate radius of the Earth (3,959 miles).

II.D. Summary Statistics

Table I provides summary statistics for all 1,291,280
plant-year observations (column (1)) and separately for plants
that are treated during the sample period (column (2)) and
plants that are never treated during the sample period (column
(3)). For each plant characteristic, the table reports the mean and
standard deviation (in parentheses).17 All dollar values are ex-
pressed in 1997 dollars.

As shown, the group of eventually treated plants accounts for
a relatively small fraction of the total plant-year observations.
This is not a concern, however. Reliable identification of the treat-
ment dummy requires only that this group be sufficiently large in
absolute terms. A sample of 70,467 plant-year observations is a
sufficiently large sample. The summary statistics also show that
eventually treated plants are larger and are located farther away
from headquarters. These differences make sense. To be treated,
a plant needs to be sufficiently far away from headquarters, such
that air travel is the optimal means of transportation. Besides,

16. To obtain an estimate of the average layover time, I randomly selected 100
indirect flights from the most recent year of my sample and used the airlines’ cur-
rent websites to obtain estimates of the layover time. The average layover time
based on these calculations is approximately one hour. The time spent at the
origin and destination airports is immaterial as it cancels out when comparing
old and new flights.

17. Due to the Census Bureau’s disclosure policy, I cannot report median or
other quantile values.
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plants that are located farther away from headquarters typically
belong to larger companies that own larger plants. In robustness
checks, I show that my results are similar if I restrict the sample
to the 70,467 plant-year observations of eventually treated plants
(see Table VII later).18 Also, the difference between eventually
treated plants and nontreated plants comes largely from the
fact that the latter include single-unit firms, that is, firms with
a single plant. Naturally, these plants are relatively small.
Importantly, they cannot be possibly affected by the introduction
of new airline routes—as headquarters and the plant are located
in the same unit—which implies they are in the control group.
In robustness checks, I show that my results are virtually

TABLE I

SUMMARY STATISTICS: PLANTS

(1) (2) (3)

All plants
Eventually new

airline route
No new

airline route

Total value of shipments 50,196 75,752 48,721
(360,930) (222,685) (367,270)

Capital stock 20,710 33,615 19,965
(106,473) (118,024) (105,719)

Employees 213 300 208
(568) (638) (564)

Distance to headquarters (miles) 312 854 281
(563) (616) (544)

Travel time (minutes) 126 362 113
(170) (135) (162)

Number of observations 1,291,280 70,467 1,220,813

Notes. ‘‘All plants’’ refers to all plants in the sample. ‘‘Eventually new airline route’’ refers to plants
that are treated during the sample period, that is, plants whose travel time to headquarters is reduced
through the introduction of a new airline route. ‘‘No new airline route’’ refers to plants that are not
treated during the sample period. Total value of shipments and capital stock are expressed in 1997 dollars
(in 1,000 s) using four-digit SIC deflators from the NBER-CES Manufacturing Industry Database. Capital
stock is constructed using the perpetual inventory method described in Appendix B. Employees is the
number of employees of the plant. Distance to headquarters is the great-circle distance between the
plant’s ZIP code and the ZIP code of headquarters (in miles). Travel time is the total travel time based
on the fastest route and means of transportation (car or plane) between the plant’s ZIP code and the ZIP
code of headquarters (in minutes). All figures are sample means based on unadjusted (i.e., nonwinsorized)
distributions. Standard deviations are in parentheses. The sample period is from 1977 to 2005.

18. Due to the staggered nature of the introduction of new airline routes, even-
tually treated plants are first in the control group and only later—when they are
treated—in the treatment group. Also, I control for plant size and age in all my
regressions, and I obtain identical results if I allow time shocks to differentially
affect plants of different size by interacting plant size with a full set of year dummies
(see columns (3) and (6) of Table III).
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unchanged if I exclude single-unit firms from the sample (see
Table VII later).

The 70,467 plant-year observations in column (2) of Table I
correspond to 10,533 treated plants.19 In Table II, I provide aux-
iliary information about the nature of the treatments. New air-
line routes can be classified into four categories: (1) ‘‘Direct to
Direct’’: a new direct flight using a different route replaces a pre-
viously optimal direct flight, for example, the new flight involves
an airport that is closer to either headquarters or the plant; (2)
‘‘Indirect to Indirect’’: a new indirect flight using a different route
replaces a previously optimal indirect flight, for example, the new
indirect flight has only one stopover, while the previously optimal
indirect flight had two stopovers; (3) ‘‘Indirect to Direct’’: a new
direct flight replaces a previously optimal indirect flight, for ex-
ample, as in the Boston-Memphis example; (4) ‘‘Road to Flight’’: a
new direct or indirect flight replaces car travel as the previously
optimal means of transportation.20

For all treated plants (column (1)) and separately also for
each of the above four categories (columns (2)–(5)), Table II re-
ports the average distance (in miles) between headquarters and
plants, the average travel time before and after the introduction
of the new airline routes, and the average reduction in travel
time, both in absolute and relative terms. As column (1) shows,
the average travel time reduction across all treated plants is 1
hour, 43 minutes for a one-way trip, which amounts to a travel
time reduction of 25%. The breakdown in columns (2) to (5) shows
that the category ‘‘Indirect to Indirect’’ accounts for the largest
reduction in travel time (2 hours, 26 minutes), followed by the
category ‘‘Indirect to Direct’’ (2 hours, 7 minutes) and the cat-
egory ‘‘Direct to Direct’’ (1 hour, 12 minutes). Also, as one
would expect, larger travel time reductions are associated with

19. Thus, on average, I have about seven years of data for each treated plant. I
have verified that my results are robust if I only include plants for which I have data
for the entire 10-year treatment window.

20. To give an example of a ‘‘Direct to Direct’’ treatment, suppose a firm head-
quartered in Atlanta has a plant in Naples, FL. In 1982, the fastest way to travel
from Atlanta to Naples was to take a direct flight from ATL to FLL (Fort Lauderdale
International Airport) and then to drive to Naples. In 1983, Delta Airlines started
operating direct flights between ATL and RSW (Southwest Florida International
Airport), which is located right next to Naples. Thus, in this case, a previously
optimal direct flight (ATL to FLL) is replaced by a new, and faster, direct flight
(ATL to RSW).

QUARTERLY JOURNAL OF ECONOMICS882



longer physical distances. Finally, the ‘‘Road to Flight’’ category
applies only to a small subset of treated plants (609 plants) whose
location is relatively close to headquarters (191 miles), which ex-
plains why for these plants travel by car was previously the op-
timal means of transportation. Not surprisingly, the average
travel time reduction is rather small for this category (47
minutes).

III. Results

III.A. Main Results

Table III contains the main results. All regressions include
plant and year fixed effects. Column (1) shows the effect of the
introduction of new airline routes on plant-level investment.
Investment is defined as capital expenditures divided by capital
stock and is industry-adjusted at the three-digit SIC level. As is
shown, the coefficient on the treatment dummy is 0.008, which
implies that investment increases by 0.8 percentage points on

TABLE II

SUMMARY STATISTICS: TRAVEL TIME REDUCTIONS

(1) (2) (3) (4) (5)

All
Indirect

to indirect
Indirect
to direct

Direct
to direct

Road
to flight

Distance to headquarters
(miles)

854 1,211 942 726 191

Travel time before (minutes) 417 566 466 338 253
Travel time after (minutes) 314 420 339 266 206
� travel time (minutes) �103 �146 �127 �72 �47
� travel time (%) �25 �26 �27 �21 �19

Number of observations 10,533 1,911 3,469 4,544 609

Notes. ‘‘All’’ refers to all treated plants, that is, plants whose travel time to headquarters is reduced
through the introduction of a new airline route during the sample period. ‘‘Indirect to indirect’’ refers to
the subset of treated plants for which a new indirect flight using a different route replaces a previously
optimal indirect flight. ‘‘Indirect to direct’’ refers to the subset of treated plants for which a new direct
flight replaces a previously optimal indirect flight. ‘‘Direct to direct’’ refers to the subset of treated plants
for which a new direct flight using a different route replaces a previously optimal direct flight. ‘‘Road to
flight’’ refers to the subset of treated plants for which a new direct or indirect flight replaces car travel as
the previously optimal means of transportation. Distance to headquarters is the great-circle distance
between the plant’s ZIP code and the ZIP code of headquarters (in miles). Travel time before is the
total travel time between the plant’s ZIP code and the ZIP code of headquarters based on the fastest
route and means of transportation (car or plane) before the introduction of the new airline route (in
minutes). Travel time after is defined accordingly. � travel time is the difference between travel time
after and travel time before, expressed either in minutes or as a percentage of travel time before. All
figures are sample means across all plants. The sample period is from 1977 to 2005.

PROXIMITY AND INVESTMENT 883



T
A

B
L

E
II

I

T
H

E
E

F
F

E
C

T
O

F
N

E
W

A
IR

L
IN

E
R

O
U

T
E

S
O

N
P

L
A

N
T

IN
V

E
S

T
M

E
N

T
A

N
D

P
R

O
D

U
C

T
IV

IT
Y

D
ep

en
d

en
t

v
a
ri

a
b
le

In
v
es

tm
en

t
T

F
P

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

T
re

a
tm

en
t

0
.0

0
8
**

*
0
.0

0
9
**

*
0
.0

1
0
**

*
0
.0

1
4
**

*
0
.0

1
3
**

*
0
.0

1
3
**

*
(0

.0
0
1
)

(0
.0

0
1
)

(0
.0

0
1
)

(0
.0

0
3
)

(0
.0

0
3
)

(0
.0

0
3
)

M
S

A
-y

ea
r

0
.1

5
3
**

*
0
.1

4
8
**

*
0
.0

8
0
**

*
0
.0

8
0
**

*
(0

.0
2
2
)

(0
.0

2
2
)

(0
.0

1
2
)

(0
.0

1
2
)

F
ir

m
-y

ea
r

0
.2

0
5
**

*
0
.2

0
5
**

*
0
.1

8
6
**

*
0
.1

8
6
**

*
(0

.0
0
6
)

(0
.0

0
6
)

(0
.0

0
5
)

(0
.0

0
5
)

A
g
e

�
0
.0

6
0
**

*
�

0
.0

6
1
**

*
0
.0

1
5
**

*
0
.0

1
8
**

*
(0

.0
0
2
)

(0
.0

0
2
)

(0
.0

0
2
)

(0
.0

0
3
)

S
iz

e
0
.0

2
9
**

*
0
.0

1
2
**

*
(0

.0
0
1
)

(0
.0

0
2
)

P
la

n
t

fi
x
ed

ef
fe

ct
s

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
ea

r
fi

x
ed

ef
fe

ct
s

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

S
iz

e
�

y
ea

r
fi

x
ed

ef
fe

ct
s

N
o

N
o

Y
es

N
o

N
o

Y
es

R
-s

q
u

a
re

d
0
.3

9
0
.4

1
0
.4

1
0
.6

0
0
.6

1
0
.6

1
N

u
m

b
er

of
ob

se
rv

a
ti

on
s

1
,2

9
1
,2

8
0

1
,2

9
1
,2

8
0

1
,2

9
1
,2

8
0

1
,2

9
1
,2

8
0

1
,2

9
1
,2

8
0

1
,2

9
1
,2

8
0

N
ot

es
.

In
v
es

tm
en

t
is

th
e

ra
ti

o
of

ca
p

it
a
l

ex
p

en
d

it
u

re
s

to
ca

p
it

a
l

st
oc

k
,

w
h

ic
h

is
in

d
u

st
ry

-a
d

ju
st

ed
b
y

su
b
tr

a
ct

in
g

th
e

in
d

u
st

ry
m

ed
ia

n
a
cr

os
s

a
ll

p
la

n
ts

in
a

g
iv

en
th

re
e-

d
ig

it
S

IC
in

d
u

st
ry

a
n

d
y
ea

r.
T

ot
a
l

fa
ct

or
p

ro
d

u
ct

iv
it

y
(T

F
P

)
is

th
e

re
si

d
u

a
l

fr
om

es
ti

m
a
ti

n
g

a
lo

g
-l

in
ea

r
C

ob
b
-D

ou
g
la

s
p

ro
d

u
ct

io
n

fu
n

ct
io

n
b
y

or
d

in
a
ry

le
a
st

sq
u

a
re

s
fo

r
ea

ch
th

re
e-

d
ig

it
S

IC
in

d
u

st
ry

a
n

d
y
ea

r
a
t

th
e

p
la

n
t

le
v
el

.
In

v
es

tm
en

t
a
n

d
T

F
P

a
re

w
in

so
ri

ze
d

a
t

th
e

2
.5

th
a
n

d
9
7
.5

th
p

er
ce

n
ti

le
s

of
th

ei
r

em
p

ir
ic

a
l

d
is

tr
ib

u
ti

on
.

T
re

a
tm

en
t

is
a

d
u

m
m

y
v
a
ri

a
b
le

th
a
t

eq
u

a
ls

1
if

a
n

ew
a
ir

li
n

e
ro

u
te

th
a
t

re
d

u
ce

s
th

e
tr

a
v
el

ti
m

e
b
et

w
ee

n
a

p
la

n
t

a
n

d
it

s
h

ea
d

q
u

a
rt

er
s

h
a
s

b
ee

n
in

tr
od

u
ce

d
.

M
S

A
-y

ea
r

a
n

d
fi

rm
-y

ea
r

in
d

ic
a
te

th
e

m
ea

n
of

th
e

d
ep

en
d

en
t

v
a
ri

a
b
le

in
th

e
p

la
n

t’
s

M
S

A
a
n

d
fi

rm
,

re
sp

ec
ti

v
el

y
,

ex
cl

u
d

in
g

th
e

p
la

n
t

it
se

lf
.

A
g
e

is
th

e
n

a
tu

ra
l

lo
g
a
ri

th
m

of
on

e
p

lu
s

th
e

n
u

m
b
er

of
y
ea

rs
si

n
ce

th
e

p
la

n
t

h
a
s

b
ee

n
in

th
e

L
B

D
.

S
iz

e
is

th
e

n
a
tu

ra
l

lo
g
a
ri

th
m

of
th

e
n

u
m

b
er

of
em

p
lo

y
ee

s
of

th
e

p
la

n
t.

S
ta

n
d

a
rd

er
ro

rs
a
re

cl
u

st
er

ed
a
t

th
e

M
S

A
le

v
el

.
T

h
e

sa
m

p
le

p
er

io
d

is
fr

om
1
9
7
7

to
2
0
0
5
.

S
ta

n
d

a
rd

er
ro

rs
a
re

in
p

a
re

n
th

es
es

.
*,

**
,

a
n

d
**

*
d

en
ot

es
si

g
n

ifi
ca

n
ce

a
t

th
e

1
0
%

,
5
%

,
a
n

d
1
%

le
v
el

,
re

sp
ec

ti
v
el

y
.

QUARTERLY JOURNAL OF ECONOMICS884



average. The coefficient is statistically highly significant. It is also
economically significant. Given that the sample mean of plant-level
investment is 0.10, an increase of 0.8 percentage points implies
that investment increases by 8%, corresponding to an increase in
capital expenditures of $158,000 (in 1997 dollars).21

In column (2), I account for the possibility of local shocks
(by including MSA-year controls) and shocks at the firm level
(by including firm-year controls). The MSA- and firm-year con-
trols are described in Section II.B. I also control for plant age and
size. Age is the logarithm of one plus the number of years since
the plant has been covered in the LBD. Size is the logarithm of the
number of employees. As shown, the results are not sensitive to
the inclusion of controls. If anything, the coefficient on the
treatment dummy becomes slightly larger: the coefficient is now
0.009, which implies that plant-level investment increases by 9%,
corresponding to an increase in capital expenditures of $177,000
(in 1997 dollars). In column (3), I allow time shocks to differen-
tially affect plants of different size by interacting plant size with a
full set of year dummies. Again, this has little impact on my
results.

In columns (4) to (6), I reestimate the specifications in col-
umns (1) to (3) with TFP as the dependent variable. TFP is
defined in Section II.C. Recall that TFP measures the relative
productivity of a plant within an industry. The coefficient on
the treatment dummy is between 0.013 and 0.014, which implies
TFP increases by 1.3% to 1.4%, respectively, corresponding to an
increase in profits (in 1997 dollars) of $275,000 and $296,000,
respectively.22

21. A coefficientof 0.008 implies an increase in capital expenditures equal to 0.8%
of capital stock. Given that the average capital stock of treated plants is $19.7 mil-
lion—based on the winsorized distribution of capital stock, consistent with the way
investment is constructed (see Section II.C)—this implies an increase in plant-level
capital expenditures of 0.008�$19.7 million = $158,000.

22. A 1.3% increase in TFP implies, by definition, that the plant produces a 1.3%
higher value of shipments with exactly the same inputs. Accordingly, the increase in
plant-level profits can be approximated by multiplying the pretreatment average
value of shipments of treated plants based on the winsorized distribution (consistent
with the way TFP is constructed, see Section II.C) by 0.013. This pretreatment aver-
age is$32.5 million, implying an increase in plant-level profits of 0.65�0.013�$32.5
million = $275,000 (using a corporate tax rate of 35%). This figure is likely an over-
statement, however, as it only accounts for expenses incurred by the plant but not for
those incurred by headquarters (e.g., travel costs and other headquarters-related
expenses that may arise following the treatment).
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In the remainder of this article, I use the specification in
columns (2) and (5)—which includes MSA- and firm-year con-
trols, plant age, and plant size—as my baseline specification.
All my results are similar if I exclude these four controls, if I
include only a subset, or if I additionally control for firm age
and firm size.

III.B. Dynamic Effects of New Airline Routes

As discussed in Section II.B, an important concern is that
omitted plant-specific shocks could be driving both the introduc-
tion of new airline routes and plant-level investment or product-
ivity. Because these shocks do not affect other plants in the same
region, they cannot be accounted for by the inclusion of MSA-year
controls. Likewise, as they do not affect other plants of the same
firm, they cannot be accounted for by the inclusion of firm-year
controls.

If a new airline route is the (endogenous) outcome of a pre-
existing plant-specific shock, then I should find an ‘‘effect’’ of the
treatment already before the new airline route is introduced. To
investigate this issue, I study in detail the dynamic effects of the
introduction of new airline routes. Given that annual records in
the CMF and ASM are measured in calendar years, the last
month of each plant-year observation is December. Because the
T-100 and ER-586 segment data are at monthly frequency, this
means I know precisely in which month a new airline route is
introduced. Accordingly, I am able to reconstruct how many
months before or after the introduction of a new airline route a
given plant-year observation is recorded. For instance, consider
again the Boston-Memphis example. In this example, the 1985
plant-year observation of the Memphis plant is recorded 9
months before the treatment; the 1986 plant-year observation is
recorded 3 months after the treatment; the 1987 plant-year ob-
servation is recorded 15 months after the treatment, and so on.

By exploiting the detailed knowledge of the months in which
new airline routes are introduced, I can replace the treatment
dummy in equation (1) with a set of dummies indicating the
time interval between a given plant-year observation and
the treatment. I use eight dummies. The first dummy,
‘‘Treatment (�12 m,�6 m),’’ equals 1 if the plant-year observation
is recorded between 12 and 6 months before the treatment. The
other dummies are defined accordingly with respect to the
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intervals (�6 m, 0 m), (0 m, 6 m), (6 m, 12 m), (12 m, 18 m), (18 m,
24 m), (24 m, 30 m), and 30 months and beyond (‘‘30 m +’’).

Table IV shows the results. In column (1), the dependent
variable is plant-level investment. The main variables of interest
are Treatment (�12 m, �6 m) and Treatment (�6 m, 0 m), which
measure the ‘‘effect’’ of the new airline routes before their intro-
duction. As is shown, the coefficients on both variables are small
and insignificant, which suggests that there are no pre-existing
trends in the data. Interestingly, the coefficient on Treatment
(0 m, 6 m), which captures the effect of the new airline routes
within the first six months after their introduction, is also insig-
nificant. Moreover, although the effect becomes significant after
six months, it remains initially small in economic terms. It is only
after 12 months that the effect becomes large and highly signifi-
cant. Precisely, the coefficients on Treatment (12 m, 18 m),
Treatment (18 m, 24 m), and Treatment (24 m, 30 m) are between
0.013 and 0.014, which implies that plant-level investment in-
creases by 13% to 14%. In the longer run—that is 30 months
and beyond—the magnitude of the coefficient reverts to a slightly
lower level. In column (2), the dependent variable is TFP. The
pattern is similar to above, except that the increase in TFP occurs
six months after the increase in investment. Accordingly, the
effect on TFP becomes significant only after 12 months, and it
becomes economically large only after 18 months.

III.C. Discussion

Money Left on the Table? My results suggest that plant-level
profits increase by $275,000 to $296,000 on average (see Section
III.A). This raises the question of whether there is or, precisely,
was ‘‘money left on the table.’’ In particular, if the increase in
profits is so large, why did the CEO (or some other senior
executive) not already fly more often to the plants before? One
answer is that the CEO is so time-constrained that, absent a re-
duction in travel time, he was simply unable to travel more often.
Consistent with this argument, I document in Section V.A that
the treatment effect is stronger for firms whose managers are
more time-constrained.

Another way of looking at the magnitudes of my estimates is
from an agency perspective.23 Indeed, the CEO (or some other

23. I am very grateful to the editor, Andrei Shleifer, for suggesting this
argument.
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senior executive who must travel to the plants) pays the time and
inconvenience cost out of his own pocket, so to speak, but receives
only a fraction of the incremental profits. This personal profit—
which the CEO forgoes by not flying more often—is what needs to
be compared with his personal cost of traveling. Thus, the rele-
vant question may not be whether there is money left on the table

TABLE IV

DYNAMIC EFFECTS OF NEW AIRLINE ROUTES

(1) (2)
Dependent variable Investment TFP

Treatment (�12 m, �6 m) �0.000 �0.001
(0.003) (0.005)

Treatment (�6 m, 0 m) �0.001 �0.001
(0.002) (0.004)

Treatment (0 m, 6 m) 0.003 0.001
(0.003) (0.005)

Treatment (6 m, 12 m) 0.005** 0.006
(0.002) (0.005)

Treatment (12 m, 18 m) 0.013*** 0.012**
(0.003) (0.005)

Treatment (18 m, 24 m) 0.014*** 0.020***
(0.002) (0.004)

Treatment (24 m, 30 m) 0.014*** 0.020***
(0.003) (0.005)

Treatment (30 m +) 0.009*** 0.013***
(0.002) (0.004)

MSA-year 0.153*** 0.080***
(0.022) (0.012)

Firm-year 0.205*** 0.186***
(0.006) (0.005)

Age �0.060*** 0.015***
(0.002) (0.002)

Size 0.029*** 0.012***
(0.001) (0.002)

Plant fixed effects Yes Yes
Year fixed effects Yes Yes

R-squared 0.41 0.61
Number of observations 1,291,280 1,291,280

Notes. Treatment (�12 m, �6 m) is a dummy variable that equals 1 if the plant-year
observation is recorded between 6 and 12 months before the introduction of the new
airline route. Treatment (�6 m, 0 m), treatment (0 m, 6 m), treatment (6 m, 12 m), treat-
ment (12 m, 18 m), treatment (18 m, 24 m), treatment (24 m, 30 m), and treatment (30 m
+) are defined analogously. All other variables are defined in Table III. Standard errors
are clustered at the MSA level. The sample period is from 1977 to 2005. Standard errors
are in parentheses. *, **, and *** denotes significance at the 10%, 5%, and 1% level,
respectively.
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for the firm, but rather whether there is money left on the table
for the CEO himself.

To estimate the CEO’s personal profits, I merge my sample
with ExecuComp, which contains detailed information on execu-
tive compensation, including CEO ownership. Alas, merging my
sample with ExecuComp significantly reduces the number of ob-
servations, first, because ExecuComp includes only large, pub-
licly traded firms and, second, because ExecuComp begins only
in 1992. I compute CEO ownership in two ways. First, I compute
the ratio of shares held by the CEO to the total number of shares
outstanding. This measure ignores stock options and may there-
fore underestimate CEO ownership. To mitigate this concern, I
also compute the ratio of shares and option deltas held by the
CEO to the total number of shares and option deltas outstanding.
Stock option deltas are computed using the methodology in Core
and Guay (2002). Depending on which measure I use, I find that
the average pretreatment CEO ownership is between 1.3% and
1.4%.

I then reestimate my baseline TFP regression using the
ExecuComp subsample. I find that the coefficient on the treat-
ment dummy is 0.010, which corresponds to an increase in
plant-level profits of $312,000. (This is slightly higher than the
profit increase of $275,000 to $296,000 reported in Section III.A,
because the plants of companies included in ExecuComp are on
average larger than those in my main sample.) Given that CEO
ownership is between 1.3% and 1.4%, this implies an increase in
the CEO’s personal profits of $4,056 to $4,368.24 Although this is
of course speculative, I find it plausible to think of this personal
profit as being relatively small from a (wealthy) CEO’s perspec-
tive—possibly small enough that it does not compensate him for
his personal time and inconvenience cost.

Maybe the CEO would have been more likely to travel if the
firm had a corporate jet. Though entry-level jets are available for
a couple of million dollars (with top-of-the-line models costing $30
million and more), the annual operating costs are substantial. For
instance, Edgerton (2012, 2188) estimates that ‘‘annual operating

24. This is likely an overstatement of a CEO’s personal profits. As plant-level
profits do not include expenses incurred by headquarters, for example, overhead
and travel expenses, the increase in firm-level profits is likely to be less than
$312,000, which implies that the increase in the CEO’s personal profits is less
than $4,056 to $4,368.
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costs can be as high as $5 million per jet, with $1 million being
quite typical.’’ Also, fractional ownership of jets, an innovation
that significantly reduced the costs of using private jets, has
become available only relatively late during my sample
period.25 Leaving cost considerations aside, there may also be
other reasons firms do not use corporate jets. One such reason
may be corporate governance, given that private jets may be ex-
cessively used for the pursuit of private benefits. Consistent with
this picture, Edgerton (2012) finds that firms undergoing lever-
aged buyouts significantly reduce their fleet of corporate jets.
Also, Yermack (2006) finds that the use of corporate jets is sig-
nificantly related to CEOs’ long-distance golf club memberships,
and that companies allowing personal aircraft use by their CEO
underperform market benchmarks by about 4% per year.26

Maybe it would pay the firm to hire ‘‘delegated monitors’’ and
deploy them at the plant? Again, it is unclear whether a profit
increase of $275,000 to $296,000 is enough to justify the costs.
More important, it is unclear whether delegated monitors
would be an effective substitute for the CEO or some other
senior manager visiting the plant. Indeed, the very definition
of soft information argues that it ‘‘cannot be credibly
transmitted’’ (Stein 2002, 1891) and ‘‘cannot be directly verified
by anyone other than the agent who produces it’’ (1892).
Consequently, to the extent that capital budgeting decisions are
(partly) based on soft information, there is no effective substitute
for the CEO (or whoever makes the decision) personally visiting
the plant.

Spillover Effects. That plant-level TFP increases does not
automatically imply that the company is better off. Maybe the

25. In 1986, NetJets pioneered the concept of fractional ownership of private
jets, but it has become widely popular only since the mid-1990s (National Business
Aviation Administration 2004). Nevertheless, the increased use of private jets since
the mid-1990s may be an alternative explanation—in addition to the one given in
Section V.B—for why the treatment effect has become significantly weaker during
the later years of my sample period (see Table IX for details).

26. See also ‘‘Corporate Jet Set: Leisure vs. Business’’ (Wall Street Journal,
June 16, 2011), reporting that, for some companies, more than half of all flights
go to resort areas such as Palm Beach, Aspen, or the Bahamas.
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CEO or other managers—who can now travel more easily to the
plant—do not really add any monitoring value at all, but they
think they do. If so, they might draw comfort from their added
involvement and invest more in the plant. This might make the
plant more productive (i.e., TFP increases), especially if the plant
was below the first-best level of investment before, for example,
because the firm is financially constrained. However, under this
alternative scenario, the rest of the firm would probably suffer,
because all that is going on is an inefficient reallocation of capital
based on a mistake. Likewise, if the reduction in travel time
makes it easier for plant-level managers to lobby headquarters,
investment and productivity at the treated plant might increase
(at the expense of other plants). However, if all that is going on is
an inefficient reallocation based on lobbying, overall productivity
(at the firm level) should not increase. In fact, it should probably
decline.

In follow-up work, I take a closer look at such spillover effects
(Giroud and Mueller 2012). The research is motivated by the fact
that theory on internal capital markets predicts that—provided
firms are financially constrained—positive shocks to investment
at one plant should lead to a decline in investment at other plants
(e.g., Stein 1997). However, if the reallocation is overall efficient,
firm-level productivity should rise. The main results are as fol-
lows. On average, there are no spillovers to other plants. Thus, on
average, the increase in investment and productivity at the trea-
ted plant documented here is indeed a ‘‘net effect,’’ which trans-
lates into higher investment and productivity for the firm as a
whole. That being said, when we look separately at financially
constrained and unconstrained firms, we find evidence of nega-
tive spillovers among financially constrained firms—that is,
investment at other plants declines. In contrast, we find no evi-
dence of spillovers at financially unconstrained firms. However,
even in situations where spillovers exist, overall firm-level prod-
uctivity improves, suggesting that the resource reallocation is
beneficial for the firm as a whole.

IV. Robustness

Not finding a significant treatment effect either before or
immediately after the introduction of new airline routes (see
Table IV) mitigates concerns that my results are driven by

PROXIMITY AND INVESTMENT 891



preexisting plant-specific shocks. However, it could still be that a
new airline route is introduced in anticipation of a future
plant-specific shock. Or it could be that the shock leads first to
the introduction of a new airline route and only later to an in-
crease in plant-level investment (productivity). Both interpret-
ations are consistent with the absence of preexisting trends.
More generally, any shock whose dimension is at the
plant-headquarters level is a potential remaining concern. As
such shocks are collinear with the treatment, they cannot be fil-
tered out by the inclusion of MSA- or firm-year controls. This
includes, for example, the possibility of pair-specific shocks to
trade between the plant’s and headquarters’ locations, in the
sense that only plants in location A with headquarters in location
B—but not plants in location A in general—are affected by the
shock. The robustness tests in this section are meant to address
this remaining concern.

IV.A. Hub Openings and Airline Mergers

In this section, I show that my results are robust when I
consider only new airline routes that are the outcome of a
merger between two airlines or the opening of a new hub.27

Arguably, it is rather unlikely that a shock to a single plant—or
a pair-specific shock that affects only plants in location A with
headquarters in location B—would be responsible for an airline
merger or a hub opening.

Table A.1 in the Online Appendix provides a list of airline
hubs that were opened during the sample period. The list is com-
piled from two sources: newspaper reports and airlines’ annual
reports. The newspaper reports are obtained from various news-
paper databases (ProQuest, Factiva, and Newsbank America’s
Newspapers). Precisely, I ran a search for articles that contain
the airline name, the airport name, and the word ‘‘hub.’’ These
articles are supplemented with information about hub openings
that airlines self-report in their annual reports. As can be seen,
most of the hub openings date back to the 1980s. In the years
following the Airline Deregulation Act of October 1978, airlines
started competing for strategic hub locations, and as a result,
the 1980s witnessed a substantial number of new hub openings
(Ivy 1993).

27. I thank Adair Morse for suggesting the idea to look at hub openings.
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Table A.2 in the Online Appendix provides a list of airline
mergers that were completed during the sample period.28 The list
is compiled from the same sources as the list of hub openings and
is supplemented with merger information from Thompson’s
Securities Data Corporation (SDC) database. Although many air-
line mergers were completed during the sample period, I consider
only mergers that account for at least one treatment in my
sample. Mergers of small commuter airlines servicing few loca-
tions often do not satisfy this criterion.29 As is shown in Table A.2,
the pattern of airline mergers mirrors that of new hub openings.
The increase in competition induced by the Airline Deregulation
Act of 1978 forced many airlines to file for bankruptcy or merge
with another airline. By 1990, this consolidation phase was lar-
gely completed. As a result, industry-wide concentration had
increased sharply, with the nine largest airlines representing a
total market share of over 90% of domestic revenue passenger
miles (Goetz and Sutton 1997).

28. Airline mergers can lead to both the introduction of new airline routes and
the termination of existing routes. New airline routes are typically introduced as
the acquirer airline takes over the gates of the target airline at airports that were
previously not serviced by the acquirer. For instance, in 1986, American Airlines
acquired Air California (AirCal), a regional carrier operating in California. AirCal
had previously serviced regional airports such as Sacramento, Palm Springs, and
Oakland. After taking over AirCal’s gates at these airports, American Airlines
introduced several new airline routes, for example, from Chicago to Sacramento
or from Nashville to Oakland. Route terminations are examined separately in
Section IV.C.

29. I apply three additional criteria when compiling the list of airline mergers.
First, I consider only mergers that resulted in an actual merger of the airlines’
operations. For example, Southwest Airlines acquired Muse Air in 1985 and oper-
ated it as a fully owned subsidiary until its liquidation in 1987. Since an integration
of the Muse Air routes into the Southwest network never occurred, I do not code this
event as a merger. Second, the year of the merger in Table A.2 is the year in which
the airlines actually merged their operations, not the year in which the merger was
consummated. For example, Delta Airlines acquired Western Airlines on December
16, 1986. For a few months, Western was operated as a fully owned subsidiary. It is
only several months later, on April 1, 1987, that Western’s operations were merged
into the Delta network. Hence, in Table A.2, the relevant merger year is 1987.
Third, in two cases, the term ‘‘Acquirer Airline’’ refers to the name of the merged
entity, not the actual acquirer. In the 1997 merger of AirTran Airways and ValueJet
Airlines, the acquirer was actually ValueJet. However, the merged carrier retained
the AirTran name, brand, and identity. Likewise, in the 1982 merger of Continental
Airlines and Texas International Airlines, the acquirer was Texas Air (the owner of
Texas International Airlines). The merged airline retained the Continental name,
however.
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Based on the list of hub openings and airline mergers, I
divide the 10,533 treated plants into three categories: ‘‘hub treat-
ments,’’ ‘‘merger treatments,’’ and ‘‘other treatments.’’ Hub treat-
ments involve new airline routes that are introduced by airlines
in the same year as they open a new hub. Merger treatments are
defined analogously with respect to airline mergers.30 In total, my
sample includes 1,761 hub treatments and 535 merger treat-
ments, which together account for 22% of all treated plants.
This high percentage indicates that hub openings and airline
mergers are significant events in the lives of airlines.

Figure I provides additional statistics. The diamond dots
mark the number of newly treated plants (‘‘treatments’’) per
year where the treatment involves a new airline route that is
introduced by an airline that opens a new hub in year zero
(event year). All years (i.e., –2, –1, etc.) are measured relative to
the event year. As shown, the number of new treatments invol-
ving airlines that open a new hub is roughly constant in the years
before and after the hub opening. However, in the year of the hub
opening, the number of new treatments is about three times
higher. I obtain a similar pattern when I consider new treatments
involving airlines that merge in year zero (marked by square dots
in Figure I).31 In either case, the spike in the event year confirms
that airlines substantially expand their route networks when
opening a new hub or integrating other airlines’ routes into
their own operations.

In Table V, I replace the treatment dummy in equation (1)
with a set of three dummies indicating whether the treatment is a
hub treatment, merger treatment, or other treatment. As shown,
the coefficients on all three dummies are statistically significant
and economically large. The coefficient is largest for hub treat-
ments, slightly smaller for merger treatments, and smallest
for the other treatments. The differences among the coefficients
are likely reflective of the fact that new airline routes that
are introduced as part of a hub opening or airline merger are
mostly long-distance routes, which tend to be associated with
larger travel time reductions. As I show in robustness checks

30. If a merger treatment coincides with a hub treatment, I classify the event as
a hub treatment. For instance, in 1987, Delta Airlines merged the operations of
Western Airlines into their network and opened a new hub in Salt Lake City on the
basis of the former Western hub.

31. In the years preceding the merger, the number of new treatments per year
includes treatments associated with both the acquirer and target airlines.
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(see Section IV.D), larger travel time reductions are associated
with stronger treatment effects. Importantly, however, that all
three coefficients—especially those associated with hub and
merger treatments—are large and significant mitigates concerns
that my results are driven by plant-specific shocks.

IV.B. New Airline Routes with Same Last Leg or Same First Leg

Another way to account for the possibility of plant-specific
shocks—or likewise, pair-specific shocks that are collinear
with the treatment—is to consider only new airline routes
whose introduction is unlikely to be driven by such shocks.
Precisely, in a subset of cases, a new indirect flight replaces a
previously optimal indirect flight, but either the last leg or the
first leg of the flight—that is, the leg involving either the plant’s
or headquarters’ home airport—remains unchanged. I show now
that my results are robust when I consider only such new airline
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FIGURE I

Number of New Treatments around Hub Openings and Airline Mergers

The vertical axis indicates the number of newly treated plants per year
(‘‘Treatments’’) by airlines that open a new hub (‘‘Hubs’’) or merge with another
airline (‘‘Mergers’’) in year 0. Years are expressed in event time with respect to
year 0 (event year). In the years preceding the airline mergers, the number of
newly treated plants per year includes treatments by both the acquirer and
target airlines.
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routes.32 This not only addresses the possibility of plant or
pair-specific shocks, it also addresses the possibility of local and
firm-specific shocks to the extent that these are not already being
fully accounted for by the inclusion of MSA- and firm-year
controls.

As Table II shows, there are 10,533 treatments in total, of
which 1,911 (18%) are due to a new indirect flight replacing a
previously optimal indirect flight (‘‘indirect to indirect’’). In 977
of these cases, the new indirect flight operates the same last leg as
the previously optimal indirect flight. For instance, a previously
optimal indirect flight with two stopovers (three legs) might be
replaced by a new indirect flight with only one stopover (two legs),

TABLE V

HUB OPENINGS AND AIRLINE MERGERS

(1) (2)
Dependent variable Investment TFP

Treatment (hub) 0.017*** 0.019***
(0.002) (0.005)

Treatment (merger) 0.014** 0.018**
(0.006) (0.009)

Treatment (other) 0.008*** 0.011***
(0.001) (0.003)

MSA-year 0.153*** 0.080***
(0.022) (0.012)

Firm-year 0.205*** 0.186***
(0.006) (0.005)

Age �0.060*** 0.015***
(0.002) (0.002)

Size 0.029*** 0.012***
(0.001) (0.002)

Plant fixed effects Yes Yes
Year fixed effects Yes Yes

R-squared 0.41 0.61
Number of observations 1,291,280 1,291,280

Notes. Treatment (hub) and treatment (merger) are dummy variables that equal 1 if the treatment
dummy equals 1 and the new airline route is introduced by an airline in the same year as it opens a new
hub or merges its operations with another airline, respectively. Treatment (other) is a dummy variable
that equals 1 if the treatment dummy equals 1 and the treatment is not a hub or merger treatment as
defined above. All other variables are defined in Table III. Standard errors are clustered at the MSA level.
The sample period is from 1977 to 2005. Standard errors are in parentheses. *, **, and *** denotes
significance at the 10%, 5%, and 1% level, respectively.

32. I thank Leonid Kogan and Dimitris Papanikolaou for suggesting this ro-
bustness check.
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but the last leg of the flight—that is, the leg connecting the plant’s
home airport—remains unchanged (see the BOS-ATL-MEM-LIT
example in Section II.B). Because the last leg of the flight is un-
changed, it is rather unlikely that this new airline route was
triggered by a plant-specific shock or local shock in the plant’s
vicinity. In the remaining 934 cases, the new indirect flight oper-
ates the same first leg as the previously optimal indirect flight.
(Hence, there exists no ‘‘indirect to indirect’’ treatment where
either both the last and first leg have changed or where both
legs remain unchanged.) By the same token as above, given
that the first leg of the flight—the leg connecting headquarters’
home airport—remains unchanged, it is rather unlikely that this
new airline route was triggered by a shock at the firm level.

In Table VI, I replace the treatment dummy in equation (1)
with a set of three dummies indicating whether the treatment is
due to a new indirect flight operating the same last leg (‘‘same last
leg’’), a new indirect flight operating the same first leg (‘‘same first
leg’’), or any other new flight (‘‘other’’). As shown, the coefficients
on all three dummies are statistically significant and economic-
ally large. The coefficient is largest for the ‘‘same first leg’’ and
‘‘same last leg’’ treatments, which is reflective of the fact that
‘‘indirect to indirect’’ treatments, are associated with larger
travel time reductions (see Table II). Importantly, however, the
fact that all three coefficients—especially those associated with
the ‘‘same first leg’’ and ‘‘same last leg’’ treatments—are large and
significant alleviates concerns that my findings are driven by
plant- or pair-specific shocks, local shocks, or shocks at the firm
level.

IV.C. Alternative Control Groups

In my baseline specification, the control group consists of all
plants that have not (yet) been treated. Due to the staggered
nature of the introduction of new airline routes, this includes
plants that are never treated during the sample period as well
as plants that will be treated at some future time. In this section, I
examine the robustness of my results to using alternative control
groups. The results are presented in Table VII.

Multiunit Firms. In columns (1) and (2), I exclude single-unit
firms from the sample, which means the sample consists exclu-
sively of multiunit firms. As explained in Section II.D, single-unit
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firms cannot be possibly affected by the introduction of new air-
line routes, which implies they are necessarily in the control
group. As shown, my results are unchanged if single-unit firms
are excluded.

Eventually Treated Plants. As discussed in Section II.D, even-
tually treated plants are larger than plants that are never treated
during the sample period. In columns (3) and (4), I exclude the
latter plants from the sample, which means the sample consists
exclusively of eventually treated plants (see Bertrand and
Mullainathan 2003 for a similar robustness check). This is pos-
sible, because—due to staggered nature of the introduction of new
airline routes—eventually treated plants are first in the control
group and only later, when they are treated, in the treatment

TABLE VI

NEW AIRLINE ROUTES WITH SAME LAST LEG OR SAME FIRST LEG

(1) (2)
Dependent variable Investment TFP

Treatment (same last leg) 0.012*** 0.014*
(0.004) (0.008)

Treatment (same first leg) 0.013*** 0.015**
(0.004) (0.008)

Treatment (other) 0.009*** 0.012***
(0.001) (0.003)

MSA-year 0.153*** 0.080***
(0.022) (0.012)

Firm-year 0.205*** 0.186***
(0.006) (0.005)

Age �0.060*** 0.015***
(0.002) (0.002)

Size 0.029*** 0.012***
(0.001) (0.002)

Plant fixed effects Yes Yes
Year fixed effects Yes Yes

R-squared 0.41 0.61
Number of observations 1,291,280 1,291,280

Notes. Treatment (same last leg) and treatment (same first leg) are dummy variables that equal 1 if
the treatment dummy equals 1 and the new airline route operates the same last leg or the same first leg,
respectively, as the previously optimal airline route. Treatment (other) is a dummy variable that equals 1
if the treatment dummy equals 1 and the new airline route operates neither the same last leg nor the
same first leg as the previously optimal airline route. All other variables are defined in Table III. Standard
errors are clustered at the MSA level. The sample period is from 1977 to 2005. Standard errors are in
parentheses. *, **, and *** denotes significance at the 10%, 5%, and 1% level, respectively.
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group. As is shown, my results are similar if nontreated plants
are excluded.

Increases in Travel Time. In my main analysis, I consider only
the introduction of new airline routes and not the termination of
existing routes. Terminations are much less frequent than intro-
ductions. Moreover, as routes that are discontinued are mostly
minor regional routes, the resulting increase in travel time (and
thus the treatment effect) is likely to be modest. In columns
(5) and (6), I add a second dummy that equals 1 whenever the
termination of an existing airline route leads to an increase in
travel time between a plant and its headquarters. As shown, the
coefficient on this ‘‘increase in travel time’’ dummy is of the op-
posite sign as the coefficient on the main treatment dummy,
which is what one might expect. Importantly, however, the coef-
ficient on the main treatment dummy remains unchanged (see,
columns (2) and (5) of Table III), which implies my results are
unaffected if I additionally account for the termination of existing
airline routes.

IV.D. Miscellaneous Robustness Checks

Small versus Large Reductions in Travel Time. In the ana-
lysis so far, any new airline route that reduces the travel time
between a plant and its headquarters is coded as a treatment.
Arguably, the treatment effect may be stronger for larger reduc-
tions in travel time. To see whether this is true, I interact the
treatment dummy in equation (1) with a set of five dummies
indicating the magnitude of the travel time reduction: (�t � 30
min), (�t > 30 min and �t � 1 hr), (�t > 1 hr and �t � 1 hr
30 min), (�t > 1 hr 30 min and �t � 2 hr), and (�t > 2 hr),
where �t is the reduction in travel time based on a one-way
trip. As Table A.3 in the Online Appendix shows, regardless of
whether I use investment or TFP as the dependent variable, the
treatment effect is monotonic in the magnitude of the travel time
reduction, is small and insignificant when the travel time reduc-
tion is less than one hour (one way), and is strongest when the
travel time reduction exceeds two hours.

ASM Sample Weights. As described in Section II.A, the ASM
includes all manufacturing plants with more than 250 employees,
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whereas smaller plants are randomly sampled every five years.
As a result, the average plant in the sample is larger than the
average U.S. manufacturing plant. Fortunately, the ASM con-
tains plants’ sample weights—that is, the inverse of their sam-
pling probabilities—which can be used to create a representative
sample in terms of plant size (see, e.g., Greenstone, List, and
Syverson 2011). Specifically, I reestimate my baseline regressions
by weighting observations either by their respective ASM sample
weight (for plant-weighting) or by the product of their respective
ASM sample weight and their deflated shipments (for dollar-
weighting). The results are presented in Table A.4 in the
Online Appendix. Regardless of which weighting procedure I
use, and regardless of whether I use investment or TFP as the
dependent variable, the results are similar to those in Table III.

Alternative Measures of Productive Efficiency. My main meas-
ure of plant-level productivity is TFP. A potential drawback of TFP
is its reliance on structural assumptions (e.g., Cobb-Douglas pro-
duction function). To assess the robustness of the TFP results, I
consider two margin-based measures of plant-level productivity
that are free of such assumptions: return on capital (ROC) and
operating margin (OM). ROC is shipments minus labor and mater-
ial costs, all divided by capital stock. OM is defined similarly, except
that the denominator is shipments. Both measures are industry-
adjusted by subtracting the industry median in a given three-digit
SIC industry and year. As is shown in columns (1) and (2) of Table
A.5 in the Online Appendix, the results are similar to my baseline
results. This is not surprising, given that TFP is highly correlated
with both ROC (60%) and OM (50%).

Another potential drawback is that in my main analysis, TFP
is estimated by OLS. As discussed in Section II.C, this approach—
though common in the literature (e.g., Schoar 2002; Bertrand and
Mullainathan 2003)—has been criticized on grounds that it gives
rise to simultaneity and selection problems. In columns (3) and
(4), I employ the structural techniques of Olley and Pakes (OP,
1996) and Levinsohn and Petrin (LP, 2003), respectively, which
have been designed to address these problems. As is shown, the
results are similar to my baseline results. This is again not sur-
prising, given that the correlation between TFP estimated by
OLS and TFP estimated using OP’s (LP’s) technique is 81%
(84%).
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V. Heterogeneity in the Treatment Effect

V.A. Headquarters’ Time Constraints

Monitoring requires that managers travel to plants. The
same is true for collecting ‘‘soft’’ information, that is, information
that ‘‘cannot be credibly transmitted’’ (Stein 2002, 1891) and
‘‘cannot be directly verified by anyone other than the agent who
produces it’’ (1892).33 Given that both activities are time-
consuming, I would expect the treatment effect to be stronger
for plants whose headquarters is more time-constrained. To
examine this hypothesis, I construct two measures of headquar-
ters’ time constraints. The first measure is the number of man-
agers employed at headquarters divided by the number of plants
of the firm (Managers/Plants). The second measure is the number
of managers employed at headquarters divided by the total dis-
tance (in miles) between headquarters and all of the firm’s plants
(Managers/Total Distance). The lower the ratio of managers to
plants—or the greater the average distance the managers must
travel—the more time-constrained the headquarters.

A caveat is in order. When constructing these measures, I
(somewhat generously) treated all of headquarters’ employees
as ‘‘managers.’’ Although it is true that all of headquarters’ em-
ployees are white-collar employees, not all of them are managers.
They may also include secretaries and clerical employees.
Unfortunately, the Census data do not allow me to distinguish
between managers and other white-collar employees. Neverthe-
less, as long as the number of other white-collar employees is
roughly proportional to the number of managers—which seems
like a reasonable assumption—this measurement error is un-
likely to affect my results, for it merely implies that the number
of managers is scaled by a constant. Bearing this caveat in mind, I
sort treated plants into two categories—‘‘high time constraints’’
and ‘‘low time constraints’’—based on whether the measure of
time constraints is above or below the median of all treated
plants in the year prior to the treatment. Using pretreatment
values to sort plants mitigates concerns that the categorization
is affected by the treatment itself.

33. To provide further evidence that proximity to plants makes it easier for
headquarters to monitor and collect (soft) information about plants, I show in
Table A.6 in the Online Appendix that the treatment effect is stronger for larger
firms and conglomerates, where one could plausibly argue that the loss of soft in-
formation inside the firm hierarchy is larger.
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An important limitation of my analysis is that the two meas-
ures of headquarters’ time constraints—although computed in
the year prior to the treatment—are endogenous, for example,
with respect to plant location or employment. Accordingly, the
evidence presented next may not warrant a causal
interpretation.34

To examine whether the treatment effect is stronger for
plants whose headquarters is more time-constrained, I interact
the treatment dummy in equation (1) with two dummies indicat-
ing whether time constraints are low and high, respectively. The
results are presented in Table VIII. In columns (1) and (3), the
dependent variable is plant-level investment. As shown, the
treatment effect is between two and two and a half times stronger
when time constraints are high. Specifically, in column (1), where
time constraints are measured by ‘‘Managers/Plants,’’ the coeffi-
cient on the interacted treatment dummy is 0.012 when time con-
straints are high but only 0.006 when time constraints are low.
The difference is significant at the 5% level (p=.028). The differ-
ence becomes even more pronounced when the measure of head-
quarters’ time constraints takes into account the geographic
dispersion of plants. In column (3), where time constraints are
measured by ‘‘Managers/Total Distance,’’ the coefficient on the
interacted treatment dummy is 0.013 when time constraints
are high but only 0.005 when time constraints are low. The dif-
ference is now significant at the 1% level (p=.002). The results
when TFP is the dependent variable (columns (2) and (4)) mirror
those for investment.

V.B. Innovations in Information Technology

The sample period from 1977 to 2005 witnessed major innov-
ations in information technology. These innovations (e.g.,
Internet, corporate intranet, video conferencing) facilitated infor-
mation flows both within and across company units, reducing the
need to personally travel to plants. Accordingly, I would expect
the treatment effect to be stronger in the earlier years of my sam-
ple period, where other, nonpersonal means of exchanging

34. In the absence of a concrete theory of optimal headquarters size and plant
location, it is difficult to speculate what the direction or magnitude of a potential
bias might be.
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information were either unavailable or less developed. To exam-
ine this hypothesis, I interact the treatment dummy in equation
(1) with three dummies indicating different time periods: before
1986 (9 years), between 1986 and 1995 (10 years), and after 1995
(10 years). The results are presented in Table IX. As is shown, the
treatment effect is indeed stronger in the earlier years of the
sample period. When the dependent variable is plant investment,
the coefficient on the interacted treatment dummy is 0.013 in the
pre-1986 period, 0.010 in the period between 1986 and 1995, and
0.005 in the post-1995 period. The difference between the
pre-1986 and post-1995 coefficients is significant at the 5% level
(p=.012). The results are similar when TFP is the dependent
variable.

TABLE VIII

HEADQUARTERS’ TIME CONSTRAINTS

Managers/plants Managers/total distance

(1) (2) (3) (4)
Dependent variable Investment TFP Investment TFP

Treatment�high
time constraints

0.012*** 0.015*** 0.013*** 0.015***
(0.002) (0.004) (0.002) (0.003)

Treatment� low
time constraints

0.006*** 0.010** 0.005** 0.009*
(0.002) (0.004) (0.002) (0.005)

MSA-year 0.153*** 0.080*** 0.153*** 0.080***
(0.022) (0.012) (0.022) (0.012)

Firm-year 0.205*** 0.186*** 0.205*** 0.186***
(0.006) (0.005) (0.006) (0.005)

Age �0.060*** 0.015*** �0.060*** 0.015***
(0.002) (0.002) (0.002) (0.002)

Size 0.029*** 0.012*** 0.029*** 0.012***
(0.001) (0.002) (0.001) (0.002)

Plant fixed effects Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes

R-squared 0.41 0.61 0.41 0.61
Number of observations 1,291,280 1,291,280 1,291,280 1,291,280

Notes. In columns (1) and (2), headquarters’ time constraints are measured as the number of
(white-collar) employees at headquarters divided by the total number of plants of the company (‘‘man-
agers/plants’’). In columns (3) and (4), headquarters’ time constraints are measured as the number of
(white-collar) employees at headquarters divided by the total distance (in miles) between headquarters
and all of the company’s plants (‘‘managers/total distance’’). High time constraints is a dummy variable
that equals 1 if the measure of headquarters’ time constraint lies above the median value across all
treated plants in the year prior to the treatment. Low time constraints is defined analogously. All other
variables are defined in Table III. Standard errors are clustered at the MSA level. The sample period is
from 1977 to 2005. Standard errors are in parentheses. *, **, and *** denotes significance at the 10%, 5%,
and 1% level, respectively.
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VI. Plant Openings and Closures

If proximity facilitates monitoring and information gather-
ing, one might expect that it also matters at the ‘‘extensive
margin,’’ that is, for plant openings and closures. My sample in-
cludes 14,691 plant openings and 22,281 plant closures.

The first hypothesis that I test is whether—in analogy to the
hypothesis tested in Section V.A—firms whose headquarters is
more time-constrained are more likely to open new plants in close
proximity to headquarters. Likewise, such firms may be more
likely to close plants that are located far away from headquarters.
Using the subsample of plant openings and closures, respectively,
I regress the logarithm of distance—either the geographical dis-
tance or the travel time between headquarters and the plant—on
the logarithm of headquarters’ time constraints (using either of
the two measures introduced in Section V.A), controls (plant size,
firm size, plant age, and firm age, all in logarithms), and year

TABLE IX

INNOVATIONS IN INFORMATION TECHNOLOGY

(1) (2)
Dependent variable Investment TFP

Treatment�pre 1986 0.013*** 0.019***
(0.002) (0.004)

Treatment�between 1986 and 1995 0.010*** 0.012***
(0.002) (0.004)

Treatment�post 1995 0.005** 0.009*
(0.002) (0.005)

MSA-year 0.153*** 0.080***
(0.022) (0.012)

Firm-year 0.205*** 0.186***
(0.006) (0.005)

Age �0.060*** 0.015***
(0.002) (0.002)

Size 0.029*** 0.012***
(0.001) (0.002)

Plant fixed effects Yes Yes
Year fixed effects Yes Yes

R-squared 0.41 0.61
Number of observations 1,291,280 1,291,280

Notes. Pre 1986, between 1986 and 1995, and post 1995 are dummy variables that equal 1 if the
plant-year observation lies within the specified time interval. All other variables are defined in Table III.
Standard errors are clustered at the MSA level. The sample period is from 1977 to 2005. Standard errors
are in parentheses. *, **, and *** denotes significance at the 10%, 5%, and 1% level, respectively.
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fixed effects.35 To mitigate concerns that plant openings or clos-
ures might affect headquarters’ time constraints, I lag both meas-
ures of time constraints by one year.

Importantly, although both measures of time constraints are
lagged, the same caveat that applied in Section V.A also applies
here: The measures are endogenous. Specifically, the concern is
that there may be a persistent component in headquarters’ time
constraints that correlates with omitted variables that in turn
affect the locations of plant openings or closures. Hence, the evi-
dence presented below may not warrant a causal interpretation.

Table X contains the results. As is shown in columns (1) to
(4), companies with more time-constrained headquarters are
indeed more likely to open new plants in close proximity to head-
quarters. Specifically, a one standard deviation reduction in
headquarters’ time constraints—that is, an increase in the meas-
ures ‘‘Managers/Plants’’ or ‘‘Managers/Total Distance’’—is asso-
ciated with a significant increase in distance of 29% to 39%.
Likewise, as is shown in columns (5) to (8), companies with
more time-constrained headquarters are more likely to close
plants that are located far away from headquarters.

The second hypothesis that I test is whether—in analogy to
the hypothesis tested in Section V.B—over time, as innovations in
information technology have reduced the need to travel to plants,
the distance between headquarters and plants has increased.
Specifically, I test whether firms have become more likely to
open new plants in distant locations and to close existing plants
in proximate locations. Using again the subsample of plant open-
ings and closures, respectively, I regress the logarithm of dis-
tance—either the geographical distance or the travel time
between headquarters and the plant—on dummies indicating
the time periods 1986 to 1995 and post-1995, respectively, and
controls (plant size, firm size, plant age, and firm age, all in loga-
rithms). The pre-1986 period constitutes the base group.

The results are presented in Table XI. As is shown in columns
(1) and (2), the distance between headquarters and newly opened
plants has increased by 18.5%–19% (29.7%–30.5%) from the
pre-1986 period to the 1986–1995 (post–1995) period. The results
for plant closures in columns (3) and (4) mirror those for plant

35. Naturally, plant age is only included as a control in the plant closure
regressions.
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openings. Overall, these results suggest that the distance be-
tween headquarters and plants has increased over time. This is
consistent with Petersen and Rajan’s (2002) finding that, for
related reasons, the distance between small business borrowers
and their lenders has increased.

VII. Conclusion

‘‘Proximity breeds investment.’’ Empirical evidence support-
ing this hypothesis has been found in many contexts (see Section
I). However, all of this evidence comes from arm’s-length trans-
actions. In contrast, little is known about the role of proximity
within firms. For instance, is it true that—in analogy to the find-
ings in the mutual funds and banking literatures—headquarters
is more likely to invest in plants that are located closer to head-
quarters? And does proximity to headquarters improve
plant-level productivity? In this study, I attempt to address

TABLE XI

INNOVATIONS IN INFORMATION TECHNOLOGY AND PLANT LOCATION

Sample
Plant openings Plant closures

(1) (2) (3) (4)

Dependent variable
Geographical Travel

time
Geographical Travel

timedistance distance

Between 1986 and 1995 0.185*** 0.190*** �0.126** �0.104**
(0.063) (0.049) (0.057) (0.047)

Post 1995 0.297*** 0.305*** �0.197** �0.168***
(0.078) (0.063) (0.077) (0.064)

Firm size 0.580*** 0.461*** 0.686*** 0.580***
(0.014) (0.011) (0.014) (0.010)

Firm age 0.451*** 0.459*** 0.338*** 0.341***
(0.035) (0.029) (0.061) (0.051)

Size �0.319*** �0.283*** �0.317*** �0.282***
(0.017) (0.014) (0.013) (0.010)

Age �0.314*** �0.294***
(0.033) (0.025)

R-squared 0.26 0.27 0.37 0.39
Number of observations 14,691 14,691 22,281 22,281

Notes. Between 1986 and 1995 and post 1995 are dummy variables that equal 1 if the plant is opened
(columns (1)–(2)) or closed (columns (3)–(4)) within the specified time interval. All other variables are
defined in Tables III and X. Standard errors are clustered at the MSA level. The sample period is from
1977 to 2005. Standard errors are in parentheses. *, **, and *** denotes significance at the 10%, 5%, and
1% level, respectively.
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these questions using plant-level data from the U.S. Census
Bureau. My contribution is to provide plausibly exogenous vari-
ation in the proximity between headquarters and plants.
Specifically, I notice that the main reason empirical studies are
interested in (geographical) proximity is because it proxies for the
ease of monitoring and acquiring information. I argue that a more
direct proxy is travel time. Using the introduction of new airline
routes as a source of exogenous variation in plants’ proximity to
headquarters, I estimate the effects on plant-level investment
and productivity. I find that new airline routes that reduce the
travel time between headquarters and plants lead to an increase
in plant-level investment of 8% to 9% and to an increase in plants’
total factor productivity of 1.3% to 1.4%, corresponding to an in-
crease in plant-level profits of $275,000 to $296,000 (in 1997
dollars).

Although these magnitudes represent the average treatment
effect, there is substantial heterogeneity. For instance, the
treatment effect is stronger for plants whose headquarters is
more time-constrained, consistent with the notion that time con-
straints limit the ability of headquarters to monitor and acquire
information about plants. Also, I show that the results are stron-
ger in the earlier years of the sample period, where other, non-
personal means of exchanging information (e.g., Internet,
corporate intranet, video conferencing) were either unavailable
or less developed. Finally, I provide auxiliary evidence suggest-
ing that monitoring and information acquisition are potentially
important determinants of plant location. Specifically, I show
that companies whose headquarters is more time-constrained are
more likely to open plants in close proximity to headquarters and
close plants that are located far away from headquarters.
Similarly, over time—as innovations in information technology
have reduced the need to travel to plants—firms have become
more likely to open new plants in distant locations and close
existing plants in proximate locations, implying the distance
between headquarters and plants has increased.

Appendix A: Location of Headquarters

The primary source of headquarters data is the AES, which
contains information on auxiliary establishments every five years
from 1977 to 2002. An auxiliary is any establishment whose
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principal function is to ‘‘manage, administer, service, or support
the activities of the company’s other establishments’’ (U.S.
Census Bureau 1996, 133). Auxiliary establishments include
headquarters, warehouses, garages, and other facilities primarily
engaged in servicing a company’s operating establishments.

To distinguish between headquarters and other auxiliary
establishments, I use the selection criteria employed in Aarland
et al. (2007). Specifically, in 1997 and 2002, headquarters is iden-
tified by the six-digit NAICS industry code 551114.36 In prior
years (1977, 1982, 1987, and 1992)—that is, before the introduc-
tion of NAICS codes by the Census Bureau—headquarters is
identified as an establishment for which the joint category of
management, administrative, and clerical employees dominates
each of the other employment categories.

These criteria do not differentiate between a company’s main
headquarters and regional or divisional administrative offices. As
a result, they may yield more than one ‘‘headquarters’’ per com-
pany. In my manufacturing sample, 20% of the multiunit compa-
nies have multiple headquarters in the AES. To identify the main
headquarters, I supplement the AES with information from the
SSEL. The SSEL contains the names and addresses of all U.S.
business establishments. This information typically includes a
brief description of the establishment. Accordingly, I search for
keywords that explicitly point to the main headquarters (such as
‘‘corporate headquarters’’ or ‘‘company headquarters’’). This pro-
cedure identifies the main headquarters for 24% of the companies
with multiple headquarters. For the remaining companies, I sup-
plement the AES with payroll information from the LBD. The
main headquarters is then identified as the headquarters with
the highest payroll. The intuition behind this criterion is twofold.
First, the main company headquarters is likely to be substan-
tially larger than either regional or divisional administrative
offices. Second, the main headquarters employs the CEO and
most senior executives of the company, whose salaries are
likely to translate into relatively higher payroll figures.

36. The NAICS Industry 551114 comprises ‘‘establishments (except govern-
ment establishments) primarily engaged in administering, overseeing, and mana-
ging other establishments of the company or enterprise. These establishments
normally undertake the strategic or organizational planning and decision-
making role of the company or enterprise. Establishments in this industry may
hold the securities of the company or enterprise’’ (U.S. Census Bureau 2000,
Appendix B).
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Not all multiunit companies have headquarters data in the
AES. Because by definition, auxiliary establishments are physi-
cally separated from production facilities, the AES covers only
stand-alone headquarters. For example, headquarters that are
integrated into manufacturing plants are classified as manufac-
turing establishments and appear in the CMF. To determine the
headquarters’ location of companies without stand-alone head-
quarters, I apply similar criteria as above. Specifically, all LBD
establishments of the company are matched to the SSEL.
Whenever the name and address provided in the SSEL is not
sufficient to determine the corporate headquarters, I select the
establishment with the highest payroll from the LBD (or the
highest white-collar payroll from the CMF if all establishments
are manufacturing plants). Arguably, the latter criterion is sub-
ject to misclassification if, for example, headquarters is located in
the smallest plant of the company. Fortunately, the impact of
such misclassification is likely to be small. In my sample of man-
ufacturing firms, companies without stand-alone headquarters
are mainly small companies with only a few plants. These
plants are typically located in the same MSA or county, which
makes air travel an unlikely means of transportation between
headquarters and the plants. My results are unaffected if I
exclude these plants from the sample.

To assess the accuracy of the headquarters location obtained
from the Census micro data, I merge my data set with Compustat
using the Compustat-SSEL bridge maintained by the Census
Bureau. Compustat contains firm-level information on large pub-
licly traded U.S. companies, including the ZIP code of the com-
pany’s headquarters. A drawback is that Compustat’s ZIP codes
are available only for the latest available year of the database and
may therefore be an incorrect benchmark for companies whose
headquarters has moved since the last AES year. Nevertheless,
this inaccuracy will merely understate the actual match between
headquarters locations from Compustat and the Census micro
data. The merged sample consists of 4,045 companies correspond-
ing to 312,774 plant-year observations. The headquarters loca-
tion is the same for 84% of the companies, which account for
91% of the plant-year observations. Though this match may be
considered satisfactory, I have verified that my results are simi-
lar if I restrict the sample to the publicly traded companies listed
in Compustat and use the headquarters ZIP codes from
Compustat instead.
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Appendix B: Variables of the Production Function

This appendix describes how the variables of the production
function are constructed. Unless otherwise specified, all variables
are measured at the plant level and are obtained from the long-
itudinal linkage of the CMF and ASM.

Output is the total value of shipments plus changes in the
value of inventories for finished goods and work in process,
divided by the four-digit SIC shipment deflator from the NBER-
CES Manufacturing Industry Database. Material is the sum of
cost of materials and parts, cost of fuels, cost of purchased elec-
tricity, cost of resales, and cost of contract work, divided by the
four-digit SIC material deflator from the NBER-CES Manufac-
turing Industry Database. Labor is measured in ‘‘production
worker-equivalent hours’’ using the procedure described in Lich-
tenberg (1992). Specifically, labor is calculated as production
worker hours times the ratio of total wages (including supplemen-
tal labor costs) to wages of production workers. This procedure
assumes that the ratio of production to nonproduction wage rates
is equal to the ratio of their marginal products.

Following Lichtenberg (1992), capital is calculated using the
perpetual inventory method. This method requires an initial
value of real capital stock. For each plant, I select the earliest
available book value of capital. To account for depreciation, I
multiply this value by the two-digit SIC adjustment factor from
the Bureau of Economic Analysis (BEA). This adjustment factor
is the ratio of industry net capital stock in current dollars to
industry gross capital stock in historical dollars. The adjusted
book value of capital is then divided by the four-digit SIC invest-
ment deflator from the NBER-CES Manufacturing Industry
Database. If the earliest available book value of capital corre-
sponds to the year in which the plant was ‘‘born’’ (as identified
by the ‘‘birth’’ flag in the LBD), no adjustment for depreciation is
needed. In this case, the book value is simply divided by the four-
digit SIC investment deflator.

The initial value of real capital stock is then written forward
using the recursive perpetual inventory formula

Kit ¼ Kit�1 � ð1� �itÞ þ Iit,

where i indexes plants, t indexes years, K is the value of real
capital stock, d is the two-digit SIC depreciation rate from the
BEA, and I is capital expenditures divided by the four-digit SIC
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investment deflator. Until the 1997 Census, all necessary vari-
ables are available separately for buildings and machinery.
Accordingly, I calculate the capital stock for each asset category
and add them together to obtain the final measure of capital
stock. As of 1997, only aggregate capital stock variables are avail-
able. Another limitation is that in 1986 as well as after the 1987
Census, no questions are asked about assets in the ASM.
However, questions about capital expenditures are asked every
year. Accordingly, for plants that enter in 1986 or between
Census years after 1987, I use asset information from the CMF
in the following Census year and iterate the recursive perpetual
inventory formula backward to construct capital stock in the pre-
ceding ASM years (e.g., if a plant enters in 1989, I use asset
information from the 1992 CMF and iterate the formula back-
ward to obtain capital stock for 1989–1991). Plants whose birth
and death occur between two Census years post 1987 are dropped
from the sample because capital stock cannot be constructed. For
a more detailed discussion of these issues, see the data appendix
in Abraham and White (2006).

Massachusetts Institute of Technology

SUPPLEMENTARY MATERIAL

An Online Appendix for this article can be found at QJE
online (qje.oxfordjournals.org).
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