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Abstract
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1 Introduction

Mean–variance (MV) analysis for optimal asset allocation is one of the classical results of financial economics. After the original publication in [14], a vast number of papers have been published on this topic. Most of these papers deal with the single period case, and there is a very good reason for this: It is very easy to see that an MV optimal portfolio problem in a multi-period framework is time inconsistent in the sense that the Bellman Optimality Principle does not hold. As a consequence, dynamic programming cannot be easily applied, and it is in fact not at all clear what one should mean by the term “optimal”.

In the literature there are two basic ways of handling (various forms of) time inconsistency in optimal control problems. One possibility is to study the pre-committed problem, where “optimal” is interpreted as “optimal from the point of view of time zero”. Kydland and Prescott [10] indeed argue that a pre-committed strategy may be economically meaningful in certain circumstances. In the context of MV portfolio choice, [17] is probably the earliest paper that studies a pre-committed MV model in a continuous-time setting (although he considers only one single stock with a constant risk-free rate), followed by [1]. In a discrete-time setting, [11] developed an embedding technique to change the originally time-inconsistent MV problem into a stochastic LQ control problem. This technique was extended in [21], along with an indefinite stochastic linear–quadratic control approach, to the continuous-time case. Further extensions and improvements are carried out in, among many others, [13], [12], [3], and [20]. Markowitz’s problem with transaction cost is recently solved in [5]. Note that in all these works only pre-committed strategies have been derived.

Another possibility is to take the time inconsistency more seriously and study the problem within a game theoretic framework. This is in fact the approach of the present paper. One possible interpretation of the time inconsistency is that our preferences change in a temporally inconsistent way as time goes by, and we can thus view the MV problem as a game, where the players are the future incarnations of our own preferences. We then look for a subgame perfect Nash equilibrium point for this game.

The game theoretic approach to addressing general time inconsistency via Nash equilibrium points has a long history starting with [18] where a deterministic Ramsey problem is studied. Further work along this line in continuous and discrete time is provided in [8], [9], [15], [16], and [19].

Recently there has been renewed interest in these problems. In the interesting papers [6] and [7], the authors consider optimal consumption and investment under hyperbolic discounting in deterministic and stochastic models from the above game theoretic point of view. To our knowledge, these papers were the first to provide a precise definition of the game theoretic equilibrium concept in continuous time.
In the particular case of MV analysis, the game theoretic approach to time inconsistency was first studied (in discrete and continuous time) in [2], where the authors undertake a deep study of the problem within a Wiener driven framework. The case of multiple assets, as well as the case of a hidden Markov process driving the parameters of the asset price dynamics are also treated. The authors derive an extension of the Hamilton–Jacobi–Bellman equation and manages, by a number of very clever ideas, to solve this equation explicitly for the basic problem, and also for the above mentioned extensions. The methodology of [2] is, among other things, to use a “total variance formula”, which partially extends the standard iterated expectations formula. This works very nicely in the MV case, but drawback of this particular approach is that it seems quite hard to extend the results to other objective functions than MV.

The first paper to treat the game theoretic approach to time inconsistency in more general terms was [4] where the authors consider a fairly general class of (time inconsistent) objective functions and a very general controlled Markov process. Within this framework the authors derive an extension of the standard dynamic programming equation, to a system of equations (which in the diffusion case is a system of non linear PDEs). The framework of [4] is general enough to include many previously known models of time inconsistency. In particular, [4] reproduces the result of [2] for the MV problem in a Black–Scholes market.

Going back to the MV portfolio optimization, there is a non trivial problem connected with the solution presented in [2]. In the problem formulation of [2], the MV objective function at time $t$, given current wealth $X_t = x$, is given by

$$E_{t,x} [X_T] - \frac{\gamma}{2} Var_{t,x} [X_T],$$

where $X_T$ is the wealth at the end of the time period, and where $\gamma$ is a given constant representing the risk aversion of the agent. For such a model it turns out (see [2]) that, at time $t$ and when total wealth is $x$, the optimal dollar amount $u(t, x)$ invested in the risky asset is of the form

$$u(t, x) = h(t)$$

where $h$ is a deterministic function of time. In particular this implies that the dollar amount invested in the risky asset does not depend on current wealth $x$.

In our opinion this result is economically unreasonable, since it implies that you will invest the same number of dollars in the stock if your wealth is 100 dollars as you would if your wealth is 100,000,000 dollars. See Section ?? for a more detailed discussion.

The deeper reason for this anomaly is the fact that the risk aversion parameter $\gamma$ is assumed to be a constant, which is clearly unreasonable. A person’s risk preference certainly depends on how wealthy he is; and hence the obvious implication is that we should explicitly allow $\gamma$ to depend on current wealth.

The main goal of the present paper is precisely to study MV problems with a state dependent risk aversion. More explicitly we consider an objective
function of the form
\[ E_{t,x}[X_T] - \gamma(x) \frac{1}{2} \text{Var}_{t,x}[X_T], \]
where \( \gamma \) is a deterministic function of present wealth \( x \). This type of problem cannot easily be treated within the framework of [2], but it is a simple special case of the theory developed in [4].

The structure and main result of the present paper are as follows. In Section 2 we present our formal model. We discuss the time inconsistency of the mean variance problem and we place that problem within the general framework of [4]. The game theoretic problem is presented, both in informal and in mathematically precise terms, and from [4] we cite the general theoretical results that we need for our analysis.

In Section 3 we give a brief recapitulation of the MV problem with constant \( \gamma \) studied in [2], and we use our general theory to derive the solution. In Section 4 we study the MV problem with state dependent risk aversion using the theory developed in [4]. We start by deriving a surprisingly explicit solution for the case of a general risk aversion \( \gamma(x) \). We then specialize to the economically natural case of \( \gamma(x) = \gamma/x \) and for this case we obtain an analytic solution. More precisely, we show that the optimal dollar amount \( \hat{u}_t \) to invest in the risky asset at time \( t \) is given by
\[ \hat{u}_t = c(t)x \]
where the deterministic function \( c \) solves an integral equation. This is the main result of the paper, and it shows that with the proper specification of the risk aversion \( \gamma(x) \), the optimal solution is indeed economically reasonable.

We finish the paper by proving that the integral equation for \( c \) admits a unique solution, and we also provide a numerical algorithm for computing \( c \). The algorithm is implemented for some natural parameter combinations and we present graphs for illustrative purposes.

2 The basic framework

In this section we formulate the problem under consideration.

2.1 The model

Our basic setup is a standard Black-Scholes model for a risky stock with GBM price dynamics and a bank account with constant risk free short rate \( r \). Denoting the stock price by \( S \) and the bank account by \( B \), the dynamics are as follows under the objective probability measure \( P \).
\[
\begin{align*}
    dS_t &= \alpha S_t dt + \sigma S_t dW_t, \\
    dB_t &= r B_t dt.
\end{align*}
\]
Here $W$ is a standard $P$-Wiener process, and the constants $\alpha$, $\sigma$, and $r$ are assumed to be known. In the analysis below, we will study self-financing portfolios (with zero consumption), based on $S$ and $B$. Denoting the dollar value invested in the risky asset at time $t$ by $u_t$, the value process $X$ of the portfolio is easily seen to have dynamics given by

$$dX_t = [rX_t + (\alpha - r)u_t]dt + \sigma u_t dW_t.$$ 

### 2.2 The basic problem

Loosely speaking, the problem to be solved is to maximize utility of final wealth, where the utility is of MV form, i.e. we want to maximize the expression

$$E[X_T] - \frac{\gamma}{2} \text{Var}[X_T],$$

where $\gamma$ is a pre-specified risk aversion parameter.

A disturbing property of this optimization problem is that it is time inconsistent in the sense that the Bellman optimality principle does not hold. For a more detailed discussion see [2, 4].

The lack of time consistency leads to conceptual as well as computational problems. From a conceptual point of view, it is no longer clear what we mean by the word “optimal”, since a control strategy which is optimal for one choice of starting point in time will generically not be optimal at a later point in time. On the other hand, even with certain precise definition of optimality, we also have a computational problem, since DynP is no longer available.

There are at least two approaches to the conceptual problem.

- We fix one initial point, like for example $(0, x_0)$, and then try to find the control law $\hat{u}$ which maximizes $E[X_T] - \frac{\gamma}{2} \text{Var}[X_T]$ where $X_0 = x_0$. We then simply disregard the fact that at a later points in time the control law $\hat{u}$ will not be optimal. Such a control is known as pre-commitment.

- We take the time inconsistency seriously and formulate the problem in game theoretic terms.

In this paper we will use the game theoretic formulation.

### 2.3 The game theoretic formulation

In order to formulate the game theoretic version of our problem, we will follow [4], where the reader may find full proofs of all cited results. To see the structure of the problem a bit more clearly we will consider a more general and abstract problem than the MV problem above. This will also allow us to treat the case with a state dependent $\gamma$ below.

We thus consider a controlled $n$-dimensional SDE of the form

$$dX_t = \mu(t, X_t, u_t)dt + \sigma(t, X_t, u_t)dW_t$$
where $W$ is $P$-Wiener. The adapted control $u$ is restricted to takes values in $\mathcal{U} \subseteq \mathbb{R}^k$. We restrict ourselves to feedback control laws, i.e. the controls are of the form $u_t = u(t, X_t)$ where the control law $u : R_+ \times \mathbb{R}^n \rightarrow \mathbb{R}^k$ is a deterministic function of the two variables $t$ and $x$. The solution of the SDE above, using the control law $u$ will be denoted by $X^u$.

For a fixed initial point $(t, x)$ we consider a functional of the form $J(t, x, u) = E_{t,x} [F(x, X^u_T)] + G(x, E_{t,x} [X^u_T]),$ where $F(x, y)$ and $G(x, y)$ are given deterministic functions. The objective is to maximize $J(t, x, u)$ for each $(t, x)$. We see that with the choice of the functional above, time inconsistency enters at several different points. Firstly we have the appearance of the present state $x = X_t$ in the functions $F$ and $G$, and this leads to time inconsistency since it implies that, as the state process $X$ changes, our preferences change accordingly. Secondly, in the term $G(x, E_{t,x} [X^u_T])$ we have, even without the presence of $x$, a nonlinear function $G$ acting on the conditional expectation, and this again leads to time inconsistency.

In order to define our game we now make the interpretation that at every point in time $t$ we have one player - player number $t$ - which we will denote by $P_t$. Conceptually we may think of this as a game with an infinite number of distinct players – one at each point in time. Alternatively you may think of the game as a game with one “real” player namely yourself, and $P_t$ as the incarnation of your own preferences at time $t$. Given a control law $u$, the reward function for $P_t$ is given by $J(t, x, u)$, where $J$ obviously only depends on the control law $u$ restricted to the time interval $[t, T]$.

We can now loosely define the concept of a “subgame perfect Nash equilibrium point” of the game. This is a control law $\hat{u}$ satisfying the following:

- Choose an arbitrary point $t$ in time.
- Suppose that every player $s$, for all $s > t$, will use the strategy $\hat{u}(s, \cdot)$.
- Then the optimal choice for player $t$, given the objective functional $J$ defined above, is that he/she also uses the strategy $\hat{u}(t, \cdot)$.

Based on this we now give the formal definition of an equilibrium control.

**Definition 2.1** Given a control law $\hat{u}$, construct a control law $u_h$ by

$$u_h(s, y) = \begin{cases} u, & \text{for } t \leq s < t + h, \quad y \in \mathbb{R}^n \\ \hat{u}(s, y), & \text{for } t + h \leq s \leq T, \quad y \in \mathbb{R}^n \end{cases}$$

where $u \in \mathbb{R}^k$, $h > 0$, and $(t, x) \in [0, T] \times \mathbb{R}^n$ are arbitrarily chosen. If

$$\liminf_{h \to 0} \frac{J(t, x, \hat{u}) - J(t, x, u_h)}{h} \geq 0,$$

for all $u \in \mathbb{R}^k$ and $(t, x) \in [0, T] \times \mathbb{R}^n$, we say that $\hat{u}$ is an equilibrium control law. The equilibrium value function $V$ is defined by

$$V(t, x) = J(t, x, \hat{u}).$$
We note that in the case of a standard time consistent setting, the definition of an equilibrium will coincide with the definition of an optimal strategy and the equilibrium value function will be the usual optimal value function.

As a special case of the results on [4] we can now define the appropriate extension of the standard Hamilton-Jacobi-Bellman (HJB) equation. The operator $A_u$ below is the usual controlled infinitesimal operator defined by

$$A_u = \frac{\partial}{\partial t} + \mu(t, x, u)\frac{\partial}{\partial x} + \frac{1}{2}\sigma^2(t, x, u)\frac{\partial^2}{\partial x^2}.$$  

Definition 2.2 The extended HJB system of equations for the Nash equilibrium problem is defined as follows.

$$\sup_{u \in U} \{(A^u V)(t, x) - (A^u f)(t, x, x) + (A^u f^x)(t, x)\} = 0, \quad 0 \leq t \leq T$$

$$A^u f^y(t, x) = 0, \quad 0 \leq t \leq T,$$

$$A^u g(t, x) = 0, \quad 0 \leq t \leq T,$$

$$V(T, x) = F(x, x) + G(x, x),$$

$$f(T, x, y) = F(y, x),$$

$$g(T, x) = x.$$

Here $\hat{u}$ is the control law which realizes the supremum in the first equation, and $f^y$, $G \circ g$, and $H^u g$ are defined by

$$f^y(t, x) = f(t, x, y),$$

$$(G \circ g)(t, x) = G(x, g(t, x)),$$

$$H^u g(t, x) = G_y(x, g(t, x)) \cdot A^u g(t, x),$$

$$G_y(x, y) = \frac{\partial G}{\partial y}(x, y).$$

We now have some comments on the extended HJB system.

- The first point to notice is that we have a system of deterministic recursion equations for the simultaneous determination of $V(t, x)$, $f(t, x, y)$ and $g(t, x)$.

- In the case when $F(x, y)$ does not depend upon $x$, and there is no $G$ term, the problem trivializes to a standard time consistent problem. The terms $(A^u f)(t, x, x) + (A^u f^x)(t, x)$ in the $V$-equation cancel, and the system reduces to the standard HJB equation

  $$\begin{align*}
  (A^u V)(t, x) &= 0, \\
  V(T, x) &= F(x). 
  \end{align*}$$

- We have the probabilistic interpretations

  $$\begin{align*}
  f(t, x, y) &= E_{t,x} [F(y, X_{T}^y)], \\
  g(t, x) &= E_{t,x} [X_{T}^y].
  \end{align*}$$
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The equations for $g$ and $f^y$ state that the processes $g(t, X^u_t)$ and $f^y(t, X^u_t)$ are martingales.

We finish this section by citing the Verification Theorem from [4]. This shows that if you manage to solve the (deterministic) extended HJB system, then you have in fact solved your game.

**Theorem 2.1 (Verification Theorem)** Assume that $(V, f, g)$ is a solution of the extended system in Definition 2.2, and that the control law $\hat{u}$ realizes the supremum in the equation. Then $\hat{u}$ is an equilibrium control law, and $V$ is the corresponding value function. Furthermore, $f$ and $g$ can be interpreted according to (1)-(2).

We will now use this result to analyze two versions of the MV portfolio optimization problem.

## 3 Mean–variance with constant risk aversion

In this section we will review the result of [4] based on total variance formula (and reproduced in [4] based on the extended HJB equation) for the simplest case of MV portfolio optimization with constant risk aversion. Then we will discuss it from an economic perspective and we will find that it is not economically reasonable. In Section 4 we will therefore extend the “naive” MV problem to a more realistic one where $\gamma$ is allowed to depend on current wealth $x$.

The problem is already presented in Section 2.2. To recall, the state dynamics are given by

$$dX_t = [rX_t + (\alpha - r) u_t] dt + \sigma u_t dW_t$$

and the reward function to player number $t$ is given by

$$J(t, x, u) = E_{t,x} [X^u_T] - \frac{\gamma}{2} Var_{t,x} [X^u_T].$$

We can re-write our objective functional as

$$J(t, x, u) = E_{t,x} [F(X^u_T)] - G(E_{t,x} [X^u_T])$$

where $F(x) = x - \frac{\gamma}{2} x^2$ and $G(x) = \frac{\gamma}{2} x^2$.

**Proposition 3.1 (Basak–Chabakauri [2])** For the model above we have the following results.

- The optimal amount of money invested in a stock is given by

  $$\hat{u}(t, x) = \frac{1}{\gamma} \frac{\alpha - r}{\sigma^2} e^{-r(T-t)}.$$
• The equilibrium value function is given by

\[ V(t, x) = e^{r(T-t)x} + \frac{1}{2\gamma} \frac{(\alpha-r)^2}{\sigma^2}(T-t). \]

• The expected value of the optimal portfolio is given by

\[ E_{t,x}[X^u] = e^{r(T-t)x} + \frac{1}{\gamma} \frac{(\alpha-r)^2}{\sigma^2}(T-t). \]

Let us now discuss the equilibrium solution above from an economic point of view, and the main question is if the result makes economic sense. Our claim is in fact that the result does not make economic sense, and to see this we recall that the equilibrium portfolio is given by

\[ \hat{u}(t, x) = \frac{1}{\gamma} \frac{\alpha-r}{\sigma^2} e^{-r(T-t)}. \]

We now recall that the interpretation of the control \( u \) is the dollar amount that is invested in the risky asset. From the expression for \( \hat{u} \) we thus see that the dollar amount invested in the risky asset at time \( t \) is independent of the current wealth \( x \). This is, in our view, economically unrealistic. The result implies that you will invest the same number of dollars in the stock if your wealth is 100 dollars as you would if your wealth is 100,000,000 dollars. Stated this way, it is clear that the equilibrium portfolio is economically unreasonable. We hasten to add that there is nothing surprising about the result – given the experience from the one-period mean variance model this particular result is quite expected.

There is, however, a big conceptual difference between a one-period model and our multi-period model. In the one-period model one can argue that although the independence of initial wealth seems unreasonable at first sight, we can save the situation by noting that the risk aversion parameter \( \gamma \) should depend on the initial wealth. The obvious intuition is of course that \( \gamma \) should decrease with increasing wealth, so the person with initial wealth of 100 should have a much higher value of \( \gamma \) than a fund with 100,000,000 initial capital.

This idea is, in our view, perfectly reasonable in a one-period setting. It is also reasonable for the case of pre-commitment, since then the perspective is clearly taken at time \( t = 0 \).

In our multi-period setting, however, and with our game theoretic formulation, we do have a problem, since in this setting there is no particular importance attached to the wealth at time \( t = 0 \). Instead, all points in time are of equal importance. We can of course choose our \( \gamma \) such that it reflects the risk version corresponding to the initial wealth \( x_0 \). As time goes by, however, our wealth will change so when we come to time \( t \) the risk aversion coefficient \( \gamma \) which was appropriate for the initial wealth \( x_0 \) is no longer appropriate for the current wealth \( X_t \).

The natural conclusion of this discussion is, in our opinion, that we should explicitly allow the risk aversion parameter \( \gamma \) to be a function \( \gamma(x) \) of current wealth \( x \). In the next section we will analyze this case.
4 Mean–variance with state dependent risk aversion

From the discussion in the previous section it is clear that we should extend the simple MV problem treated in [2] to the more realistic case when the reward functional is given by

\[ J(t, x, u) = E_{t,x}[X_u^T] - \frac{\gamma(x)}{2} Var_{t,x}[X_u^T] \]

where \( \gamma \) is a deterministic function of \( x \). We now have two problems.

- Given a specific choice of \( \gamma(x) \), how do we compute the equilibrium strategy.
- Is there a particularly natural choice of the risk aversion function \( \gamma(x) \)?

To start with the first question, it is clear that the problem is perfectly fitted to be attacked by the extended HJB system in Definition 2.2. In fact, the reward functional can be written as

\[ J(t, x, u) = E_{t,x}[F(x, X_u^T)] - G(x, E_{t,x}[X_u^T]) \]

with

\[ F(x, y) = y - \frac{\gamma(x)}{2} y^2, \]
\[ G(x, y) = \frac{\gamma(x)}{2} y^2. \]

It is thus clear that we are within the general framework of [4].

4.1 A natural choice of \( \gamma(x) \)

We now turn to the second question above, namely that of having a “natural” choice for \( \gamma(x) \). There are in fact two natural arguments, both leading to the same choice of \( \gamma(x) \).

1. One way of finding a natural candidate of \( \gamma \) is to perform a dimension analysis. In the reward function

\[ J(t, x, u) = E_{t,x}[X_u^T] - \frac{\gamma(x)}{2} Var_{t,x}[X_u^T] \]

we see that the first term \( E_{t,x}[X_u^T] \) has the dimension (dollar). The term \( Var_{t,x}[X_u^T] \) has the dimension (dollar)\(^2\), so in order to have a reward function measured in dollars we have to choose \( \gamma \) in such a way that \( \gamma(x) \) has the dimension (dollar\(^{-1}\)). The most obvious way to accomplish this is of course to specify \( \gamma \) as

\[ \gamma(x) = \frac{\gamma}{x} \]

where, with a slight abuse of notation, the occurrence of \( \gamma \) in the right hand side denotes a constant.
2. In the original single-period mean variance analysis, the mean variance utility function (with constant $\gamma$) is in fact not applied to the wealth itself, but rather to the return rate. More precisely this means that the objective function is given by

$$J(t, x, u) = E_{t,x} \left[ \frac{X^n_T}{x} \right] - \frac{\gamma}{2} Var_{t,x} \left[ \frac{X^n_T}{x} \right]$$

and we can write this as

$$J(t, x, u) = \frac{1}{x} \left\{ E_{t,x} \left[ X^n_T \right] - \frac{\gamma}{2x} V ar_{t,x} \left[ X^n_T \right] \right\}$$

Since $x > 0$, it is clear that this objective functional will lead to the same equilibrium control $\hat{u}$ as the objective functional

$$J(t, x, u) = E_{t,x} \left[ X^n_T \right] - \frac{\gamma(x)}{2} Var_{t,x} \left[ X^n_T \right].$$

with

$$\gamma(x) = \frac{\gamma}{x}.$$ 

In the next subsection we will analyze the case of a general choice of $\gamma(x)$ and obtain a fairly explicit result. In Section 4.3 we specialize to the case when $\gamma(x) = \gamma/x$, and for this case we obtain a more explicit solution, which we will argue is also reasonable from an economic point of view.

### 4.2 The case of a general $\gamma(x)$

Applying the general theory from Section 2.3 to the objective functional

$$J(t, x, u) = E_{t,x} \left[ X^n_T \right] - \frac{\gamma(x)}{2} Var_{t,x} \left[ X^n_T \right]$$

gives us, after a large number of elementary calculations, the following result (see Appendix A for details). We use the notation $\beta = \alpha - r$.

**Proposition 4.1** The extended HJB system takes the following form:

$$V_t + \sup_{u \in R} \left\{ (rx + \beta u) \left[ V_x - f_y - \frac{\gamma'(x)}{2} g^2 \right] \right\} + \frac{1}{2} \sigma^2 u^2 \left[ V_{xx} - f_{yy} - 2f_{xy} - \frac{\gamma''(x)}{2} g^2 - 2\gamma'(x)gg_x - \gamma(x)g_x^2 \right] = 0, \quad (3)$$

$$f_t(t, x, y) + (rx + \beta \hat{u}) f_x(t, x, y) + \frac{1}{2} \sigma^2 \hat{u}^2 f_{xx}(t, x, y) = 0, \quad (4)$$

$$g_t(t, x) + (rx + \beta \hat{u}) g_x(t, x) + \frac{1}{2} \sigma^2 \hat{u}^2 g_{xx}(t, x) = 0. \quad (5)$$

**Remark 4.1** Note that, in (3), the partial derivatives of $f$ and $g$ should be evaluated at $(t, x, x)$ and $(t, x)$ respectively.
The HJB system above can in fact be simplified. We recall the probabilistic interpretations

\[ V(t,x) = E_{t,x} \left[ X_T^u \right] - \frac{\gamma(x)}{2} \text{Var}_{t,x} \left[ X_T^u \right], \]

\[ f(t,x,y) = E_{t,x} \left[ X_T^u \right] - \frac{\gamma(y)}{2} E_{t,x} \left[ (X_T^u)^2 \right], \]

\[ g(t,x) = E_{t,x} \left[ X_T^u \right]. \]

From these it follows that

\[ V(t,x) = f(t,x,x) + \frac{\gamma(x)}{2} g^2(t,x). \]

We thus have, always with \( f \) and its derivatives evaluated at \((t,x,x)\),

\[ V_t = f_t + \gamma g g_t, \]

\[ V_x = f_x + f_y + \frac{\gamma'}{2} g^2 + \gamma g g_x, \]

\[ V_{xx} = f_{xx} + f_{yy} + 2 f_{xy} + \frac{\gamma''}{2} g^2 + 2 \gamma' g g_x + \gamma g_x^2 + \gamma g g_{xx}. \]

Using these expressions, equation (3) takes the form

\[ f_t + \gamma g g_t + \sup_{u \in R} \left\{ (r x + \beta u) \left[ f_x + \gamma g g_x \right] + \frac{1}{2} \sigma^2 u^2 \left[ f_{xx} + \gamma g g_{xx} \right] \right\} = 0, \]

and the optimal \( u \) is easily obtained as

\[ \hat{u}(t,x) = -\frac{\beta}{\sigma^2} \frac{f_x(t,x,x) + \gamma(x) g(t,x) g_x(t,x)}{f_{xx}(t,x,x) + \gamma(x) g(t,x) g_{xx}(t,x)}. \]

We collect our results

**Lemma 4.1** With notation as above, the extended HJB system takes the form

\[ f_t + \gamma g g_t + \sup_{u \in R} \left\{ (r x + \beta u) \left[ f_x + \gamma g g_x \right] + \frac{1}{2} \sigma^2 u^2 \left[ f_{xx} + \gamma g g_{xx} \right] \right\} = 0, \]

\[ f_t(t,x,y) + (r x + \beta \hat{u}) f_x(t,x,y) + \frac{1}{2} \sigma^2 \hat{u}^2 f_{xx}(t,x,y) = 0, \]

\[ g_t(t,x) + (r x + \beta \hat{u}) g_x(t,x) + \frac{1}{2} \sigma^2 \hat{u}^2 g_{xx}(t,x) = 0, \]

and the equilibrium control is given by

\[ \hat{u}(t,x) = -\frac{\beta}{\sigma^2} \frac{f_x(t,x,x) + \gamma(x) g(t,x) g_x(t,x)}{f_{xx}(t,x,x) + \gamma(x) g(t,x) g_{xx}(t,x)}. \]
Since the extended HJB system above gives us three equations involving only two unknown functions $f$ and $g$, it now seems that we may have a potential problem with an over-determined system. This is, however, not the case. We recall that (4) is valid for all $x$ and $y$, so in particular we can set $y = x$. We then have the system

$$f_t + \gamma gg_t + (rx + \beta \hat{u}) [f_x + \gamma gg_x] + \frac{1}{2} \sigma^2 \hat{u}^2 [f_{xx} + \gamma gg_{xx}] = 0, \quad (6)$$
$$f_t(t, x, y) + (rx + \beta \hat{u}) f_x(t, x, x) + \frac{1}{2} \sigma^2 \hat{u}^2 f_{xx}(t, x, x) = 0, \quad (7)$$
$$g_t(t, x) + (rx + \beta \hat{u}) g_x(t, x) + \frac{1}{2} \sigma^2 \hat{u}^2 g_{xx}(t, x) = 0. \quad (8)$$

This looks over-determined but by inspection we see that in fact

$$(6) = (7) + \gamma g \cdot (8),$$

so (6) is in fact implied by (7) and (8). We can thus summarize the results so far.

**Proposition 4.2** The equilibrium control is given by

$$\hat{u}(t, x) = -\frac{\beta}{\sigma^2} \frac{f_x(t, x, x) + \gamma(x)g(t, x)g_x(t, x)}{f_{xx}(t, x, x) + \gamma(x)g(t, x)g_{xx}(t, x)}, \quad (9)$$

where the functions $f$ and $g$ are determined by the system

$$f_t(t, x, y) + (rx + \beta \hat{u}) f_x(t, x, y) + \frac{1}{2} \sigma^2 \hat{u}^2 f_{xx}(t, x, y) = 0, \quad (10)$$
$$g_t(t, x) + (rx + \beta \hat{u}) g_x(t, x) + \frac{1}{2} \sigma^2 \hat{u}^2 g_{xx}(t, x) = 0.\quad (11)$$

with boundary conditions

$$f(T, x, y) = x - \frac{\gamma(y)}{2}x^2,$$
$$g(T, x) = x.$$

The equilibrium value function $V$ is given by

$$V(t, x) = f(t, x, x) + \frac{\gamma(x)}{2}g^2(t, x). \quad (12)$$

**4.3 The case $\gamma(x) = \frac{\kappa}{x}$**

We now move to the particularly interesting case when

$$\gamma(x) = \frac{\gamma}{x}.$$

Our main result is as follows.
Proposition 4.3 For the case when $\gamma(x) = \frac{x}{2}$, the equilibrium control is given by
\[
\hat{u}(t, x) = \frac{\beta}{\gamma \sigma^2} \frac{a(t) + \gamma \left[a^2(t) - b(t)\right]}{b(t)} x
\]
where $a$ and $b$ solves the ODE system
\[
\begin{align*}
\dot{a} + \left( r + \frac{\beta^2}{\gamma \sigma^2 b} (a + \gamma \left[a^2 - b\right]) \right) a &= 0, \\
\dot{b} + \left\{ 2 \left( r + \frac{\beta^2}{\gamma \sigma^2 b} (a + \gamma \left[a^2 - b\right]) \right) + \frac{\beta^2}{\gamma^2 \sigma^2 b^2} (a + \gamma \left[a^2 - b\right])^2 \right\} b &= 0,
\end{align*}
\]
\[
\begin{align*}
a(T, x) &= 1, \\
b(T, x) &= 1.
\end{align*}
\]
The equilibrium value function $V$ is given by
\[
V(t, x) = \left\{ a(t) + \frac{\gamma}{2} \left[a^2(t) - b(t)\right] \right\} x.
\]

Proof. See Appendix B. □

4.4 An integral equation for $c$

The ODE system in Proposition 4.3 is highly nonlinear, and it does not satisfy the usual Lipschitz and linear growth conditions guaranteeing global existence and uniqueness of a solution, so we have a problem. Instead of analyzing $a$ and $b$ as above, an alternative approach is to focus directly on the function $c$ in the Ansatz $\hat{u}(t, x) = c(t)x$ and to derive a single integral equation for $c$. Then we express $a$ and $b$ in terms of $c$.

Theorem 4.1 For the case $\gamma(x) = \frac{x}{2}$, the equilibrium control is given by
\[
\hat{u}(t, x) = c(t)x
\]
where $c$ solves the integral equation
\[
c(t) = \frac{\beta}{\gamma \sigma^2} \left\{ e^{-\int_t^T [r+\beta c(s)+\sigma^2 c^2(s)]ds} + \gamma e^{-\int_t^T \sigma^2 c(s)c^2(s)ds} - \gamma \right\}. \quad (13)
\]
The equilibrium value function $V$ is given by
\[
V(t, x) = \left\{ a(t) + \frac{\gamma}{2} \left[a^2(t) - b(t)\right] \right\} x
\]
where
\[
\begin{align*}
a(t) &= e^{\int_t^T [r+\beta c(s)]ds}, \\
b(t) &= e^{2 \int_t^T [r+\beta c(s)+\frac{1}{2} \sigma^2 c^2(s)]ds}. \quad (14)
\end{align*}
\]
Proof. Under \( \hat{u}(t, x) = c(t)x \) the wealth process \( X \) is GBM:
\[
dX_t^\hat{u} = [r + \beta c(t)]X_t^\hat{u}dt + \sigma c(t)X_t^\hat{u}dW_t.
\]
A direct computation shows that
\[
E_{t,x} \left[ X_T^\hat{u} \right] = xe^{\int_t^T [r + \beta c(s)]ds},
\]
\[
E_{t,x} \left[ (X_T^\hat{u})^2 \right] = x^2 e^{2\int_t^T [r + \beta c(s) + \frac{1}{2} \sigma^2 c(s)^2]ds}.
\]
Thus (14)-(15) follows from (26)-(27). From Proposition 4.3 we also have
\[
c(t) = \frac{\beta}{\gamma \sigma^2} a(t) + \gamma \left[ a^2(t) - b(t) \right],
\]
and a simple calculation, using (14)-(15), gives us (13).

The key question now is whether the integral equation (13) has a unique global solution. We assume from now on that \( \beta := \alpha - r > 0 \) (the case \( \beta < 0 \) can be treated similarly). We also assume that \( \gamma > 0 \) which is economically reasonable. We use the standard notation \( C[0, T] \) to denote the space of continuous functions on \([0, T]\) endowed with supremum norm.

**Theorem 4.2** The integral equation (13) admits a unique solution \( c \in C[0, T] \).

**Proof.** We construct a sequence \( c_n \in C[0, T] \) as follows
\[
c_0(t) = 1, \quad c_n(t) = \frac{\beta}{\gamma \sigma^2} e^{-\int_t^T \sigma^2 c_{n-1}(s)ds} \left( e^{-\int_t^T [r + \beta c_{n-1}(s)]ds + \gamma e^{-\int_t^T \sigma^2 c_{n-1}(s)ds} - \gamma} \right) \quad (16)
\]
\[
c_n(t) = \frac{\beta}{\gamma \sigma^2} e^{-\int_t^T \sigma^2 c_{n-1}(s)ds} \left( e^{-\int_t^T [r + \beta c_{n-1}(s)]ds + \gamma} \right) - \frac{\beta}{\sigma^2} \geq \frac{\beta}{\sigma^2} \quad (17)
\]
\( n = 1, 2, \cdots \). We will now show that this sequence converges in \( C[0, T] \), and this will be done in three steps.

**Step 1:** Prove that \( \{c_n\} \) is uniformly bounded in \( C[0, T] \).

Noting that \( \gamma > 0 \) we have
\[
c_n(t) = \frac{\beta}{\gamma \sigma^2} e^{-\int_t^T \sigma^2 c_{n-1}(s)ds} \left( e^{-\int_t^T [r + \beta c_{n-1}(s)]ds + \gamma} \right) - \frac{\beta}{\sigma^2} \geq -\frac{\beta}{\sigma^2}
\]
for all \( t \in [0, T] \). Using this we also obtain
\[
c_n(t) \leq \frac{\beta}{\gamma \sigma^2} e^{-\int_t^T \beta c_{n-1}(s)ds + \gamma - \gamma} \leq \frac{\beta}{\gamma \sigma^2} e^{-\int_t^T \beta \frac{a}{\sigma^2} ds}
\]
\[
= \frac{\beta}{\gamma \sigma^2} e^{-\frac{a^2}{\sigma^2}(T-t)} \leq \frac{\beta}{\gamma \sigma^2} e^{\frac{a^2}{\sigma^2}T}, \quad \forall t, \quad n = 1, 2, \ldots
\]
We have thus proved that
\[-\frac{\beta}{\sigma^2} \leq c_n(t) \leq \frac{\beta}{\gamma \sigma^2} e^{\frac{\beta}{\gamma} T}, \; \forall t \in [0, T], \; n = 1, 2, ...\]

**Step 2:** Prove that \(\{\hat{c}_n\}\) is uniformly bounded in \(C[0, T]\).
From the defining recursion it is obvious that \(c_n\) is continuously differentiable for all \(n\), and we obtain
\[
\hat{c}_n(t) = \frac{\beta}{\gamma \sigma^2} \left[ \{r + \beta c_{n-1}(t) + \sigma^2 c_{n-1}^2(t)\} e^{-\int_t^T \{r + \beta c_{n-1}(s) + \sigma^2 c_{n-1}^2(s)\} ds} \right.
\[
\left. + \; \gamma \sigma^2 c_{n-1}(t) e^{-\int_t^T \sigma^2 c_{n-1}(s) ds} \right].
\]
Since \(\{c_n\}\) is proved to be uniformly bounded, we conclude that \(\{\hat{c}_n\}\) is uniformly bounded.

**Step 3:** Prove existence and uniqueness for \(c\).
For any \(s, t \in [0, T]\), and using the result from Step 2, we obtain
\[
|c_n(t) - c_n(s)| = \left| \int_0^1 \frac{d}{du} c_n(s + u(t - s)) du \right|
\[
= \left| (t - s) \cdot \int_0^1 \hat{c}_n(s + u(t - s)) du \right| \leq K(t - s),
\]
where \(K\) is a constant independent of \(n\). Hence the sequence \(\{c_n\}\) is equicontinuous and, since we have already proved uniform boundedness, the Arzela-Ascoli Theorem implies that there exists a \(c \in C[0, T]\) and subsequence \(\{c_{n_i}\}\) such that \(c_{n_i} \to c\). Taking limits in (17) shows that \(c\) is a solution to (13).

To prove uniqueness, assume that \(c_1\) and \(c_2\) are two solutions to (13). Noting that \(c_1\) and \(c_2\) are both bounded and that the function \(\varphi(x) = e^x\) is globally Lipschitz on any given bounded set, we can show easily that
\[
|c_1(t) - c_2(t)| \leq K \int_t^T |c_1(s) - c_2(s)| ds.
\]
The Gronwall inequality now implies that \(c_1 \equiv c_2\).

**Remark 4.2** The proof above shows that, for any subsequence of \(\{c_n\}\) there is a further subsequence that converges to the same function \(c\) (which is the solution to (13)). Thus \(\{c_n\}\) itself converges to \(c\).
4.5 A numerical algorithm for c

The next question is to find a numerical algorithm for the determination of c. The obvious idea is of course to implement the recursion scheme (16)-(17) numerically. From Remark 4.2 we know that the scheme converges to c, and the following result gives the speed of convergence.

**Theorem 4.3** Let \{c_n\} be constructed according to (16)–(17), and let c be the solution to (13). Then we have

\[
|c_n(t) - c(t)| \leq \sum_{m=n}^{\infty} \frac{K^{m-1}}{(m-2)!} (T-t)^{m-2}, \quad n = 2, 3, ...
\]

**Proof.** Let \( \bar{c}_n = c_n - c_{n-1} \). Then, with arguments as in the proof above, it is easy to show that

\[
|\bar{c}_n(t)| \leq K \int_t^T |\bar{c}_{n-1}(s)| ds, \quad \forall t \in [0, T].
\]

Denote \( \varphi_n(t) = \int_t^T |\bar{c}_n(s)| ds \). From (18) we conclude that

\[
\dot{\varphi}_n(t) + K \varphi_{n-1}(t) \geq 0,
\]

which implies

\[
\varphi_n(t) \leq K \int_t^T \varphi_{n-1}(s) ds.
\]

By induction we deduce

\[
\varphi_{n+1}(t) \leq \frac{K^n}{n!} (T-t)^n \varphi_1(0).
\]

It then follows from (18) that

\[
|\bar{c}_n(t)| \leq K \varphi_{n-1}(t) \leq \frac{K^{n-1}}{(n-2)!} (T-t)^{n-2} \varphi_1(0),
\]

and the stated result follows. \( \blacksquare \)

5 Numerical results

We now illustrate the results for the case

\[
\gamma(x) = \frac{\gamma}{x}
\]

with various choices of \( \gamma \), and for different time horizons. We have used the parameter values \( \alpha = 0.12, \sigma = 0.2, r = 0.04 \). The function c, depicted in Figures 1 and 2, has been calculated using the iterative scheme (16)–(17).
A natural comparison that one may make is between the mean-variance allocation problems and the standard Merton problem:

$$\max_u E [U(t, X_t) dt]$$

$$dX_t = [rX_t + (\alpha - r) u_t] dt + \sigma u_t dW_t.$$  

where $$U(x) = \frac{x^{1-\gamma}}{1-\gamma}$$. Figures 3-5 compare the investing strategies resulting from the two mean-variance problems and the standard Merton problem.

The Figure 3 plots the amount of money invested in the stock versus time as well as the proportion of wealth invested in the risky asset and the the risk aversion parameter versus time, computed for the three models. The Figure 4 plots the expected wealth (at the end of the investment horizon) versus time for the three problems, as well as the conditional variance of the final wealth. The Figure 5 presents plots the amount of money invested in the stock versus the wealth of the investor, as well as the proportion of money invested in the stock and the risk aversion parameter versus the wealth. This figure shows very similar the results yielded by the Merton model and the mean-variance with state dependent risk aversion. This is not surprising if one takes into account the fact that the risk aversion \( \frac{\alpha}{\gamma} \). However, the two models are not as similar when we look at how the optimal strategies behave along the timeline. In the Merton model, the proportion of wealth invested in the stock does not very with respect to the investment horizon:

$$u(t, x) = \frac{\alpha - r}{\gamma\sigma^2} x.$$  

In the mean variance problem with state dependent risk aversion, the proportion of wealth invested in the stock decreases as the horizon increases. Also, the conditional variance of wealth is much lower in the case of the mean-variance problem with state-dependent risk aversion than in the other two approaches.

### A  Proof of Proposition 4.1

In order not to get swamped by details we write the wealth dynamics as

$$dX_t = \mu(X_t, u_t) dt + \sigma(X_t, u_t) dW_t,$$

so we have, with obvious notation,

$$A^u = \frac{\partial}{\partial t} + \mu \frac{\partial}{\partial x} + \frac{1}{2} \sigma^2 \frac{\partial^2}{\partial x^2}.$$  

Denoting partial derivatives with subscript we now have

$$A^u V = V_t + \mu V_x + \frac{1}{2} \sigma^2 V_{xx}.$$
Furthermore we have

\[ A^u f^x(t, x) = f_t(t, x, x) + \mu f_x(t, x, x) + \frac{1}{2} \sigma^2 f_{xx}(t, x, x) \]

and

\[ A^u f(t, x, x) = f_t(x, x) + \mu \{ f_x(t, x, x) + f_y(t, x, x) \} \]

\[ + \frac{1}{2} \sigma^2 \{ f_{xx}(t, x, x) + f_{yy}(t, x, x) + 2 f_{xy}(t, x, x) \} . \]

Recalling that

\[ (G \circ g)(t, x) = G(x, g(t, x)) \]

we also have

\[ A^u (G \circ g)(t, x) = G_y g_t + \mu G_x + \mu G_y g_x \]

\[ + \frac{1}{2} \sigma^2 \{ G_{xx} + G_y g_{xx} + 2 G_{xy} g_x + G_{yy} g_x^2 \} \]

\[ = G_y A^u g \]

\[ + \mu G_x + \frac{1}{2} \sigma^2 \{ G_{xx} + 2 G_{xy} g_x + G_{yy} g_x^2 \} \]

where \( G \) is evaluated at \( G(x, g(t, x)) \) and \( g \) is evaluated at \( g(t, x) \).

Since

\[ H^u g(t, x) = G_y(x, g(t, x)) \cdot A^u g(t, x) \]

we see that the extended HJB system takes the form

\[ V_t + \sup_{u \in \mathcal{U}} \left\{ \mu V_x + \frac{1}{2} \sigma^2 V_{xx} - \mu f_y - \frac{1}{2} \sigma^2 f_{yy} - \sigma^2 f_{xy} \right\} = 0 \]

\[ - \mu G_x - \frac{1}{2} \sigma^2 \left[ G_{xx} + 2 G_{xy} g_x + G_{yy} g_x^2 \right] = 0 \] \hspace{1cm} (19)

\[ f_t(t, x, y) + \hat{\mu} f_x(t, x, y) + \frac{1}{2} \hat{\sigma}^2 f_{xx}(t, x, y) = 0 \] \hspace{1cm} (20)

\[ g_t(t, x) + \hat{\mu} g_x(t, x) + \frac{1}{2} \hat{\sigma}^2 g_{xx}(t, x) = 0 \] \hspace{1cm} (21)

Note that in (19), the function \( f \) and its derivatives should be evaluated as \( f(t, x, x) \) and similarly for \( f_t, f_x, \) and \( f_{xx} \). In (20)-(21) we have used the shorthand notation

\[ \hat{\mu} = \mu(x, \hat{u}(t, x)), \]

\[ \hat{\sigma} = \sigma(x, \hat{u}(t, x)). \]

We recall that in our case we have

\[ \mu(x, u) = rx + (\alpha - r)u, \]

\[ \sigma(x, u) = \sigma u. \]
Using the notation
\[ \beta = \alpha - r \]
the extended HJB system is thus as follows,

\[
V_t + \sup_{u \in R} \left\{ (rx + \beta u) [V_x - f_y - G_x] + \frac{1}{2} \sigma^2 u^2 [V_{xx} - f_{yy} - 2f_{xy} - 2G_{xy}g_x - G_{yy}g_x^2] \right\} = 0, \tag{22}
\]

\[
f_t(t, x, y) + (rx + \beta \hat{u}) f_x(t, x, y) + \frac{1}{2} \sigma^2 \hat{u}^2 f_{xx}(t, x, y) = 0, \tag{23}
\]

\[
g_t(t, x) + (rx + \beta \hat{u}) g_x(t, x) + \frac{1}{2} \sigma^2 \hat{u}^2 g_{xx}(t, x) = 0. \tag{24}
\]

Note the following

- In (22) the function \( f_t \) and other \( f \)-derivatives should be evaluated as \( f_t(t, x, x) \) etc.
- In (22), the function \( G_x \) and other derivatives should be evaluated as \( G_x(x, g(t, x)) \) etc.

For completeness we also recall the dynamics

\[
dX_t = [rX_t + \beta u_t] dt + \sigma u_t dW_t \tag{25}
\]

Furthermore we have

\[
G_x(x, y) = \frac{\gamma'(x)}{2} y^2,
\]

\[
G_{xx}(x, y) = \frac{\gamma''(x)}{2} y^2,
\]

\[
G_y(x, y) = \gamma(x)y,
\]

\[
G_{xy}(x, y) = \gamma'(x)y,
\]

\[
G_{yy}(x, y) = \gamma(x).
\]

Plugging these expressions for the \( G \) derivatives into the extended HJB proves Proposition 4.1. ■

### B Proof of Proposition 4.3

In this special case we have

\[
\gamma(x) = \gamma' = -\frac{\gamma}{x^2},
\]

\[
\gamma''(x) = \frac{2\gamma}{x^3}.
\]
We now conjecture that \( \hat{u} \) is linear in \( x \) so we make the Ansatz

\[
\hat{u}(t, x) = c(t) x
\]

for some deterministic function \( c \). If this is the case, then \( X \) will be GBM so we will have

\[
E_{t,x} \left[ X^u_T \right] = a(t) x,
\]

(26)

\[
E_{t,x} \left[ \left( X^u_T \right)^2 \right] = b(t) x^2,
\]

(27)

for some deterministic functions \( a \) and \( b \). We recall the probabilistic interpretations

\[
f(t, x, y) = E_{t,x} \left[ X^u_T - \frac{\gamma(y)}{2} \left( X^u_T \right)^2 \right],
\]

\[
g(t, x) = E_{t,x} \left[ X^u_T \right].
\]

This leads to the Ansatz

\[
f(t, x, y) = a(t)x - \frac{\gamma}{2y} b(t)x^2,
\]

\[
g(t, x) = a(t)x.
\]

With this we have, with \( \dot{a} = \frac{\partial a}{\partial t} \) etc,

\[
f_t(t, x, y) = \dot{a}x - \frac{\gamma}{2y} b x^2,
\]

\[
f_x(t, x, y) = a - \frac{\gamma}{y} b x,
\]

\[
f_{xx}(t, x, y) = -\frac{\gamma}{y} b x^2,
\]

\[
f_y(t, x, y) = \frac{\gamma}{2y} b x^2,
\]

\[
f_{xy}(t, x, y) = -\frac{\gamma}{y} b x^2,
\]

\[
g_t(t, x) = \dot{a} x,
\]

\[
g_x(t, x) = a,
\]

\[
g_{xx}(t, x) = 0.
\]

Plugging this into (9) gives us the equilibrium control as

\[
\hat{u}(t, x) = \frac{\beta}{\gamma \sigma^2 b} \left( a + \gamma \left[ a^2 - b \right] \right) x.
\]

Equation (10) now reads

\[
\dot{a} x - \frac{\gamma}{2y} b x^2 + \left( r x + \frac{\beta^2}{\gamma \sigma^2 b} \left( a + \gamma \left[ a^2 - b \right] \right) x \right) \left( a - \frac{\gamma}{y} b x \right) - \frac{1}{2} \frac{\beta^2}{\gamma^2 \sigma^2 b^2} \left( a + \gamma \left[ a^2 - b \right] \right)^2 x^2 \frac{\gamma}{y} b = 0.
\]
By separation of variables this leads to the following system of ODEs

\[
\dot{a} + \left( r + \frac{\beta^2}{\gamma \sigma^2 b} (a + \gamma [a^2 - b]) \right) a = 0,
\]

\[
\dot{b} + \left\{ 2 \left( r + \frac{\beta^2}{\gamma \sigma^2 b} (a + \gamma [a^2 - b]) \right) + \frac{\beta^2}{\gamma^2 \sigma^2 b^2} (a + \gamma [a^2 - b])^2 \right\} b = 0.
\]

Equation (11) becomes

\[
\dot{a} + \left( r x + \frac{\beta^2}{\gamma \sigma^2 b} (a + \gamma [a^2 - b]) x \right) a = 0,
\]

leading to the ODE

\[
\dot{a} + \left( r + \frac{\beta^2}{\gamma \sigma^2 b} (a + \gamma [a^2 - b]) \right) a = 0,
\]

which we recognize from above. 
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Figure 1: The function $c(t)$ for various choices of $\gamma$ with $T = 1$. 
Figure 2: The function $c(t)$ for various time horizons with $\gamma = 3$. 
Figure 3:
Figure 4: Expected wealth and the conditional variance of wealth in the three models
Figure 5: Amount of money invested in the stock, proportion of money invested in the stock and risk aversion across wealth levels in the three models.