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Abstract

We study reinforcement learning (RL) for a class of continuous-time linear–quadratic (LQ)
control problems for diffusions, where states are scalar-valued and running control rewards
are absent but volatilities of the state processes depend on both state and control variables.
We apply a model-free approach that relies neither on knowledge of model parameters nor on
their estimations, and devise an actor–critic algorithm to learn the optimal policy parameter
directly. Our main contributions include the introduction of an exploration schedule and a regret
analysis of the proposed algorithm. We provide the convergence rate of the policy parameter
to the optimal one, and prove that the algorithm achieves a regret bound of OpN

3
4 q up to

a logarithmic factor, where N is the number of learning episodes. We conduct a simulation
study to validate the theoretical results and demonstrate the effectiveness and reliability of the
proposed algorithm. We also perform numerical comparisons between our method and those of
the recent model-based stochastic LQ RL studies adapted to the state- and control-dependent
volatility setting, demonstrating a better performance of the former in terms of regret bounds.

Keywords: C ontinuous-Time RL, Stochastic Linear–Quadratic Control, Model-Free Policy Gradient,

Regret Bounds, Exploration Scheduling, Actor–Critic Algorithm

1 Introduction

Linear–quadratic (LQ) control, where the system dynamics are linear in the state and control

variables while the rewards are quadratic in them, takes up a center stage in classical model-based

control theory when the model parameters are assumed to be given and known. The reason is
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twofold: LQ control can be solved explicitly and elegantly, and it can be used to approximate

more complicated nonlinear control problems. Detailed theoretical accounts in the continuous-time

setting can be found in Anderson and Moore (2007) for deterministic control (i.e., dynamics are

described by ordinary differential equations) and in Yong and Zhou (1999) for stochastic control

(i.e., dynamics are governed by stochastic differential equations).

Many real-world applications often present themselves with partially known or entirely unknown

environments. Specifically in the LQ context, one may know that a problem is structurally LQ,

namely the system responds linearly to state and control whereas the reward is quadratic (e.g. a

variance is involved) in these variables, yet without knowing some or any of the model parameters.

The so-called plug-in method has been traditionally used to solve such a problem, namely, one first

estimates the model parameters based on observed data and then plugs in the estimated parameters

and applies the classical optimal control theory to derive the solutions. Such an approach is model-

based/-driven because it takes learning the model as its core mission. It is well known, however,

that the plug-in method has significant drawbacks, especially in that optimal controls are typically

very sensitive to the model parameters, yet estimating some of the parameters accurately when

data are limited is a daunting, sometimes impossible, task (e.g., the return rate of a stock (Merton,

1980; Luenberger, 1998)).

Reinforcement learning (RL) has been developed to tackle complex control problems in largely

unknown environments. Its successful applications range from strategic board games such as chess

and Go (Silver et al., 2016, 2017) to robotic systems (Gu et al., 2017; Khan et al., 2020). However,

RL has been predominantly studied for discrete-time, Markov decision processes (MDPs) with

discrete state and control spaces, even though most real-life applications are inherently continuous-

time with continuous state space and possibly continuous control space (e.g., autonomous driving,

stock trading, and video game playing). More importantly, while one can turn a continuous-time

problem into a discrete-time MDP upfront by time discretization, such an approach is very sensitive

to time step size and performs poorly with small time steps Munos (2006); Tallec et al. (2019);

Park et al. (2021).

While there were studies directly on continuous-time RL, these had been rare and far between

(Baird, 1994; Doya, 2000; Vamvoudakis and Lewis, 2010; Lee and Sutton, 2021; Kim et al., 2021)

up to just recent years, overall lacking a systematic and unified theory. Starting with Wang et al.

(2020) that introduces an entropy-regularized relaxed control framework for continuous-time RL,

a series of subsequent papers (Jia and Zhou, 2022a,b, 2023) develop theories on policy evaluation,
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policy gradient, and q-learning respectively within this framework. This strand of research is

characterized by focusing on learning the optimal control policies directly without attempting to

estimate or learn the model parameters, underlining a model-free (up to the unknown dynamics

being governed by diffusion processes) and data-driven approach. The mathematical foundation

of the entire theory is the martingale property of certain stochastic processes, the enforcement of

which naturally leads to various temporal difference and actor–critic algorithms to train and learn

q-functions, value functions, and optimal (stochastic) policies. Subsequently, there has been active

follow-up research with various extensions and applications; see, e.g. Huang et al. (2022); Dai et al.

(2023); Wang et al. (2023); Frikha et al. (2023); Wei and Yu (2023).

A crucial question in RL is the convergence and regret bounds of RL algorithms that pro-

vide theoretical guidance and guarantee their effectiveness and reliability. For LQ problems, such

theoretical results exist, for example, for deterministic systems (Bradtke, 1992; Fazel et al., 2018;

Malik et al., 2019) as well as systems with identically and independently distributed noises (Abbasi-

Yadkori and Szepesvári, 2011; Abeille and Lazaric, 2018; Cohen et al., 2018, 2019; Hambly et al.,

2021; Wang et al., 2021; Cassel and Koren, 2021; Yang et al., 2019; Zhou and Lu, 2023; Chen et al.,

2023; Simchowitz and Foster, 2020), covering finite-horizon, infinite-horizon, and ergodic cases.

These studies are nevertheless all for discrete-time models, with control not affecting the level of

randomness in the state dynamics. Some of them, e.g. Abbasi-Yadkori and Szepesvári (2011);

Abeille and Lazaric (2018); Hambly et al. (2021); Wang et al. (2021); Zhou and Lu (2023), design

their algorithms based on policy gradient. However, the gradient representations therein rely on

estimations of the drift parameters; hence, the methods are essentially model-based. In addition,

the semidefinite programming formulation in (Cohen et al., 2018, 2019) does not seem applicable

to continuous-time systems.

The algorithm proposed and analyzed in the present paper belongs to the class of actor–critic

algorithms originally put forward by Konda and Tsitsiklis (1999). Such algorithms for discrete-time

systems have been studied in Wu et al. (2020); Xu et al. (2021); Cen et al. (2022), and in particular,

for ergodic LQ problems in Yang et al. (2019); Chen et al. (2023) and for episodic linear MDPs in

Cai et al. (2020); Zhong and Zhang (2023). The “optimal” regret of these algorithms is mostly of the

order Op
?
Nq, where N is the number of episodes or timesteps. However, it is unclear whether they

still work for the diffusion case where the volatility also depends on state and control. For general

continuous-time diffusion environments, however, the aforementioned series of papers (Wang et al.

(2020); Jia and Zhou (2022a,b, 2023)) and their follow-up study have not addressed the problems
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of convergence and regret bounds. These remain highly significant yet challenging open questions

due to the model-free nature of the underlying approach and the stochastic approximation type of

algorithms involved.

Recently, there has been some progress on regret analysis for continuous-time stochastic LQ

RL in (Basei et al., 2022; Szpruch et al., 2024) that achieve sublinear regrets of their respective

algorithms. Both papers assume that the diffusion coefficients are constant independent of state

and control, which is vital for their approaches to work. Again, in essence, these works are model-

based because they apply either least-square or Bayesian methods to estimate model parameters

and use the corresponding estimation errors to deduce the regret bounds. In particular, there

is an intrinsic drawback in these model-based methods specific to LQ problems: optimal control

policies are linear feedbacks of the state; hence, these methods may suffer from the unidentifiability

problem. In addition, they require both the batch size and the number of timesteps to increase

exponentially over episodes, adding substantial computational and memory costs.

This paper endeavors to design an RL algorithm with a provable sublinear regret for a class

of stochastic LQ RL problems in the model-free framework of Wang et al. (2020); Jia and Zhou

(2022a,b, 2023). We allow the diffusion coefficients to depend on both state and control, the latter

being of particular practical significance (e.g. the wealth equation in continuous-time finance (Zhou

and Li, 2000)). Indeed, this type of stochastic LQ problems have led to a very active research area

called “indefinite stochastic LQ control” in the classical, model-based literature, starting from

(Chen et al., 1998; Rami and Zhou, 2000).

Main Contributions In this paper, we propose a policy gradient based actor–critic algorithm to

solve a special class of continuous-time, finite-horizon stochastic LQ problems under the model-free,

episodic RL setting, where the state processes are one dimensional and there is no running control

award. Our main contributions are

(1) We provide a convergence and regret analysis when the volatility of the state process is

affected by both state and control. The regret is upper bounded by the order of OpN
3
4 q (up

to a logarithmic factor), where N is the number of episodes. While it may not yet be the

best regret bound, to our best knowledge, it is the first sublinear regret result obtained in

the entropy-regularized exploratory framework of Wang et al. (2020), with state- and action-

dependent volatility.

(2) We take a model-free approach to develop our algorithm, i.e., a policy gradient based (soft)

4



actor–critic algorithm, and base our analysis on the stochastic approximation scheme. In

particular, the policy gradient in this paper is a “model-free gradient” instead of a “model-

based gradient” commonly taken in discrete-time RL. As a result, we do not need to estimate

model primitives in the entire analysis, circumventing the issues discussed earlier arising from

estimating/learning those model parameters.

(3) We propose a novel exploration schedule. Note that stochastic policies are considered in

this paper for both conceptual and technical reasons. Conceptually, stochastic policies reach

more action areas otherwise not necessarily explored by deterministic policies. Technically,

we apply the policy gradient method developed in Jia and Zhou (2022b) that works only for

stochastic policies. Gaussian exploration policies are shown to be optimal in achieving the

ideal balance between exploration and exploitation, whose variance represents the level of

exploration. We propose a decreasing schedule of variances for the Gaussian exploration over

iterations, guided by the desired regret bound.

The remainder of the paper is structured as follows. Section 2 formulates the problem and

provides some preliminary results necessary for the subsequent development. Section 3 describes

and explains the steps leading to our RL algorithm. Section 4 presents the main theoretical results

on convergence and a regret bound of the proposed algorithm. Section 5 reports the results of

numerical experiments. Finally, Section 6 concludes. The appendices contain proofs of the main

results and a detailed description of the numerical experiments.

2 Problem Formulation and Preliminaries

2.1 Classical Stochastic LQ Control

We begin by recalling the classical stochastic LQ control formulation and main results. Denote

by xu “ txuptq P R : 0 ď t ď T u the state process under a control process u “ tuptq P Rl : 0 ď t ď

T u, whose dynamics are described by the following stochastic differential equation (SDE):

dxuptq “ pAxuptq `BJuptqqdt`

m
ÿ

j“1

pCjx
uptq `DJ

j uptqqdW pjqptq, (1)

where A and Cj are scalars, while B and Dj are l ˆ 1 vectors. The initial state is xup0q “ x0 ‰ 0,

and W “ tpW p1qptq, ¨ ¨ ¨ ,W pmqptqqJ P Rm : 0 ď t ď T u is an m-dimensional standard Brownian
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motion.

The goal of the control problem is to choose a control process u to maximize the expected value

of a quadratic objective functional:

max
u

E
„

ż T

0
´
1

2
Qxuptq2dt´

1

2
HxupT q2

ȷ

, (2)

where Q ě 0 and H ě 0 are given scalar weighting parameters. One can define the optimal value

function

VCLpt, xq “ max
u

E
„

ż T

t
´
1

2
Qxupsq2ds´

1

2
HxupT q2

ˇ

ˇ

ˇ
xuptq “ x

ȷ

. (3)

While the existing works on stochastic LQ RL assume the diffusion coefficient to be a constant,

control- and state-dependent diffusion terms appear in many applications. On the other hand, the

state is one-dimensional and running control reward is absent in our problem, which are crucial

assumptions for our approach to work. This class of problems cover important applications such

as the mean–variance portfolio selection (Zhou and Li, 2000; Dai et al., 2023; Huang et al., 2022).

If the model parameters A, B, Cj , Dj , Q, and H are all known with the assumption that
řm

j“1DjD
J
j is positive definite, this problem can be solved explicitly as detailed in (Yong and

Zhou, 1999, Chapter 6). Specifically, the optimal value function and optimal feedback control

policy are respectively

VCLpt, xq “ ´
1

2

„

Q

Λ
` pH ´

Q

Λ
qeΛpt´T q

ȷ

x2, (4)

uCLpt, xq “ ´p

m
ÿ

j“1

DjD
J
j q´1pB `

m
ÿ

j“1

CjDjqx, (5)

where

Λ “ ´2A` 2BJp

m
ÿ

j“1

DjD
J
j q´1B ` 4BJp

m
ÿ

j“1

DjD
J
j q´1p

m
ÿ

j“1

CjDjq

´

m
ÿ

j“1

C2
j ` 2p

m
ÿ

j“1

CjDjq
Jp

m
ÿ

j“1

DjD
J
j q´1p

m
ÿ

j“1

CjDjq

´

m
ÿ

j“1

ˆ

DJ
j p

m
ÿ

j“1

DjD
J
j q´1B `DJ

j p

m
ÿ

j“1

DjD
J
j q´1p

m
ÿ

j“1

CjDjq

˙2

.

We remark that if x is of a higher dimension and/or there is a control running reward, then the

optimal policy will depend on the solution of the differential Riccati equation and hence become

time-dependent, for which our current method fails.
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2.2 RL Theory for LQ

In most real-life problems, it is often unrealistic to assume precise knowledge of the parameters

such as A, B, Cj , and Dj . These problems call for RL which differs fundamentally from the tradi-

tional estimate-then-optimize methods. The essence of RL is to strike an exploration–exploitation

balance by strategically exploring the unknown environment (Sutton and Barto, 2018). To achieve

this, RL employs randomized controls to capture exploration where control processes u are sampled

from a process π “ tπp¨, tq P PpRlq : 0 ď t ď T u of probability distributions with PpRlq being the

space of all probability density functions over Rl, and adds an entropy term in the objective function

to encourage exploration. Such an entropy regularization is linked to soft-max approximation and

Boltzmann exploration (Haarnoja et al., 2018; Ziebart et al., 2008). Wang et al. (2020) is the first

to present a rigorous mathematical formulation of entropy regularized RL for (continuous-time)

controlled diffusion processes.

Following Wang et al. (2020), under a given randomized control π the dynamic of the LQ RL

satisfies SDE:

dxπptq “ rbpxπptq, πp¨, tqqdt`

m
ÿ

j“1

rσjpx
πptq, πp¨, tqqdW pjqptq, (6)

where

rbpx, ψq :“ Ax`BJ

ż

Rl

uψpuqdu, (7)

rσjpx, ψq :“

d

ż

Rl

pCjx`DJ
j uq2ψpuqdu, px, ψq P R ˆ PpRlq. (8)

The entropy-regularized value function of π is

Jpt, x;πq “ E
„

ż T

t

ˆ

´
1

2
Qxπpsq2 ` γpπpsq

˙

ds´
1

2
HxπpT q2

ˇ

ˇ

ˇ
xπptq “ x

ȷ

, (9)

where pπptq “ ´
ş

Rl πpt, uq log πpt, uqdu is the differential entropy of π and γ ě 0, known as the

temperature parameter, is the weight on exploration. The optimal value function is then

V pt, xq “ max
π

Jpt, x;πq. (10)

ByWang et al. (2020), the optimal value function and optimal randomized/stochastic (feedback)

policy are determined by

V pt, xq “ ´
1

2
k1ptqx2 ` k3ptq, (11)
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πpu | t, xq “ N

˜

u
ˇ

ˇ

ˇ
´ p

m
ÿ

j“1

DjD
J
j q´1pB `

m
ÿ

j“1

CjDjqx,
γ

k1ptq
p

m
ÿ

j“1

DjD
J
j q´1

¸

, (12)

where k1 ą 0 and k3 are certain functions of t that can be determined completely by the model

primitives, andN p¨|µ,Σq is the multivariate Gaussian density with mean µ and covariance Σ. These

theoretical results cannot be used to compute the solution of the exploratory problem because the

model parameters are unknown, yet they reveal the structure of the solution inherent to LQ RL

(i.e. the optimal value function is quadratic in x and optimal stochastic policy is Gaussian) that

can be utilized to significantly reduce the complexity of function parameterization/approximation

in learning.

Throughout this paper (including the appendices) we use c or its variants for generic constants

(depending only on the model parameters A, B, Cj , Dj , Q, H, x0, T , γ, m and l) whose values

may change from line to line.

3 A Continuous-Time RL Algorithm

This section presents the steps of designing a continuous-time RL algorithm for solving our

LQ problem, including function parameterization, policy evaluation and policy gradient.1 We will

introduce various techniques such as exploration scheduling and projection for deriving the conver-

gence rate of the policy parameter and the regret bound. We will also describe time discretization

for final implementation.

3.1 Function Parameterization

Inspired by (11) and (12), we parameterize the value function with parameters θ P Rd:

Jpt, x;θq “ ´
1

2
k1pt;θqx2 ` k3pt;θq, (13)

and parameterize the policy with parameters ϕ “ pϕ1, ϕ2qJ:

πpu | x;ϕq “ N pu | ϕ1x, ϕ2q, (14)

where pϕ1, ϕ2q P Rl ˆ Sl``.

1As will be explained below, policy evaluation is actually not necessary for the LQ problem considered in this
paper. However, we still include it in the discussion and the algorithm for future extension to general problems where
policy evaluation is generally needed and indeed a crucial step.
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Note that (12) suggests that the optimal feedback policy is time-dependent, whose variance

depends explicitly on t. In our parameterization, the time-dependent variance of the Gaussian

policies is replaced by a decaying schedule, called an exploration schedule, of ϕ2 as a function of

the number of iterations, to be presented shortly.

Henceforth we assume that there are positive constants c1, c2, c3 such that 1{c2 ď k1pt;θq ď c2,

|k1
1pt;θq| ď c1 and |k1

3pt;θq| ď c3, for any 0 ď t ď T . These assumptions are consistent with the

fact that the corresponding functions satisfy the same conditions when the model parameters are

known.

3.2 Policy Evaluation

Policy evaluation (PE) is generally a key step in RL to learn the value function of a given control

policy.

The general continuous-time PE method developed in (Jia and Zhou, 2022a) dictates that one

first parameterizes the value function Jp¨, ¨;πq and the policy π by (13) and (14) respectively (with

a slight abuse of notation), with the corresponding pπptq “ ppt;ϕq, and then updates θ in an offline

learning setting:

θ Ð θ ` α

ż T

0

BJ

Bθ
pt, xptq;θq

„

dJpt, xptq;θq ´

ˆ

1

2
Qxptq2dt´ γppt;ϕqdt

˙ȷ

, (15)

where α is the learning rate.

Intriguingly, however, our subsequent theoretical proofs indicate that the convergence and regret

results depend only on the bounds (i.e. the constants c1, c2 and c3) of the functions k1 and k2,

not on the specific forms of these functions. This feature is due to the special class of LQ control

problems we are tackling. As a result, in our numerical experiments we actually fix a value function

(or equivalently θ) throughout without updating it.

3.3 Policy Iteration

Having learned the value function associated with a Gaussian policy, the next step is to improve

the policy by updating ϕ “ pϕ1, ϕ2qJ. For ϕ1, we employ the continuous-time policy gradient (PG)

method established in (Jia and Zhou, 2022b) to get the following updating rule:

ϕ1 Ð ϕ1 ` αZ1pT q, (16)
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where α is the learning rate, and

Z1psq “

ż s

0

"

B log π

Bϕ1
puptq | xptq;ϕq

„

dJ pt, xptq;θq ´
1

2
Qxptq2dt

`γp pt,ϕqdts ` γ
Bp

Bϕ1
pt,ϕqdt

*

, 0 ď s ď T.

(17)

As discussed earlier, the other parameter, ϕ2, controls the level of exploration. In our algorithm,

we set a deterministic schedule of this parameter which decreases to 0 as the number of iterations

grows. Specifically, we set ϕ2,n “
Il
bn

where Il is the identity matrix of dimension l and bn Ò 8 is

specified in Theorem 1 below. The order of bn in iteration n is carefully chosen along with those

of the other hyperparameters, such as the learning rates, in order to achieve the desired sublinear

regret bound of the RL algorithm.

3.4 Projections

Our updating rules for the parameters θ and ϕ are types of stochastic approximation (SA),

a technique pioneered by (Robbins and Monro, 1951). To tailor the general SA algorithms to

our specific requirements—primarily to circumvent issues like extreme state values and unbounded

estimation errors—we include projection, a technique originally proposed by (Andradóttir, 1995).

The projection maps do not depend on prior environmental knowledge, allowing our method to

remain model-free while ensuring that the learning regions expand to cover the entire parameter

space over time.

Define ΠKpxq :“ argminyPK |y ´ x|2 to be a general projection mapping a point x onto a given

set K. Let

Kθ,n “

!

θn P Rd
ˇ

ˇ

ˇ
1{c2 ď k1pt;θnq ď c2, |k

1
1pt;θnq| ď c1, |k

1
3pt;θnq| ď c3

)

,

K1,n “

!

ϕ1,n P Rl
ˇ

ˇ

ˇ
|ϕ1,n| ď c1,n

)

,
(18)

where c1, c2, c3 are hyperparameters, and tc1,nu is an increasing sequence to be specified in The-

orem 1 below. Note here the choice of Kθ,n is specific to the special class of LQ problems under

consideration – it is independent of n as the regret analysis does not rely on the convergence of θn.

For a general problem, Kθ,n needs to be an expanding sequence of sets.
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With projection the updating rules for θ and ϕ1 in (15) and (16) are modified to

θn`1 Ð ΠKθ,n`1

ˆ

θn ` an

ż T

0

BJ

Bθ
pt, xnptq;θnq

„

dJ pt, xnptq;θnq ´
1

2
Qxnptq2dt` γp pt,ϕnqdt

ȷ ˙

,

(19)

ϕ1,n`1 Ð ΠK1,n`1

ˆ

ϕ1,n ` anZ1,npT q

˙

, (20)

where

Z1,npsq “

ż s

0

"

B log π

Bϕ1
punptq | xnptq;ϕnq

„

dJ pt, xnptq;θnq ´
1

2
Qxnptq2dt

` γp pt,ϕnq dt

ȷ

`γ
Bp

Bϕ1
pt,ϕnq dt

*

, 0 ď s ď T.

(21)

3.5 Discretization

Our approach for continuous-time RL is characterized by carrying out the entire analysis in

the continuous-time setting and discretizing time only at the final implementation stage. The

iterations in (19) and (20) involve integrals that can be computed only by approximated discretized

summations as well as the dJ term that can be approximated by the temporal difference between

two consecutive time steps. 2 We therefore discretize the interval r0, T s into uniform time intervals

of length ∆t, leading to the following schemes:

θn`1 Ð ΠKθ,n`1

ˆ

θn ` an

t T
∆t

´1u
ÿ

k“0

BJ

Bθ
ptk, xnptkq;θnq

„

J ptk`1, xnptk`1q;θnq

´ J ptk, xnptkq;θnq ´
1

2
Qxnptkq2∆t` γp ptk,ϕnq∆t

ȷ˙

,

(22)

ϕ1,n`1 ÐΠK1,n`1

ˆ

ϕ1,n ` an

t T
∆t

´1u
ÿ

k“0

"

B log π

Bϕ1
punptkq | tk, xnptkq;ϕnq

„

J ptk`1, xnptk`1q;θnq ´ J ptk, xnptkq;θnq ´
1

2
Qxnptkq2∆t

` γp ptk,ϕnq∆t

ȷ

`γ
Bp

Bϕ1
ptk,ϕnq∆t

*˙

.

(23)

2The discretization errors will be taken into consideration in the appendices; see Theorem 3, Theorem 4, and
Remark 2.
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3.6 RL-LQ Algorithm

The analysis above leads to the following RL algorithm for the LQ problem:

Algorithm 1 RL-LQ Algorithm

Input

θ0, ϕ1,0 Initial values of trainable parameters for value function and policy.

ϕ2,n Deterministic sequence of ϕ2,n “
Il
bn

specified in Theorem 1.

for n “ 1 to N do

Initialize k “ 0, time t “ tk “ 0, state xnptkq “ x0.

while t ă T do

Generate action unptkq „ π p¨ | tk, xnptkq;ϕnq following policy (14) .

Apply action unptkq and get new state xnptk`1q by dynamic (1).

Update time tk`1 Ð tk ` ∆t and t Ð tk`1.

end while

Collect whole trajectory tptk, xnptkq, unptkqqukě0.

Update value function parameters θ using (22).

Update policy parameter ϕ1 using (23).

end for

Output

θN , ϕ1,N , ϕ2,N Parameters for value function and policy.

4 Regret Analysis

This section presents the main result of the paper – a sublinear regret bound of the RL-LQ algo-

rithm, Algorithm 1. For that, we need to first examine the convergence property and convergence

rate of the parameter ϕ1,n, whose analysis forms the theoretical underpinning of the algorithm.

Proofs of the results in this section are provided in Appendices A and B.

4.1 Convergence of ϕ1,n

The following theorem shows the convergence and convergence rate of the parameter ϕ1,n.
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Theorem 1. In Algorithm 1, let the hyperparameters c1, c2, c3 and γ be fixed positive constants.

Set

an “
α

3
4

pn` βq
3
4

, bn “ 1 _
pn` βq

1
4

α
1
4

, c1,n “ 1 _ plog lognq
1
6 ,

where α ą 0 and β ą 0 are constants. Then,

(a) as n Ñ 8, ϕ1,n converges almost surely to

ϕ˚
1 “ ´p

m
ÿ

j“1

DjD
J
j q´1pB `

m
ÿ

j“1

CjDjq.

(b) for any n, Er|ϕ1,n ´ ϕ˚
1 |2s ď c plognqpplog lognq

4
3

n
1
2

, for some positive constants c and p.

These results ensure the convergence of the learned policy. Moreover, it is a prerequisite for

deriving the regret bound of Algorithm 1.

4.2 Regret Bound

A regret bound measures the cumulative derivation (over episodes) of the value functions of the

learned policies from the oracle optimal value function. A sublinear regret bound guarantees an

almost optimal performance of the RL policy in the long run.

Denote

J̄pϕ1, ϕ2q “ E
„

ż T

0

ˆ

´
1

2
Qxπpsq2

˙

ds´
1

2
HxπpT q2

ˇ

ˇ

ˇ
xπp0q “ x0

ȷ

, (24)

where π “ N p¨|ϕ1x, ϕ2q.

So J̄pϕ1, ϕ2q is the value of the Gaussian policy N p¨|ϕ1x, ϕ2q assessed using the original objective

function (i.e. one without the entropy regularization term). Clearly, J̄pϕ˚
1 , 0q is the oracle value of

the original problem.

Theorem 2. Under the assumptions of Theorem 1, applying Algorithm 1 results in a cumulative

regret bound over N episodes given by:

N
ÿ

n“1

ErJ̄pϕ˚
1 , 0q ´ J̄pϕ1,n, ϕ2,nqs ď c` cN

3
4 plogNq

p`1
2 plog logNq

2
3 ,

where c ą 0 is a constant independent of N , and p is the same constant appearing in Theorem 1.
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5 Numerical Experiments

This section reports the results of numerically evaluating the convergence rate of ϕ1,n and the

sublinear regret bound of our RL-LQ algorithm, compared with a benchmark algorithm. The

benchmark adapts the model-based methods in (Basei et al., 2022; Szpruch et al., 2024) to our

setting of state- and control-dependent volatility.

5.1 Simulation Setup

In our simulation study, we consider the case where l “ 1 for the control dimension and m “ 1

for the Brownian motion dimension. The controlled system (1) simplifies to the following form:

dxuptq “ pAxuptq `Buptqqdt` pCxuptq `DuptqqdW ptq. (25)

In addition, we set the model parameters A,B,C,D,Q,H, x0, T to be all 1, and set the ex-

ploration schedule bn “ 0.2pn ` 1q1{4. Other sequences such as that of the learning rate tanu are

configured according to the assumptions stated in Theorem 1 and Subsection 3.1; for details see

Appendix C.2. In each experiment we execute both our proposed Algorithm 1 and the benchmark

Algorithm 2 over N “ 400, 000 iterations, while we replicate the experiment independently for 120

times to draw statistical conclusions.

5.2 A Modified Model-Based Algorithm

The algorithms proposed in (Basei et al., 2022; Szpruch et al., 2024) are designed to estimate

parameters A and B in the drift term under the constant volatility setting. To compare with

our algorithm tailored for state- and control-dependent volatilities, we extend their methods to

include estimating the parameters C and D. The details of this modified algorithm are described

in Appendix C.1.

5.3 Analysis of Numerical Results

Figures 1 and 2 compare the mean-squared convergence rates of ϕ1,n for our model-free Al-

gorithm 1 and the model-based Algorithm 2, using a log-log plot of Mean Squared Error (MSE)

versus iterations. The fitted linear regression shows our model’s slope of ´0.5, confirming Theorem

1 and outperforming the model-based benchmark slope of ´0.08.
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Figure 1: Log-log plot of MSE of learned ϕ1,n in
Algorithm 1

Figure 2: Log-log plot of MSE of learned ϕ1,n in
the benchmark algorithm

A comparison of regrets between Algorithms 1 and 2 is presented in Figures 3 and 4. The

former yields a regret slope of around 0.73, which is close to the theoretical bound stipulated in

Theorem 2 and superior to the slope of 0.88 achieved by the latter.

Figure 3: Log-log plot of the regret of Algorithm
1

Figure 4: Log-log plot of the regret of the bench-
mark algorithm

These experimental results support the theoretical claims and demonstrate the outperformance

of our RL-LQ algorithm compared with its model-based counterpart in terms of both the conver-

gence rates of the policy parameters and the regret bounds.
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6 Conclusions

This paper is the first to derive a convergence rate and a regret bound within the model-free

framework of continuous-time entropy-regularized RL for controlled diffusion processes initiated

by Wang et al. (2020). Here, by model-free, we mean that neither theory nor algorithm involves

estimating model parameters. While it deals with the LQ case, it treats the case in which the

diffusion term depends both on state and control, one that has not been studied in the RL literature

to our best knowledge.

There are several limitations in the setting or results of the paper. First, the state is one-

dimensional and the quadratic objective functional (2) has no running reward from controls, which

are key assumptions needed to simplify our analysis so that it suffices to consider only (time-

invariant) stationary policies. While these assumptions are satisfied in some applications (e.g. in

portfolio choice), imposing them is far from satisfactory. We hope that the present paper represents

the first step towards solving the general LQ problem and some of the ideas here can inspire a more

general convergence/regret analysis for continuous-time RL. Second, we are unable to achieve a

better sublinear regret, e.g., a square-root one, which is typical in episodic RL algorithms for

tabular or linear MDPs. We are not certain whether that is due to our approach or it is more

fundamental due to the diffusion nature of the system dynamics. Finally, extending the analysis to

non-LQ problems with general function approximations is an enormous open question. All these

point to exciting research opportunities in the (hopefully near) future.
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A A Proof of Theorem 1

Let xn “ txnptq : 0 ď t ď T u be the sample state trajectory in the n-th iteration that follows

the dynamics:

dxnptq “ pAxnptq `BJunptqqdt`

m
ÿ

j“1

pCjxnptq `DJ
j unptqqdW pjq

n ptq, 0 ď t ď T, (26)

where Wn “ tpW
p1q
n ptq, ¨ ¨ ¨ ,W

pmq
n ptqqJ P Rm : 0 ď t ď T u is a standard Brownian motions in the

n-th iteration, and the policy unptq | xnptq „ N p¨|ϕ1,nxnptq, ϕ2,nq independent of Wn.

Recall Z1p¨q defined by (17), and Z1,npT q defined by (21) as the value of Z1pT q at the n-th

iteration. The expectation of Z1,npT q conditioned on the parameters is denoted by

h1pϕ1,n, ϕ2,n;θnq “ ErZ1,npT q | θn,ϕns,

and the noise contained in Z1,npT q is defined as

ξ1,n “ Z1,npT q ´ h1pϕ1,n, ϕ2,n;θnq.

Hence, the updating rule for ϕ1 is given by:

ϕ1,n`1 “ ΠK1,n`1pϕ1,n ` anrh1pϕ1,n, ϕ2,n;θnq ` ξ1,nsq. (27)

To prove Theorem 1, we need a series of lemmas to adapt the general stochastic approximation

techniques and results (e.g. (Andradóttir, 1995) and (Broadie et al., 2011)) to our specific setting.

A.1 Moment Estimates

Let txϕptq : 0 ď t ď T u be the state process under the policy (14) following the dynamic (6).

The following lemma gives some moment estimates of xϕptq in terms of ϕ “ pϕ1, ϕ2q.

Lemma 1. There exists a constant c ą 0 (that only depends on A,B,C,D) such that

Erxϕptqs “ x0e
pA`BJϕ1qt,

Erxϕptq2s “ p

m
ÿ

j“1

DJ
j ϕ2Djq

ż t

0
eapϕ1qpt´sqds` x20e

apϕ1qt,
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where

apϕ1q “ 2A` 2BJϕ1 `

m
ÿ

j“1

pC2
j ` 2CjD

J
j ϕ1 `DJ

j ϕ1ϕ
J
1Djq. (28)

Moreover, we have

Erxϕptq2s ď cp1 ` |ϕ2|tq exp tc|ϕ1|2tu,

Erxϕptq4s ď cp1 ` |ϕ2|2tq exp tc|ϕ1|4tu,

Erxϕptq6s ď cp1 ` |ϕ2|3tq exp tc|ϕ1|6tu.

Proof. We have

xϕptq “ xp0q `

ż t

0

´

Axϕpsq `BJϕ1x
ϕpsq

¯

ds

`

ż t

0

m
ÿ

j“1

b

C2
j x

ϕpsq2 ` 2CjDJ
j ϕ1x

ϕpsq2 `DJ
j pϕ1ϕJ

1 x
ϕpsq2 ` ϕ2qDjdW

pjqpsq.

Taking expectation on both sides, we have

Erxϕptqs “ x0 `

ż t

0
pAErxϕpsqs `BJϕ1Erxϕpsqsqds,

leading to

Erxϕptqs “ x0e
pA`BJϕ1qt. (29)

Next, applying Ito’s formula to xϕptq2 and taking expectation on both sides, we obtain

Erxϕptq2s “ x20 `

ż t

0

˜

apϕ1qErxϕpsq2s `

m
ÿ

j“1

DJ
j ϕ2Dj

¸

ds,

yielding

Erxϕptq2s “ p

m
ÿ

j“1

DJ
j ϕ2Djq

ż t

0
eapϕ1qpt´sqds` x20e

apϕ1qt. (30)
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Now we prove the inequality related to Erxϕptq6s. Hölder’s inequality yields

Erxϕptq6s

“E
„ˆ

xp0q `

ż t

0
Axϕpsq `BJϕ1x

ϕpsqds

`

ż t

0

m
ÿ

j“1

b

C2
j x

ϕpsq2 ` 2CjDJ
j ϕ1x

ϕpsq2 `DJ
j pϕ1ϕJ

1 x
ϕpsq2 ` ϕ2qDjdW

pjqpsq

˙6ȷ

ďcx60 ` cE
„ˆ

ż t

0
Axϕpsq `BJϕ1x

ϕpsqds

˙6ȷ

`cE
„ˆ

ż t

0

m
ÿ

j“1

b

C2
j x

ϕpsq2 ` 2CjDJ
j ϕ1x

ϕpsq2 `DJ
j pϕ1ϕJ

1 x
ϕpsq2 ` ϕ2qDjdW

pjqpsq

˙6ȷ

ďcx60 ` cpA`BJϕ1q6E
„ˆ

ż t

0
xϕpsqds

˙6ȷ

` cE
„ m

ÿ

j“1

ˆ
ż t

0
C2
j x

ϕpsq2 ` 2CjD
J
j ϕ1x

ϕpsq2 `DJ
j pϕ1ϕ

J
1 x

ϕpsq2 ` ϕ2qDjqds

˙3ȷ

ďcx60 ` cp1 ` |ϕ1|6qE
„

ż t

0
xϕpsq6ds

ȷ

`cE
„

ż t

0
p1 ` |ϕ1|6qxϕpsq6 ` |ϕ2|3ds

ȷ

.

It follows from Grönwall’s inequality that

Erxϕptq6s ďcp1 ` |ϕ2|3tq exp t

ż t

0
cp1 ` |ϕ1|6qdsu

“cp1 ` |ϕ2|3tq exp tcp1 ` |ϕ1|6qtu

ďcecT p1 ` |ϕ2|3tq exp tc|ϕ1|6tu.

The proofs for the inequalities of Erxϕptq2s and Erxϕptq4s are similar.

The next lemma concerns the variance of the increment Z1,npT q.

Lemma 2. There exists a constant c ą 0 that depends only on the model primitives such that

Var
´

Z1,npT q

ˇ

ˇ

ˇ
θn, ϕ1,n, ϕ2,n

¯

ďcbn
`

1 ` |ϕ1,n|8 ` plog bnq8
˘

exp tc|ϕ1,n|6u. (31)
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Proof. Applying Ito’s lemma to the process J pt, xnptq;θnq, where xn follows (26), we have

dJ pt, xnptq;θnq

“

ˆ

´
1

2
k1
1pt;θnqxnptq2 ` k1

3pt;θnq ´ pAxnptq `BJunptqqk1pt;θnqxnptq

´

řm
j“1pCjxnptq `DJ

j unptqq2

2
k1pt;θnq

˙

dt

´

m
ÿ

j“1

ˆ

pCjxnptq `DJ
j unptqqk1pt;θnqxnptq

˙

dW pjq
n ptq.

In addition,

ppt,ϕnq “
1

2
logpdetpϕ2,nqq `

l

2
logp2πeq.

Hence

dZ1,nptq “ϕ´1
2,npunptq ´ ϕ1,nxnptqqxnptq

„ˆ

´
1

2
k1
1pt;θnqxnptq2 ` k1

3pt;θnq

´ pAxnptq `BJunptqqk1pt;θnqxnptq

´

řm
j“1pCjxnptq `DJ

j unptqq2

2
k1pt;θnq

˙

dt

´

m
ÿ

j“1

ˆ

pCjxnptq `DJ
j unptqqk1pt;θnqxnptq

˙

dW pjq
n ptq ´

1

2
Qxnptq2dt

` γ

ˆ

1

2
logpdetpϕ2,nqq `

l

2
logp2πeq

˙

dt

ȷ

“ϕ´1
2,npunptq ´ ϕ1,nxnptqqxnptq

„ˆ

´
1

2
k1
1pt;θnqxnptq2 ` k1

3pt;θnq

´ pAxnptq `BJunptqqk1pt;θnqxnptq

´

řm
j“1pCjxnptq `DJ

j unptqq2

2
k1pt;θnq

˙

´
1

2
Qxnptq2 ` γ

ˆ

1

2
logpdetpϕ2,nqq `

l

2
logp2πeq

˙ȷ

dt

´ ϕ´1
2,npunptq ´ ϕ1,nxnptqqxnptq

m
ÿ

j“1

ˆ

pCjxnptq `DJ
j unptqqk1pt;θnqxnptq

˙

dW pjq
n ptq

fiZ
p1q

1,nptqdt`

m
ÿ

j“1

Z
p2,jq

1,n ptqdW pjq
n ptq.

(32)
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We now estimate

Er|Z
p1q

1,nptq|2|θn, ϕ1,n, ϕ2,n, xnptqs ďc

„

p1 ` |ϕ1,n|4q|ϕ´1
2,n|xnptq6 ` p1 ` |ϕ1,n|2qxnptq4

` p1 ` |ϕ2,n|2 ` plogpdetpϕ2,nqqq4q|ϕ´1
2,n|xnptq2

ȷ

,

and

Er|Z
p2,jq

1,n ptq|2|θn, ϕ1,n, ϕ2,n, xnptqs ďc

„

1 ` |ϕ´1
2,n|p1 ` |ϕ1,n|2qxnptq6 ` xnptq4

ȷ

.

By Lemma 1, taking expectations in the above with respect to xnptq, we deduce

Er|Z
p1q

1,nptq|2 `

m
ÿ

j“1

|Z
p2,jq

1,n ptq|2|θn, ϕ1,n, ϕ2,ns

ďc

„

p1 ` |ϕ1,n|4q|ϕ´1
2,n|p1 ` |ϕ2,nt|

3q exp tc|ϕ1,n|6tu

` p1 ` |ϕ1,n|2qp1 ` |ϕ2,nt|
2q exp tc|ϕ1,n|4tu

` p1 ` |ϕ2,n|2 ` plogpdetpϕ2,nqqq4q|ϕ´1
2,n|p1 ` |ϕ2,nt|q exp tc|ϕ1,n|2tu

ȷ

.

(33)

Recalling that ϕ2,n “
Il
bn

set in Algorithm 1, we arrive at (31).

A.2 Mean Increment

We now analyze the mean increment

h1pϕ1,n, ϕ2,n;θnq in the updating rule (27). First, note that
ş¨

0 Z
p2,jq

1,n ptqdW
pjq
n ptq is a martingale by

virtue of Lemma 1 and (33). Taking integration and expectation in (32), we get

ErZ1,npsqs “ ´

ż s

0
k1pt;θnqpB ` p

m
ÿ

j“1

CjDjq ` p

m
ÿ

j“1

DjD
J
j qϕ1,nqErxnptq2sdt, (34)

where 0 ď s ď T . Hence

h1pϕ1,n, ϕ2,n;θnq “ ´pB ` p

m
ÿ

j“1

CjDjq ` p

m
ÿ

j“1

DjD
J
j qϕ1,nq

ż T

0
k1pt;θnqErxnptq2sdt

“ ´lpϕ1,n, ϕ2,n;θnqpϕ1,n ´ ϕ˚
1q,

(35)

where

lpϕ1,n, ϕ2,n;θnq “ p

m
ÿ

j“1

DjD
J
j q

ż T

0
k1pt;θnqErxnptq2sdt. (36)
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Next we study h1pϕ1,n, ϕ2,n;θnq. It follows from (28) that apϕ1q is a quadratic function of ϕ1

and

apϕ1q ě 2A`

m
ÿ

j“1

C2
j ´ pB ` p

m
ÿ

j“1

CjDjqqJp

m
ÿ

j“1

DjD
J
j q´1pB ` p

m
ÿ

j“1

CjDjqq.

Hence, by (30), we have

Erxnptq2s “ p

m
ÿ

j“1

DJ
j ϕ2,nDjq

ż t

0
eapϕ1,nqpt´sqds` x20e

apϕ1,nqt

ě x20e
apϕ1,nqt ě c,

(37)

where c ą 0 is a constant independent of n. Thus,

lpϕ1,n, ϕ2,n;θnq “ p

m
ÿ

j“1

DjD
J
j q

ż T

0
k1pt;θnqErxnptq2sdt

ě p

m
ÿ

j“1

DjD
J
j q

ż T

0
p1{c2qcdt

“ p

m
ÿ

j“1

DjD
J
j qp1{c2qcT ě c̄Il,

(38)

where 0 ă c̄ ă 1 is a constant independent of n.

On the other hand, since apϕ1q is a quadratic function of ϕ1, we have

|apϕ1q| ď cp1 ` |ϕ1|2q, @ϕ1 P Rl,

for some constant c ą 0. So

Erxnptq2s “ p

m
ÿ

j“1

DJ
j ϕ2,nDjq

ż t

0
eapϕ1,nqpt´sqds` x20e

apϕ1,nqt

ď cp1 ` |ϕ2,n|qec|ϕ1,n|2T ,

leading to

lpϕ1,n, ϕ2,n;θnq “ p

m
ÿ

j“1

DjD
J
j q

ż T

0
k1pt;θnqErxnptq2sdt

ď p

m
ÿ

j“1

DjD
J
j qc2Tcp1 ` |ϕ2,n|qec|ϕ1,n|2T .
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Recalling that ϕ2,n “
Il
bn
, we arrive at

|h1pϕ1,n, ϕ2,n;θnq| ď |ϕ1,n ´ ϕ˚
1 ||lpϕ1,n, ϕ2,n;θnq|

ď cp1 ` |ϕ1,n|qec|ϕ1,n|2
(39)

for some constant c ą 0.

A.3 Almost Sure Convergence of ϕ1,n

We are now ready to prove Part (a) of Theorem 1 regarding the almost sure convergence of ϕ1,n.

Here and henceforth we will prove more general results by allowing a bias term β1,n “ E rξ1,n | Gns

that may account for errors arising from practical implementations (e.g. the discretization errors;

see Remark 2 for details). The following theorem specializes to Part (a) of Theorem 1 when β1,n “ 0.

Theorem 3. Assume the noise term ξ1,n satisfies E
”

ξ1,n

ˇ

ˇ

ˇ
Gn

ı

“ β1,n and

E
”

|ξ1,n ´ β1,n|
2

ˇ

ˇ

ˇ
Gn

ı

ďcbnp1 ` |ϕ1,n|8 ` plog bnq8q exp tc|ϕ1,n|6u, (40)

where c ą 0 is a constant independent of n, and tGnu is the filtration generated by tθm, ϕ1,m, ϕ2,m,m “

0, 1, 2, ..., nu. Moreover, assume

piq 0 ă an ď 1 for all n,
ÿ

n

an “ 8,
ÿ

n

an|β1,n| ă 8;

piiq c1,n Ò 8,
ÿ

n

a2nb
q
nplog bnqq2ecc

q3
1,n ă 8

for any c ą 0, 0 ď q ď 1 , 0 ď q2 ď 8 and 0 ď q3 ď 6;

piiiq bn ě 1 for all n, bn Ò 8.

(41)

Then ϕ1,n almost surely converges to the unique equilibrium point

ϕ˚
1 “ ´p

m
ÿ

j“1

DjD
J
j q´1pB `

m
ÿ

j“1

CjDjq.

Proof. The main idea is to derive inductive upper bounds of |ϕ1,n ´ ϕ˚
1 |2, namely, we will bound

|ϕ1,n`1 ´ ϕ˚
1 |2 in terms of |ϕ1,n ´ ϕ˚

1 |2.

First, for any closed, convex setK Ă R and x P K, y P R, it follows from a property of projection

that the function fptq “ |tΠKpyq ` p1´ tqx´y|2, t P R, achieves minimum at t “ 1. The first-order
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condition at t “ 1 then yields

2|ΠKpyq ´ y|2 ´ 2xΠKpyq ´ y, x´ yy “ 0.

Therefore,

|ΠKpyq ´ x|2 “|ΠKpyq ´ y ` y ´ x|2 “ |y ´ x|2 ` |ΠKpyq ´ y|2

` 2xΠKpyq ´ y, y ´ xy

“|y ´ x|2 ´ |ΠKpyq ´ y|2 ď |y ´ x|2.

Taking n sufficiently large such that ϕ˚
1 P K1,n`1, we have

|ϕ1,n`1 ´ ϕ˚
1 |2 ď |ϕ1,n ` anrh1pϕ1,n, ϕ2,n;θnq ` ξ1,ns ´ ϕ˚

1 |2.

Denoting U1,n “ ϕ1,n ´ ϕ˚
1 , we deduce

E
”

|U1,n`1|2
ˇ

ˇ

ˇ
Gn

ı

ďE
”

|U1,n ` anrh1pϕ1,n, ϕ2,n;θnq ` ξ1,ns|2
ˇ

ˇ

ˇ
Gn

ı

“|U1,n|2 ` 2anxU1,n, h1pϕ1,n, ϕ2,n;θnq ` β1,ny ` a2nE
”

|h1pϕ1,n, ϕ2,n;θnq ` ξ1,n|2
ˇ

ˇ

ˇ
Gn

ı

“|U1,n|2 ` 2anxU1,n, h1pϕ1,n, ϕ2,n;θnq ` β1,ny

` a2nE
”

|h1pϕ1,n, ϕ2,n;θnq ` pξ1,n ´ β1,nq ` β1,n|2
ˇ

ˇ

ˇ
Gn

ı

ď|U1,n|2 ` 2anxU1,n, h1pϕ1,n, ϕ2,n;θnqy ` 2an|β1,n||U1,n|

` 3a2n

´

|h1pϕ1,n, ϕ2,n;θnq|2 ` |β1,n|2 ` E
”

|ξ1,n ´ β1,n|
2

ˇ

ˇ

ˇ
Gn

ı¯

ď|U1,n|2 ` 2anxU1,n, h1pϕ1,n, ϕ2,n;θnqy ` an|β1,n|p1 ` |U1,n|2q

` 3a2n

´

|h1pϕ1,n, ϕ2,n;θnq|2 ` |β1,n|2 ` E
”

|ξ1,n ´ β1,n|
2

ˇ

ˇ

ˇ
Gn

ı¯

.

Recall that |ϕ1,n| ď c1,n almost surely. By (39), we have

|h1pϕ1,n, ϕ2,n;θnq|2 ď cp1 ` |ϕ1,n|q2e2c|ϕ1,n|2 ď cp1 ` c21,nqecc
2
1,n .

In addition, the assumption (40) yields

E
”

|ξ1,n ´ β1,n|
2

ˇ

ˇ

ˇ
Gn

ı

ďcbnp1 ` |ϕ1,n|8 ` plog bnq8q exp tc|ϕ1,n|6u

ďcbnp1 ` c81,n ` plog bnq8q exp tcc61,nu.
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Therefore,

E
”

|U1,n`1|2
ˇ

ˇ

ˇ
Gn

ı

ď|U1,n|2 ` 2anxU1,n, h1pϕ1,n, ϕ2,n;θnqy ` an|β1,n|p1 ` |U1,n|2q

` 3a2n

´

|h1pϕ1,n, ϕ2,n;θnq|2 ` |β1,n|2 ` E
”

|ξ1,n ´ β1,n|
2

ˇ

ˇ

ˇ
Gn

ı¯

ďp1 ` an|β1,n|q|U1,n|2 ` 2anxU1,n, h1pϕ1,n, ϕ2,n;θnqy ` an|β1,n|

` 3a2n

ˆ

cp1 ` c21,nqecc
2
1,n ` |β1,n|2 ` cbnp1 ` c81,n ` plog bnq8q exp tcc61,nu

˙

“ : p1 ` κ1,nq|U1,n|2 ´ ζ1,n ` η1,n,

where κ1,n “ an|β1,n|, ζ1,n “ ´2anxU1,n, h1pϕ1,n, ϕ2,n;θnqy, and

η1,n “ an|β1,n| ` 3a2n

ˆ

cp1 ` c21,nqecc
2
1,n ` |β1,n|2

` cbnp1 ` c81,n ` plog bnq8q exp tcc61,nu

˙

.

(42)

By assumptions (i)-(ii) of (41), we know
ř

κ1,n ă 8 and
ř

η1,n ă 8. It then follows from

(Robbins and Siegmund, 1971, Theorem 1) that |U1,n|
2 converges to a finite limit and

ř

ζ1,n ă 8

almost surely.

It remains to show |U1,n| Ñ 0 almost surely. It follows from (35) and (38) that

ζ1,n “ ´2anxU1,n, h1pϕ1,n, ϕ2,n;θnqy

“ 2anxpϕ1,n ´ ϕ˚
1q, lpϕ1,n, ϕ2,n;θnqpϕ1,n ´ ϕ˚

1qy

“ 2anpϕ1,n ´ ϕ˚
1qJlpϕ1,n, ϕ2,n;θnqpϕ1,n ´ ϕ˚

1q

ě 2c̄an|ϕ1,n ´ ϕ˚
1 |2.

Now, suppose |U1,n| Û 0 almost surely. Then there exists a set Z P F with PpZq ą 0 so that

for every ω P Z, there is δpωq ą 0 such that |U1,n| “ |ϕ1,n ´ ϕ˚
1 | ě δpωq ą 0 for sufficiently large n.

Thus,
ÿ

ζ1,n ě
ÿ

2c̄an|ϕ1,n ´ ϕ˚
1 |2 ě 2c̄δpωq2

ÿ

an “ 8.

This is a contradiction. Therefore, we have proved that |U1,n| converges to 0 almost surely, or ϕ1,n

converges to ϕ˚
1 almost surely.
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Remark 1. An instance satisfying the assumptions in (41) is an “ 1 ^ α
3
4

pn`βq
3
4
, where constants

α ą 0, β ą 0. bn “ 1_
pn`βq

1
4

α
1
4

, c1,n “ 1_ plog log nq
1
6 , and β1,n “ 0. This is because

ř 1
n “ 8, and

ř plognqpplog lognqq

nr ă 8, for any p, q ą 0 and r ą 1.

A.4 Mean-Squared Error of ϕ1,n ´ ϕ˚
1

In this section, we establish the convergence rate of ϕ1,n to ϕ˚
1 stipulated in part (b) of Theorem

1.

The following lemma shows a general recursive relation satisfied by some sequences of learning

rates.

Lemma 3. For any w ą 0, there exists positive numbers α ą 1
w and β ě maxp 1

wα´1 , w
2α3q such

that the sequence an “ α
3
4

pn`βq
3
4
satisfies an ď an`1p1 ` wan`1q for all n ě 0.

Proof. We have the following equivalences:

an ď an`1p1 ` wan`1q

ô
α

3
4

pn` βq
3
4

ď
α

3
4

pn` 1 ` βq
3
4

` w

ˆ

α

n` 1 ` β

˙
2
3

ôpn` β ` 1q
3
4 ´ pn` βq

3
4 ď wα

3
4

ˆ

n` β

n` β ` 1

˙
3
4

.

(43)

Consider the last inequality in (43) and notice that the left hand side is a decreasing function of n

and the right hand side is an increasing function of n. So to show that this inequality is true for

all n, it is sufficient to show that it is true when n “ 0, which is

pβ ` 1q
3
4 ´ β

3
4 ď wα

3
4

β
3
4

pβ ` 1q
3
4

. (44)

To this end, it follows from β ě w2α3 and wαβ ě β ` 1 that

wβ4 ě w3α3β3 ě pβ ` 1q3.

Hence

w
1
4

β
3
4

pβ ` 1q
3
4

ě
3

4
β´ 1

4 ě pβ ` 1q
3
4 ´ β

3
4 ,

where the last inequality is due to the mean value theorem. Now the desired inequality (44) follows
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from the fact that α ą 1
w .

The following result covers part (b) of Theorem 1 as a special case.

Theorem 4. Under the assumption of Theorem 3, if the sequence tanu further satisfies

an ď an`1p1 ` wan`1q

for some sufficiently small constant w ą 0 and t bn
an

|β1,n|2u is non-decreasing in n, then there exists

an increasing sequence tη̂1,nu and a constant c1 ą 0 such that

Er|ϕ1,n`1 ´ ϕ˚
1 |2s ď c1anη̂1,n.

In particular, if we set the parameters an, bn, c1,n, β1,n as in Remark 1, then

Er|ϕ1,n`1 ´ ϕ˚
1 |2s ď c

p1 _ log nqpp1 _ log log nq
4
3

n
1
2

for any n, where c and p are positive constants that only depend on model primitives.

Proof. Denote n0 “ inftn ě 0 : ϕ˚
1 P K1,n`1u and U1,n “ ϕ1,n ´ ϕ˚

1 . It follows from (35) and (38)

that

xU1,n, h1pϕ1,n, ϕ2,n;θnqy “ ´UJ
1,nlpϕ1,n, ϕ2,n;θnqU1,n ď ´c̄|U1,n|2. (45)

When n ě n0, this together with a similar argument to the proof of Theorem 3 yields

E
”

|U1,n`1|2
ˇ

ˇ

ˇ
Gn

ı

ď|U1,n|2 ` 2anxU1,n, h1pϕ1,n, ϕ2,n;θnqy ` 2an|β1,n||U1,n|

` 3a2n

´

|h1pϕ1,n, ϕ2,n;θnq|2 ` |β1,n|2 ` E
”

|ξ1,n ´ β1,n|
2

ˇ

ˇ

ˇ
Gn

ı¯

ď|U1,n|2 ´ 2anc̄|U1,n|2 ` 2an|β1,n||U1,n|

` 3a2n

´

|h1pϕ1,n, ϕ2,n;θnq|2 ` |β1,n|2 ` E
”

|ξ1,n ´ β1,n|
2

ˇ

ˇ

ˇ
Gn

ı¯

ď|U1,n|2 ´ 2anc̄|U1,n|2 ` anp
1

c̄
|β1,n|2 ` c̄|U1,n|2q

` 3a2n

´

|h1pϕ1,n, ϕ2,n;θnq|2 ` |β1,n|2 ` E
”

|ξ1,n ´ β1,n|
2

ˇ

ˇ

ˇ
Gn

ı¯

“p1 ´ c̄anq|U1,n|2 ` 3a2n

ˆ

|h1pϕ1,n, ϕ2,n;θnq|2 ` p1 `
1

3c̄an
q|β1,n|2

` E
”

|ξ1,n ´ β1,n|
2

ˇ

ˇ

ˇ
Gn

ı

˙

.

(46)

32



Now, by the proof of Theorem 3,

|h1pϕ1,n, ϕ2,n;θnq|2 ` E
”

|ξ1,n ´ β1,n|
2

ˇ

ˇ

ˇ
Gn

ı

ďc

ˆ

p1 ` c21,nqecc
2
1,n ` bnp1 ` c81,n ` plog bnq8q exp tcc61,nu

˙

ďcbnp1 ` c81,n ` plog bnq8q exp tcc61,nu.

Moreover, the assumptions in (41) imply that p1` 1
3c̄an

q|β1,n|2 ď c bnan |β1,n|2 for some constant c ą 0.

When n ě n0, it follows from (46) that

E
”

|U1,n`1|2
ˇ

ˇ

ˇ
Gn

ı

ď p1 ´ c̄anq|U1,n|2 ` 3a2nη̂1,n,

where

η̂1,n “cbnp1 ` c81,n ` plog bnq8 `
|β1,n|2

an
q exp tcc61,nu, (47)

which is monotonically increasing because c1,n, bn are monotonically increasing and bn
an

|β1,n|2 is

non-decreasing by the assumptions. Taking expectation on both sides of the above and denoting

ρn “ Er|U1,n|2s, we get

ρn`1 ď p1 ´ c̄anqρn ` 3a2nη̂1,n (48)

when n ě n0.

Next, we show ρn`1 ď c1anη̂1,n for all n ě 0 by induction, where

c1 “ maxt
ρ1

a0η̂1,0
, ρ2
a1η̂1,1

, ¨ ¨ ¨ ,
ρn0`1

an0 η̂1,n0
, 3c̄ u ` 1. Indeed, it is true when n ď n0. Assume that ρk`1 ď

c1akη̂1,k is true for n0 ď k ď n´ 1. Then (48) yields

ρn`1 ď p1 ´ c̄anqρn ` 3a2nη̂1,n

ď p1 ´ c̄anqc1an´1η̂1,n´1 ` 3a2nη̂1,n

ď p1 ´ c̄anqc1anp1 ` wanqη̂1,n ` 3a2nη̂1,n

“ c1anη̂1,n ` c1η̂1,na
2
n

ˆ

w ´ c̄´ c̄wan `
3

c1

˙

.

Consider the function

fpxq “ c1η̂1,nx
2

ˆ

w ´ c̄´ c̄wx`
3

c1

˙

,

which has two roots at x1,2 “ 0 and one root at x3 “
w´pc̄´ 3

c1 q

cw . Because c̄´ 3
c1 ą 0, we can choose
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0 ă w ă c̄´ 3
c1 so that x3 ă 0. So fpxq ă 0 when x ą 0, leading to

c1η̂1,na
2
n

ˆ

w ´ c̄´ c̄wan `
3

c1

˙

ă 0, @n

because an ą 0. We have now proved Er|U1,n`1|2s ď c1anη̂1,n.

In particular, under the setting of Remark 1, we can verify that p bn
an

q|β1,n|2 is a non-decreasing

sequence of n, and an “ Θpn´ 3
4 q. Then

η̂1,n “cbnp1 ` c81,n ` plog bnq8 `
|β1,n|2

an
q exp tcc61,nu

ďcn
1
4 p1 ` p1 _ log log nq

4
3 ` p0 _ log nq8qpe_ log nqc

ďcn
1
4 p1 _ log nqpp1 _ log lognq

4
3 ,

(49)

where c and p are positive constants. The proof is now complete.

B A Proof of Theorem 2

This section is dedicated to proving Theorem 2, which pivots around analyzing the value function

J̄ in terms of ϕ1 and ϕ2.

B.1 Analyzing J̄pϕ1, ϕ2q

Recall that J̄pϕ1, ϕ2q “ Jp0, x0;πq with γ “ 0, where π “ N p¨|ϕ1x, ϕ2q.

Lemma 4. The value function can be expressed as

J̄pϕ1, ϕ2q “ fpapϕ1qq ` p

m
ÿ

j“1

DJ
j ϕ2Djqgpapϕ1qq,

where apϕ1q is defined by (28) and the functions f and g are defined as follows:

fpaq “

$

’

&

’

%

x2
0p´H´QT q

2 if a “ 0,

1
2apQ´ eaTQ´HeaTaqx20 if a ‰ 0,

(50)
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gpaq “

$

’

&

’

%

T p´2H´QT q

4 if a “ 0,

1
2a2

pQTa`Q`Ha´ eaTQ´HeaTaq if a ‰ 0.

(51)

Proof. The value function of the policy N p¨|ϕ1x, ϕ2q with γ “ 0 is (with a slight abuse of notation)

Jpt, x;ϕ1, ϕ2q “ E
„

´
1

2

ż T

t
Qxϕpsq2ds´

1

2
HxϕpT q2

ˇ

ˇ

ˇ
xϕptq “ x

ȷ

,

where ϕ “ pϕ1, ϕ2q and txϕpsq : t ď s ď T u is the corresponding exploratory state process. By the

Feynman–Kac formula, Jp¨, ¨;ϕ1, ϕ2q satisfies

$

’

’

’

&

’

’

’

%

vt ` 1
2

ş

Rl

řm
j“1pCjx`DJ

j uq2N pu|ϕ1x, ϕ2qduvxx

`
`

Ax`BJ
ş

Rl uN pu|ϕ1x, ϕ2qdu
˘

vx ´ 1
2Qx

2 “ 0,

vpT, xq “ ´1
2Hx

2.

(52)

The solution to the above PDE is

Jpt, x;ϕ1, ϕ2q “
1

2

„

Q

apϕ1q
´ eapϕ1qpT´tqp

Q

apϕ1q
`Hq

ȷ

x2 ´
1

2
p

m
ÿ

j“1

DJ
j ϕ2Djq

«

Q

apϕ1q
t`

eapϕ1qpT´tq

apϕ1q
p
Q

apϕ1q
`Hq ´ p

QT

apϕ1q
`

Q

apϕ1q2
`

H

apϕ1q
q

ff (53)

if apϕ1q ‰ 0, and

Jpt, x;ϕ1, ϕ2q “
1

2
pQt´QT ´Hqx2 `

1

4
p

m
ÿ

j“1

DJ
j ϕ2DjqpQt2 ´ 2QTt´ 2Htq

´
1

4
p

m
ÿ

j“1

DJ
j ϕ2DjqpQT 2 ` 2HT q

(54)

if apϕ1q “ 0.

The desired result follows immediately noting that J̄pϕ1, ϕ2q “ Jp0, x0;ϕ1, ϕ2q.

Lemma 5. Both the functions f and g defined respectively by (50) and (51) are continuously

differentiable, monotonically non-increasing, and strictly negative everywhere.

Proof. First of all, it is straightforward to check by L’Hôpital’s rule that both f and g are continuous
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at 0; hence they are continuous functions. Next, when a ‰ 0,

f 1paq “ ´
Qx20p1 ` aTeaT ´ eaT q

2a2
´
x20
2
HTeaT ď 0,

where the inequality is due to the facts that 1 ` xex ´ ex ď 0 @x and that Q,H ě 0. Moreover,

again by L’Hôpital’s rule we obtain

f 1p0q “ ´
Tx20p2H `QT q

4
“ lim

aÑ0
f 1paq,

implying that f is continuously differentiable at 0, and hence continuously differentiable everywhere

and monotonically non-increasing. Similarly we can prove that g is also continuously differentiable

everywhere and monotonically non-increasing.

Finally, it is evident that

lim
aÑ´8

fpaq “ lim
aÑ´8

gpaq “ 0, lim
aÑ8

fpaq “ lim
aÑ8

gpaq “ ´8.

Thus, in view of the proved monotonicity, we have fpaq ă 0 and gpaq ă 0 for any a.

B.2 Regret Analysis

We now proceed to prove Theorem 2.

Proof. By Lemma 4, we can write

J̄pϕ˚
1 , 0q ´ J̄pϕ1,n, ϕ2,nq

“fpapϕ˚
1qq ´ rfpapϕ1,nqq ` p

m
ÿ

j“1

DJ
j ϕ2,nDjqgpapϕ1,nqqs

“ ´ p

m
ÿ

j“1

DJ
j ϕ2,nDjqgpapϕ˚

1qq ` rfpapϕ˚
1qq ´ fpapϕ1,nqqs

` p

m
ÿ

j“1

DJ
j ϕ2,nDjqrgpapϕ˚

1qq ´ gpapϕ1,nqqs.

(55)

Because ϕ2,n “
Il
bn

and g ă 0 (by Lemma 5), we have

Er´p

m
ÿ

j“1

DJ
j ϕ2,nDjqgpapϕ˚

1qqs “ ´gpapϕ˚
1qq

D

bn
ď

c

n
1
4

, (56)
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where D “ p
řm

j“1D
J
j Djq and c ą 0 is independent of n.

Next, by the definition of function apϕ1q in (28), we have |apϕ1q ´ apϕ˚
1q| ď c̄1|ϕ1 ´ ϕ˚

1 |2, where

c̄1 ą 0 is a constant that depends on the model primitives. Furthermore, it follows from (28) and

(18) that |apϕ1,nq| ď c̄2p1 ` c21,nq for some constant c̄2 ą 0. In addition, by the monotonicity of the

functions f and g and assumptions (41), we have

|fpapϕ1,nqq| ď |fpc̄2p1 ` c21,nqq| ď cp1 ` ec̄2p1`c21,nqT
qp1 `

1

c21,n
q ď c̄3 log n,

|gpapϕ1,nqq| ď |gpc̄2p1 ` c21,nqq| ď cp1 ` ec̄2p1`c21,nqT
qp1 `

1

c41,n
q ď c̄4 log n,

where c̄3 ą 0 and c̄4 ą 0 are constants independent of n.

Furthermore, it follows from Lemma 5 that for a given fixed δ ą 0, the inequalities |f 1papϕ1qq| ď

c̄5pδq and |g1papϕ1qq| ď c̄6pδq hold for any ϕ1 satisfying |ϕ1 ´ϕ˚
1 | ď δ, where c̄5pδq ą 0 and c̄6pδq ą 0

are constants that depend on the value of δ. On the other hand, Theorem 4 yields

Er|ϕ1,n`1 ´ ϕ˚
1 |2s ď c̄7

p1 _ log nqpp1 _ log lognq
4
3

n
1
2

,

where c̄7 ą 0 is a constant.

Now, we consider a positive sequence

δ1,n “

ˆ

|fpapϕ˚
1qq| ` c̄3 log n

c̄5pδqc̄1

c̄7p1 _ log nqpp1 _ log log nq
4
3

n
1
2

˙
1
4

, n “ 1, 2, ¨ ¨ ¨ .

It is straightforward to see that δ1,n Ñ 0 as n Ñ 8.

Thus there exists the finite n1 “ inf tn1 P N : δ1,n ă δ for all n ě n1u. Denote δn “ δ for n ă n1

and δn “ δ1,n for n ě n1. When n ě n1, we deduce
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Erfpapϕ˚
1qq ´ fpapϕ1,nqqs

“Erfpapϕ˚
1qq ´ fpapϕ1,nqqs1t|ϕ1,n´ϕ˚

1 |ďδnu ` Erfpapϕ˚
1qq ´ fpapϕ1,nqqs1t|ϕ1,n´ϕ˚

1 |ąδnu

“

ż

|ϕ1,n´ϕ˚
1 |ďδn

fpapϕ˚
1qq ´ fpapϕ1,nqqdP `

ż

|ϕ1,n´ϕ˚
1 |ąδn

fpapϕ˚
1qq ´ fpapϕ1,nqqdP

“

ż

|ϕ1,n´ϕ˚
1 |ďδn

f 1papϕ̃1,nqqpapϕ˚
1q ´ apϕ1,nqqdP

`

ż

|ϕ1,n´ϕ˚
1 |ąδn

fpapϕ˚
1qq ´ fpapϕ1,nqqdP

ďc̄5pδqc̄1δ
2
n ` p|fpapϕ˚

1qq| ` |fpapϕ1,nqq|qPp|ϕ1,n ´ ϕ˚
1 | ą δnq

ďc̄5pδqc̄1δ
2
n `

|fpapϕ˚
1qq| ` c̄3 log n

δ2n
Er|ϕ1,n ´ ϕ˚

1 |2s

ďc̄5pδqc̄1δ
2
n `

|fpapϕ˚
1qq| ` c̄3 log n

δ2n

c̄7p1 _ log nqpp1 _ log log nq
4
3

n
1
2

“2
b

c̄7c̄5pδqc̄1p|fpapϕ˚
1qq| ` c̄3 log nq

p1 _ log nq
p
2 p1 _ log lognq

2
3

n
1
4

,

(57)

where the third equality follows from the mean–value theorem and the fact that ϕ̃1,n P tϕ1 P Rl :

|ϕ1 ´ ϕ˚
1 | ă |ϕ1,n ´ ϕ˚

1 |u satisfies fpapϕ˚
1qq ´ fpapϕ1,nqq “ f 1papϕ̃1,nqqpapϕ˚

1q ´ apϕ1,nqq.

When n ă n1, by the same argument as in (57) with δn replaced by δ, we have,

Erfpapϕ˚
1qq ´ fpapϕ1,nqqs

ďc̄5pδqc̄1δ
2 `

|fpapϕ˚
1qq| ` c̄3 log n

δ2
c̄7p1 _ log nqpp1 _ log lognq

4
3

n
1
2

.

(58)

Similarly, we consider another positive sequence

δ2,n “

ˆ

|gpapϕ˚
1qq| ` c̄4 log n

c̄6pδqc̄1

c̄7p1 _ log nqpp1 _ log lognq
4
3

n
1
2

˙
1
4

, n “ 1, 2, ¨ ¨ ¨ .

Because δ2,n Ñ 0 as n Ñ 8, there exists the finite

n2 “ inf tn1 P N : δ2,n ă δ for all n ě n1u.

Set δ1
n “ δ for n ă n2 and δ1

n “ δ2,n for n ě n2. When n ě n2, we have
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Erp

m
ÿ

j“1

DJ
j ϕ2,nDjqpgpapϕ˚

1qq ´ gpapϕ1,nqqqs

“Erp

m
ÿ

j“1

DJ
j ϕ2,nDjqpgpapϕ˚

1qq ´ gpapϕ1,nqqqs1t|ϕ1,n´ϕ˚
1 |ďδ1

nu

` Erp

m
ÿ

j“1

DJ
j ϕ2,nDjqpgpapϕ˚

1qq ´ gpapϕ1,nqqqs1t|ϕ1,n´ϕ˚
1 |ąδ1

nu

“
D

bn

ż

|ϕ1,n´ϕ˚
1 |ďδ1

n

pg1papϕ̌1,nqqpapϕ˚
1q ´ apϕ1,nqqqdP

`
D

bn

ż

|ϕ1,n´ϕ˚
1 |ąδ1

n

pgpapϕ˚
1qq ´ gpapϕ1,nqqqdP

ď
D

bn

„

c̄6pδqc̄1δ
12
n ` p|gpapϕ˚

1qq| ` |gpapϕ1,nqq|qPp|ϕ1,n ´ ϕ˚
1 | ą δ1

nq

ȷ

ď
D

bn

„

c̄6pδqc̄1δ
12
n `

|gpapϕ˚
1qq| ` c̄4 log n

δ12
n

Er|ϕ1,n ´ ϕ˚
1 |2s

ȷ

ď
D

bn

„

c̄6pδqc̄1δ
12
n `

|gpapϕ˚
1qq| ` c̄4 log n

δ12
n

c̄7p1 _ log nqpp1 _ log log nq
4
3

n
1
2

ȷ

“
2D

bn

b

c̄7c̄6pδqc̄1p|gpapϕ˚
1qq| ` c̄4 log nq

p1 _ log nq
p
2 p1 _ log log nq

2
3

n
1
4

.

(59)

For n ă n2, by the same argument as in (59) with δ1
n replaced by δ, we have

Erϕ2,npgpapϕ˚
1qq ´ gpapϕ1,nqqqs

ď
D

bn

„

c̄6pδqc̄1δ
2 `

|gpapϕ˚
1qq| ` c̄4 log n

δ2
c̄7p1 _ log nqpp1 _ log log nq

4
3

n
1
2

ȷ

.

(60)
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Finally, combining (55) – (60) yields

N
ÿ

n“1

ErJ̄pϕ˚
1 , 0q ´ J̄pϕ1,n, ϕ2,nqs

“

N
ÿ

n“1

Er´ϕ2,ngpapϕ˚
1qqs `

n1´1
ÿ

n“1

Erfpapϕ˚
1qq ´ fpapϕ1,nqqs

`

N
ÿ

n“n1

Erfpapϕ˚
1qq ´ fpapϕ1,nqqs

`

n2´1
ÿ

n“1

Erϕ2,npgpapϕ˚
1qq ´ gpapϕ1,nqqs `

N
ÿ

n“n2

Erϕ2,npgpapϕ˚
1qq ´ gpapϕ1,nqqs

ď

N
ÿ

n“1

c

n
1
4

`

n1´1
ÿ

n“1

c̄5pδqc̄1δ
2 `

|fpapϕ˚
1qq| ` c̄3 log n

δ2
c̄7p1 _ log nqpp1 _ log log nq

4
3

n
1
2

` 2
N
ÿ

n“n1

b

c̄7c̄5pδqc̄1p|fpapϕ˚
1qq| ` c̄3 log nq

p1 _ log nq
p
2 p1 _ log log nq

2
3

n
1
4

`

n2´1
ÿ

n“1

D

bn

„

c̄6pδqc̄1δ
2 `

|gpapϕ˚
1qq| ` c̄4 log n

δ2
c̄7p1 _ log nqpp1 _ log log nq

4
3

n
1
2

ȷ

` 2
N
ÿ

n“n2

D

bn

b

c̄7c̄6pδqc̄1p|gpapϕ˚
1qq| ` c̄4 log nq

p1 _ log nq
p
2 p1 _ log lognq

2
3

n
1
4

ďc` cN
3
4 plogNq

p`1
2 plog logNq

2
3 .

The proof is complete.

Remark 2. The discretization errors in our model, impacted by the step size ∆tn and parameter

values θn and ϕn, can be captured by the term β1,n. Theorems 3 and 4 show that we only need

to set β1,n to be of the order n´ 3
8 by a suitable decreasing schedule of ∆tn. We omit the details

here, but refer to Kloeden and Platen (1992); Szpruch et al. (2024) for discussions and analyses on

time-discretization techniques.

C Specifics of Numerical Experiments

This section presents the implementation details of the numerical experiments outlined in Sec-

tion 5. For clarity and simplicity, we set l “ m “ 1 both our model-free continuous-time RL

algorithm and the adapted model-based counterpart. To facilitate reproducibility, we fix the ran-

dom seeds for all 120 independent experiments, ranging sequentially from 1 to 120.

The section is organized into three subsections: the first one presents and explains the modified
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algorithm that adapts the model-based methods (Basei et al., 2022; Szpruch et al., 2024) to our

setting involving state and control dependent volatility. The second one details the experimental

conditions, parameter settings, and the overall framework used to validate our claims and assess the

performance of our algorithmic enhancements. The third one describes the computational resources

used for these experiments.

C.1 A Modified Model-Based Algorithm

The key component in the algorithms developed by (Basei et al., 2022; Szpruch et al., 2024) is

to estimate the parameters A and B in the drift term whereas the diffusion term is assumed to be

constant. Clearly, these algorithms cannot be used directly to our setting where the diffusion term

is state- and control-dependent. Here we extend them to also including estimates of the parameters

C and D.

Specifically, in the n-th iteration, the policy is defined as

unpt, xq “ ϕ̄1,nx, (61)

where ϕ̄1,n is distributed according to N p¨| ´ Bn`CnDn
D2

n
, vnq, with vn being a deterministic sequence

defined by vn “ 1
n`1 , and Bn, Cn, Dn being the current estimation of the parameter B,C,D.

Applying this feedback policy to the classical dynamic (1) yields

dxnptq “pA`Bϕ̄1,nqxnptqdt` pC `Dϕ̄1,nqxnptqdW pjq
n ptq

:“Pnxnptqdt`RnxnptqdW pjq
n ptq,

(62)

where Wn is the Browian motion for the n-th iteration.

Given an observed state trajectory txnptq : 0 ď t ď T u following (62), we discretize it uniformly

into m intervals resulting in the “snapshots” of the state, txnpt0q, xnpt1q, . . . , xnptmqu, and then

employ a statistical approach to estimate Pn and Rn:

R̂2
n “

řm
k“1plog xnptkq ´ log xnptk´1qq2

T
,

P̂n “
log xnptmq ´ log xnpt0q

T
`

1

2
R̂2

n.

(63)

Parameters An and Bn are subsequently estimated via linear regression, using ϕ̄1,n as the indepen-

dent variable and P̂n as the dependent variable. Similarly, parameters Cn and Dn are determined
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using quadratic regression, with ϕ̄21,n and ϕ̄1,n as the independent variables and R̂2
n as the depen-

dent variable. We enhance parameter estimation accuracy by incorporating an experience replay

mechanism (Lillicrap et al., 2015; Mnih et al., 2015), which utilizes all historical data for ongoing

updates.

The pseudocode for implementing this modified model-based algorithm is presented below:

Algorithm 2 Modified Model-Based Algorithm

Input

A0, B0 Initial drift parameters.

C0, D0 Initial diffusion parameters.

Initialize experience replay buffer for P̂n, R̂
2
n, ϕ̄1,n.

Collect two trajectories with distinct values of ϕ̄1,´1 and ϕ̄1,0.

for n “ 1 to N do

Draw ϕ̄1,n from N p´Bn`CnDn
D2

n
, vnq.

Initialize k “ 0, t “ tk “ 0, xnptkq “ x0.

while t ă T do

Apply action unptkq “ ϕ̄1,nxnptkq using policy (61).

Simulate new state xnptk`1q via dynamics (62).

Advance time to tk`1 Ð tk ` ∆t and update t.

end while

Record trajectory tptk, xnptkqqukě0.

Estimate P̂n, R̂
2
n using (63).

Update An, Bn using linear regression with P̂n.

Update Cn, Dn using quadratic regression with R̂2
n.

end for

Output

AN , BN Final estimated drift parameters.

CN , DN Final estimated diffusion parameters.
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C.2 Experiment Setup

The specific setup for the experiment applying the model-free Algorithm 1 is as follows:

• The initial value for ϕ1 is ϕ1,0 “ ´0.5.

• The leaning rate of ϕ1 is an “ 0.05

pn`1q
3
4
.

• The projection for ϕ1,n is set to be a constant set of r´2.2,´0.5s for computational efficiency.3

• The exploration schedule is ϕ2,n “ 1
bn

where bn “ 0.2pn` 1q
1
4 .

• The functions k̂1pt;θq “ 1 and k̂3pt;θq “ 1 for simplicity, which satisfy the assumptions in

Subsection 3.1.4

• The parameters θ need not to be learned, as the value function is not updated.

• The temperature parameter γ “ 1.

• The initial state x0 “ 1.

• The time horizon T “ 1.

• The time step ∆t “ 0.01.

• The total number of iteration for each experiment N “ 400, 000.

The specifics of implementing the adapted model-based Algorithm 2 are:

• The initial state x0 “ 1.

• The time horizon T “ 1.

• The time step ∆t “ 0.01.

• The total number of iterations for each experiment is N “ 400, 000.

3The projection was originally set to prove the theoretical convergence rate and regret bound. For implementation
the theoretical projection grows too slow; instead it could be tuned.

4Recall that our results do not dependent on the form of the value function.
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C.3 Compute Resources

All experiments were performed on a MacBook Pro (16-inch, 2019) equipped with a 2.4 GHz

8-Core Intel Core i9 processor, 32 GB of 2667 MHz DDR4 memory, and dual graphics processors,

comprising an AMD Radeon Pro 5500M with 8 GB and an Intel UHD Graphics 630 with 1536 MB.

Not having a high-powered server, this consumer-grade laptop was sufficient to handle the com-

putational task of conducting 120 independent experiments sequentially, each running for 400,000

iterations. The model-free actor–critic algorithm required approximately 26 hours for a complete

sequential run, whereas the model-based plugin algorithm took about 83 hours. This significant

difference in running times also demonstrates the efficiency of our model-free approach compared

with the model-based one.
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