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Abstract. In this paper, we formulate a general time-inconsistent stochastic linear–quadratic
(LQ) control problem. The time-inconsistency arises from the presence of a quadratic term of the
expected state as well as a state-dependent term in the objective functional. We define an equilibrium,
instead of optimal, solution within the class of open-loop controls, and derive a sufficient condition
for equilibrium controls via a flow of forward–backward stochastic differential equations. When the
state is one dimensional and the coefficients in the problem are all deterministic, we find an explicit
equilibrium control. As an application, we then consider a mean-variance portfolio selection model
in a complete financial market where the risk-free rate is a deterministic function of time but all the
other market parameters are possibly stochastic processes. Applying the general sufficient condition,
we obtain explicit equilibrium strategies when the risk premium is both deterministic and stochastic.
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1. Introduction. Stochastic control is now a mature and well established sub-
ject of study [10, 21]. Though not explicitly stated at most of the times, a standing
assumption in the study of stochastic control is the time consistency, a fundamental
property of conditional expectation with respect to a progressive filtration. As a re-
sult, an optimal control viewed from today will remain optimal viewed from tomorrow.
Time-consistency provides the theoretical foundation of the dynamic programming ap-
proach including the resulting Hamilton-Jacobi-Bellman (HJB) equation, which is in
turn a pillar of the modern stochastic control theory.

However, there are overwhelmingly more time-inconsistent problems than their
time-consistent counterparts. Hyperbolic discounting [1, 16] and continuous-time
mean–variance portfolio selection model [22, 3] provide two well-known examples of
time-inconsistency. Probability distortion, as in behavioral finance models [13], is yet
another distinctive source of time-inconsistency.

One way to get around the time-inconsistency issue is to consider only pre-
committed controls (i.e., the controls are optimal only when viewed at the initial
time); see, e.g., [22] and nearly all the follow-up works to date on the Markowitz
problem, as well as [13] on the behavioral portfolio choice problem. While these
controls are of practical and theoretical value, they have not really addressed the
time-inconsistency nor provided solutions in a dynamic sense.

Motivated by practical applications especially in mathematical finance, time-
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inconsistent control problems have recently attracted considerable research interest
and efforts attempting to seek equilibrium, instead of optimal, controls. At a concep-
tual level, the idea is that a decision the controller makes at every instant of time is
considered as a game against all the decisions the future incarnations of the controller
are going to make. An “equilibrium” control is therefore one such that any deviation
from it at any time instant will be worse off. Taking this game perspective, Eke-
land and Lazrak [8] approach the (deterministic) time-inconsistent optimal control,
and Björk and Murgoci [5] and Björk, Murgoci and Zhou [6] extend the idea to the
stochastic setting, derive an (albeit very complicated) HJB equation, and apply the
theory to a dynamic Markowitz problem. Yong [20] investigate a time-inconsistent de-
terministic linear–quadratic control problem and derive equilibrium controls via some
integral equations. However, study of time-inconsistent control is, in general, still in
its infancy.

In this paper we formulate a general stochastic linear–quadratic (LQ) control
problem, where the objective functional includes both a quadratic term of the expected
state and a state-dependent term. These non-standard terms each introduces time-
inconsistency into the problem in somewhat different ways. Different from most of the
existing literature [8, 5, 6, 20] where an equilibrium control is defined within the class
of feedback controls, we define our equilibrium via open-loop controls.1 Then we derive
a general sufficient condition for equilibriums through a system of forward–backward
stochastic differential equations (FBSDEs). An intriguing feature of these FBSDEs is
that a time parameter is involved; so these form a flow of FBSDEs. When the state
process is scalar valued and all the coefficients are deterministic functions of time, we
are able to reduce this flow of FBSDEs into several Riccati-like ordinary differential
equations (ODE), and hence obtain explicitly an equilibrium control, which turns out
to be a linear feedback.

In the latter part of the paper, we study a continuous-time mean–variance port-
folio selection model with state dependent trade-off between mean and variance. A
similar problem was first considered in [6] in the framework of feedback controls and
its solution derived via a very complicated (generalized) HJB equation. Here we allow
random market parameters (hence the model and approach of [6] will not work) and
consider open-loop equilibriums. Applying the general sufficient condition and work-
ing through a delicate analysis, we will solve the corresponding FBSDEs and obtain
equilibrium strategies. Again, these strategies happen to be linear feedbacks. We
also compare our strategies with the ones in [6] when all the market coefficients are
deterministic, and find that they are generally different. This suggests that how we
define equilibrium controls is critical in studying time inconsistent control problems.

The remainder of the paper is organized as follows. The next section is devoted to
the formulation of our problem and the definition of equilibrium control. In Section
3, we apply the spike variation technique to derive a flow of FBSDEs and a sufficient
condition of equilibrium controls. Based on this general result, we solve in Section 4
the case when the state is one dimensional and all the coefficients are deterministic.
In Section 5, we formulate a continuous-time mean–variance portfolio selection model
which is a special case of the general LQ model investigated, and derive explicitly its
solution. Finally, some concluding remarks are given in Section 6.

1Recall the class of feedback controls is a subset of that of open-loop ones. In standard (time-
consistent) stochastic control theory, an optimal control is usually defined in the whole class of
open-loops [10, 21]. Only under some conditions - foremost the system dynamic being Markovian -
does an optimal control turn out to be a feedback control.
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2. Problem Setting. Let T > 0 be the end of a finite time horizon and
(Wt)0≤t≤T = (W 1

t , · · · ,W
d
t )0≤t≤T a d-dimensional Brownian motion on a probability

space (Ω,F ,P). Denote by (Ft) the augmented filtration generated by (Wt).
Throughout this paper, we use the following notation with l being a generic

integer:

Sl: the set of symmetric l × l real matrices.

L2
G(Ω; R

l): the set of random variables ξ : (Ω,G) → (Rl,B(Rl))

with E
[

|ξ|2
]

< +∞.

L∞
G (Ω; Rl): the set of essentially bounded random variables

ξ : (Ω,G) → (Rl,B(Rl)).

L2
G(t, T ; R

l): the set of {Gs}s∈[t,T ]-adapted processes

f = {fs : t ≤ s ≤ T} with E

[

∫ T

t
|fs|

2 ds
]

< ∞.

L∞
G (t, T ; Rl): the set of essentially bounded {Gs}s∈[t,T ]-adapted processes.

L2
G(Ω; C(t, T ; Rl)): the set of continuous {Gt}s∈[t,T ]-adapted processes

f = {fs : t ≤ s ≤ T} with E

[

sups∈[t,T ] |fs|
2
]

< ∞.

We will often use vectors and matrices in this paper, where all vectors are column
vectors. For a matrix M , define

M ′: Transpose of a matrix M .

|M | =
√

∑

i,j m
2
ij : Frobenius norm of a matrix M .

For a square matrix M , we define S(M) = 1
2 (M +M ′) as the symmetrization of M ,

and tr(M) =
∑

i Mii as the trace of M . For a symmetric matrix M , we write M � 0
if M is positive semi-definite, and M ≻ 0 if M is positive definite.

We consider a continuous-time, n-dimensional non-homogeneous linear controlled
system

dXs = [AsXs +B′
sus + bs]ds+

d
∑

j=1

[Cj
sXs +Dj

sus + σj
s]dW

j
s ; X0 = x0. (2.1)

Here A is a bounded deterministic function on [0, T ] with value in Rn×n. The other pa-
rameters B,Cj , Dj are all essentially bounded adapted processes on [0, T ] with values
in Rl×n, Rn×n, Rn×l, respectively; b and σj are stochastic processes in L2

F (0, T ;R
n).

The process u ∈ L2
F (0, T ; R

l) is the control, and X is the state process valued in Rn.
Finally x0 ∈ Rn is the initial state. It is obvious that for any control u ∈ L2

F (0, T ; R
l),

there exists a unique solution X ∈ L2
F (Ω; C(0, T ; Rn)).

As time evolves, we need to consider the controlled system starting from time
t ∈ [0, T ] and state xt ∈ L2

Ft
(Ω; Rn):

dXs = [AsXs +B′
sus + bs]ds+

d
∑

j=1

[Cj
sXs +Dj

sus + σj
s]dW

j
s ; Xt = xt. (2.2)
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For any control u ∈ L2
F (t, T ;R

l), there exists a unique solutionXt,xt,u ∈ L2
F (Ω; C(t, T ;Rn)).

At any time t with the system state Xt = xt, our aim is to minimize

J(t, xt;u)
△
=

1

2
Et

∫ T

t

[〈QsXs, Xs〉+ 〈Rsus, us〉]ds+
1

2
Et[〈GXT , XT 〉]

−
1

2
〈hEt [XT ] ,Et [XT ]〉 − 〈µ1xt + µ2,Et [XT ]〉 (2.3)

over u ∈ L2
F (t, T ; R

l), where X = Xt,xt,u, and Et [·] = E [·|Ft]. Here Q and R are
both given essentially bounded adapted processes on [0, T ] with values in Sn and
Sl respectively, G, h, µ1, µ2 are all constants in Sn, Sn, Rn×n and Rn respectively.
Throughout this paper, we assume that Q � 0, R � 0 a.s.,a.e., and G � 0.

The first two terms in the cost functional (2.3) are standard in a classical LQ
control problem, whereas the last two are unconventional. Specifically, the term
− 1

2 〈hEt[XT ],Et [XT ]〉 is motivated by the variance term in a mean–variance portfolio
choice model [11, 22], and the last term, −〈µ1xt+µ2,Et [XT ]〉, which depends on the
state xt at time t, stems from a state-dependent utility function in economics [6].

Each of these two terms introduces time-inconsistency of the underlying model
in somewhat different ways. With the time-inconsistency, the notion “optimality”
needs to be defined in an appropriate way. Here we adopt the concept of equilibrium
solution, which is, for any t ∈ [0, T ), optimal “infinitesimally” via spike variation.

Given a control u∗. For any t ∈ [0, T ), ε > 0 and v ∈ L2
Ft
(Ω; Rl), define

ut,ε,v
s = u∗

s + v1s∈[t,t+ε), s ∈ [t, T ]. (2.4)

Definition 2.1. Let u∗ ∈ L2
F (0, T ; R

l) be a given control and X∗ be the state
process corresponding to u∗. The control u∗ is called an equilibrium if

lim
ε↓0

J(t,X∗
t ;u

t,ε,v)− J(t,X∗
t ;u

∗)

ε
≥ 0,

where ut,ε,v is defined by (2.4), for any t ∈ [0, T ) and v ∈ L2
Ft
(Ω; Rl).

The intuition behind this definition is similar to the one in [8]. The controller
at any time t is playing a game against all the copies of his future himself. He can
commit only for an infinitesimal time ε; so he can only hope to optimize in [t, t+ ε).

However, there is a critical difference between the definition here and the one in
[3], [5], [6],[8] and [9]. An equilibrium control here is defined in the class of open-
loop controls, whereas in the existing works only (Markovian) feedback controls are
considered. In our definition, the perturbation of the control in [t, t + ε) will not
change the control process in [t+ ε, T ), which is not the case with feedback controls.
When the system is not Markovian, our definition applies well but the one by feedback
control becomes unjustified.

In this paper, we will characterize equilibriums in general case and identify them
in some special cases including that of the mean–variance portfolio selection.

3. Sufficient Condition of Equilibrium Controls. In this section we present
a general sufficient condition for equilibriums. We derive this condition by the second-
order expansion in the spike variation, in the same spirit of proving the stochastic
Pontryagin’s maximum principle[18, 21]. Again, since we do not assume the Marko-
vian property of the system, we are unable to follow the dynamic programming in the
study of this problem as in the existing literature.
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Let u∗ be a fixed control and X∗ be the corresponding state process. For any
t ∈ [0, T ), define in the time interval [t, T ] the processes (p(·; t), (kj(·; t))j=1,··· ,d) ∈
L2
F (t, T ;R

n)×(L2
F(t, T ;R

n))d and (P (·; t), (Kj(·; t))j=1,··· ,d) ∈ L2
F (t, T ; S

n)×(L2
F (t, T ; S

n))d

as the solutions to the following equations:


















dp(s; t) =−[A′
sp(s; t) +

∑d
j=1(C

j
s)

′kj(s; t) +QsX
∗
s ]ds

+
∑d

j=1 k
j(s; t)dW j

s , s ∈ [t, T ],

p(T ; t) = GX∗
T − hEt [X

∗
T ]− µ1X

∗
t − µ2;

(3.1)



































dP (s; t) =−
{

A′
sP (s; t) + P (s; t)As

+
∑d

j=1[(C
j
s)

′P (s; t)Cj
s + (Cj

s)
′Kj(s; t) +Kj(s; t)Cj

s ] +Qs

}

ds

+
∑d

j=1K
j(s; t)dW j

s , s ∈ [t, T ],

P (T ; t) = G.

(3.2)

Note that for each fixed t ∈ [0, T ], the above equations are backward stochastic
differential equations (BSDEs). So these essentially form a flow of BSDEs. From the
assumption that Q � 0 and G � 0, it follows that P (s; t) � 0.

Proposition 3.1. For any t ∈ [0, T ), ε > 0 and v ∈ L2
Ft
(Ω; Rl), define ut,ε,v by

(2.4). Then

J(t,X∗
t ;u

t,ε,v)− J(t,X∗
t ;u

∗) =Et

∫ t+ε

t

{

〈Λ(s; t), v〉+
1

2
〈H(s; t)v, v〉

}

ds (3.3)

+ o(ε)

where Λ(s; t)
△
= Bsp(s; t)+

∑d
j=1(D

j
s)

′kj(s; t)+Rsu
∗
s and H(s; t)

△
= Rs+

∑d
j=1(D

j
s)

′P (s; t)Dj
s.

Proof. Let Xt,ε,v be the state process corresponding to ut,ε,v. Then by the
standard perturbation approach (see, e.g., [21, Section 4.2, pp. 126–128]), we have

Xt,ε,v
s = X∗

s + Y t,ε,v
s + Zt,ε,v

s , s ∈ [t, T ],

where Y ≡ Y t,ε,v and Z ≡ Zt,ε,v satisfy






dYs = AsYsds+
∑d

j=1[C
j
sYs +Dj

sv1s∈[t,t+ε)]dW
j
s , s ∈ [t, T ],

Yt = 0;






dZs = [AsZs +B′
sv1s∈[t,t+ε)]ds+

∑d
j=1C

j
sZsdW

j
s , s ∈ [t, T ],

Zt = 0.

Moreover, by Theorem 4.4 in [21], we have

Et

[

sup
s∈[t,T ]

|Ys|
2

]

= O(ε), Et

[

sup
s∈[t,T ]

|Zs|
2

]

= O(ε2).

With A· being deterministic, it follows from the dynamics of Y· that Et [Ys] =
∫ s

t
Et [AsYν ] dν =

∫ s

t
AsEt [Yν ] dν ∀s ∈ [t, T ]. Hence we conclude that

Et [Ys] = 0, ∀ s ∈ [t, T ].



6 Ying Hu, Hanqing Jin and Xun Yu Zhou

By these estimates, we can calculate

2[J(t,X∗
t ;u

t,ε,v)− J(t,X∗
t , u

∗)]

= Et

∫ T

t

[

〈Qs(2X
∗
s + Ys + Zs), Ys + Zs〉+ 〈Rs(2u

∗
s + v), v〉1s∈[t,t+ε)

]

ds

+2Et [〈GX∗
T , YT + ZT 〉] + Et [〈G(YT + ZT ), YT + ZT 〉]

−2〈hEt [X
∗
T ] + µ1X

∗
t + µ2,Et [YT + ZT ]〉 − 〈hEt [YT + ZT ] ,Et [YT + ZT ]〉

= Et

∫ T

t

[

〈Qs(2X
∗
s + Ys + Zs), Ys + Zs〉+ 〈Rs(2u

∗
s + v), v〉1s∈[t,t+ε)

]

ds

+Et [2〈GX∗
T − hEt[X

∗
T ]− µ1X

∗
t − µ2, YT + ZT 〉+ 〈G(YT + ZT ), YT + ZT 〉] + o(ε).

Recalling that (p(·; t), k(·; t)) and (P (·; t),K(·; t)) solve respectively (3.1) and
(3.2), we have

Et [〈GX∗
T − hEt [X

∗
T ]− µ1X

∗
t − µ2, YT + ZT 〉]

= Et

∫ T

t

{〈p(s; t), As(Ys + Zs) +B′
sv1s∈[t,t+ε)〉

−〈A′
sp(s; t) +

d
∑

j=1

(Cj
s)

′kj(s; t) +QsX
∗
s , Ys + Zs〉

+

d
∑

j=1

〈kj(s; t), Cj
s(Ys + Zs) +Dj

sv1s∈[t,t+ε)〉}ds

= Et

∫ T

t

[〈−QsX
∗
s , Ys + Zs〉+ 〈Bsp(s; t) +

d
∑

j=1

(Dj
s)

′kj(s; t), v1s∈[t,t+ε)〉]ds;

and

Et [〈G(YT + ZT ), YT + ZT 〉]

= Et

∫ T

0



−〈Qs(Ys + Zs), Ys + Zs〉+

d
∑

j=1

〈(Dj
s)

′P (s; t)Dsv, v〉1s∈[t,t+ε)



 ds+ o(ε).

This proves (3.3).

It follows from R � 0 and P (s; t) � 0 that H(s; t) � 0. In view of (3.3), a
sufficient condition for an equilibrium is

Et

∫ T

t

|Λ(s; t)|ds < +∞, lim
s↓t

Et [Λ(s; t)] = 0, a.s., ∀t ∈ [0, T ]. (3.4)

Under some condition, the second equality in (3.4) is ensured by

Rtu
∗
t +Btp(t; t) +

d
∑

j=1

(Dj
t )

′kj(t; t) = 0, a.s., ∀t ∈ [0, T ]. (3.5)

The following is the main general result for the time-inconsistent stochastic LQ
control.

Theorem 3.2. A control u∗ ∈ L2
F (0, T ;R

l) is an equilibrium control if the fol-
lowing two conditions hold for any time t:
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(i) the system of stochastic differential equations































dX∗
s = [AsX

∗
s +B′

su
∗
s + bs]ds+

∑d
j=1[C

j
sX

∗
s +Dj

su
∗
s + σj

s]dW
j
s , s ∈ [0, T ],

X∗
0 = x0,

dp(s; t) = −[A′
sp(s; t) +

∑d
j=1(C

j
s)

′kj(s; t) +QsX
∗
s ]ds+

∑d
j=1 k

j(s; t)dW j
s , s ∈ [t, T ],

p(T ; t) = GX∗
T − hEt [X

∗
T ]− µ1X

∗
t − µ2

(3.6)
admits a solution (X∗, p, k);

(ii) Λ(·; t)
△
= B·p(·; t) +

∑d
j=1(D

j
· )

′k(·; t)j +R·u
∗
· satisfies condition (3.4).

Proof. Given a control u∗ ∈ L2
F (0, T ;R

l) satisfying (i) and (ii). For any v ∈
L2
Ft
(Ω;Rl), define Λ and H as in Proposition 3.1. Then

lim
ε↓0

J(t,X∗
t ;u

t,ε)− J(t,X∗
t ;u

∗)

ε
= lim

ε↓0

Et

∫ t+ε

t

{

〈Λ(s; t), v〉+ 1
2 〈H(s; t)v, v〉

}

ds

ε

≥ lim
ε↓0

∫ t+ε

t
〈Et [Λ(s; t)] , v〉ds

ε
≥ 0,

proving the result.

Theorem 3.2 involves the existence of solutions to a flow of FBSDEs along with
other conditions. Proving the general existence for this type of FBSDEs remains
an outstanding open problem. In the rest of this paper we will focus on the case
when n = 1. This case is important especially in financial applications, as will be
demonstrated by the mean–variance portfolio selection model.

When n = 1, the state process X is a scalar-valued process evolving by the
dynamics

dXs = [AsXs +B′
sus + bs]ds+ [CsXs +Dsus + σs]

′dWs; X0 = x0, (3.7)

where A is a bounded deterministic scalar function on [0, T ]. The other parameters
B,C,D are all essentially bounded and Ft-adapted processes on [0, T ] with values in
Rl, Rd, Rd×l, respectively. Moreover, b ∈ L2

F (0, T ;R) and σ ∈ L2
F (0, T ;R

d).

In this case, the two adjoint equations for the equilibrium become







dp(s; t) = −[Asp(s; t) + C ′
sk(s; t) +QsX

∗
s ]ds+ k(s; t)′dWs, s ∈ [t, T ],

p(T ; t) = GX∗
T − hEt[X

∗
T ]− µ1X

∗
t − µ2;

(3.8)



















dP (s; t) = −[(2As + |Cs|
2)P (s; t) + 2C ′

sK(s; t) +Qs]ds

+K(s; t)′dWs, s ∈ [t, T ],

P (T ; t) = G.

(3.9)

For reader’s convenience, we state here the n = 1 version of Theorem 3.2:

Theorem 3.3. An admissible control u∗ ∈ L2
F (0, T ;R

l) is an equilibrium control
if for any time t ∈ [0, T ),
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(i) the following system of stochastic differential equations































dX∗
s = [AsX

∗
s +B′

su
∗
s + bs]ds+ [CsX

∗
s +Dsu

∗
s + σs]

′dWs, s ∈ [0, T ],

X∗
0 = x0,

dp(s; t) = −[Asp(s; t) + C ′
sk(s; t) +QsX

∗
s ]ds+ k(s; t)′dWs, s ∈ [t, T ],

p(T ; t) = GX∗
T − hEt[X

∗
T ]− µ1X

∗
t − µ2, t ∈ [0, T ]

(3.10)
admits a solution (X∗, p, k);

(ii) Λ(·; t)
△
= p(·; t)B· +D′

·k(·; t) +R·u
∗
· satisfies the condition (3.4).

4. Equilibrium When Coefficients Are Deterministic. Theorem 3.3 shows
that one can obtain equilibrium controls by solving the system of FBSDEs (3.10).
However, the FBSDEs in (3.10) are not standard since a “flow” of unknowns (p(·; t), k(·; t))
is involved. Moreover, there is an additional constraint (3.4), which under some con-
dition boils down to an algebraic constraint (3.5) that acts on the “diagonal” (i.e.
when s = t) of the flow. The unique solvability of this type of equations remains
a challenging open problem even for the case n = 1. However, we are able to solve
quite thoroughly this problem when the parameters A,B,C,D, b, σ,Q and R are all
deterministic functions.

Throughout this section we assume all the parameters are deterministic functions
of t. In this case, since G has been also assumed to be deterministic, the BSDE (3.9)

turns out to be an ODE with solution K ≡ 0 and P (s; t) = Ge
∫

T

s
(2Au+|Cu|

2)du +
∫ T

s
e
∫

v

s
(2Au+|Cu|

2)duQvdv.

4.1. An Ansatz. As in the classical LQ control (see, e.g. [21]), we attempt to
look for a linear feedback equilibrium. For this, given any t ∈ [0, T ], we consider the
following Ansatz:

p(s; t) = MsX
∗
s −NsEt[X

∗
s ]− Γ(1)

s X∗
t +Φs, 0 ≤ t ≤ s ≤ T, (4.1)

where M,N,Γ(1),Φ are deterministic differentiable functions with Ṁ = m, Ṅ =
n, Γ̇(1) = γ(1) and Φ̇ = φ. The advantage of this Ansatz is to separate the vari-
ables X∗

s ,Et [X
∗
s ] and X∗

t in the solution p(s; t), thereby reducing the complicated
FBSDEs into four ODEs.

For any fixed t, applying Ito’s formula to (4.1) in the time variable s , we get

dp(s; t) = {Ms(AsX
∗
s +B′

su
∗
s + bs) +msX

∗
s −NsEt [AsX

∗
s +B′

su
∗
s + bs]

−nsEt [X
∗
s ]− γ

(1)
s X∗

t + φs}ds+Ms(CsX
∗
s +Dsu

∗
s + σs)

′dWs.
(4.2)

Comparing the dWs term with the dWs term of dp(s; t) in (3.10), we obtain

k(s; t) = Ms[CsX
∗
s +Dsu

∗
s + σs], s ∈ [t, T ]. (4.3)

Notice that k(s; t) turns out to be independent of t.
Now we ignore the difference between the conditions (3.4) and (3.5), and put the

above expressions of p(s; t) and k(s; t) into (3.5). Then we have

[(Ms −Ns − Γ(1)
s )X∗

s +Φs]Bs +MsD
′
s[CsX

∗
s +Dsu

∗
s + σs] +Rsu

∗
s = 0, s ∈ [0, T ],
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from which we formally deduce

u∗
s = αsX

∗
s + βs, (4.4)

where

αs
△
= −(Rs +MsD

′
sDs)

−1[(Ms −Ns − Γ(1)
s )Bs +MsD

′
sCs],

βs
△
= −(Rs +MsD

′
sDs)

−1(ΦsBs +MsD
′
sσs).

Next, comparing the ds term in (4.2) with the one in (3.10) (we suppress the
argument s here), we obtain

0 = mX∗ +M(AX∗ +B′u∗ + b)− nEt[X
∗]−N(AEt[X

∗] +B′Et[u
∗] + b)− γ(1)X∗

t + φ

+AMX∗ −ANEt[X
∗]−AΓ(1)X∗

t +AΦ+MC ′[CX∗ +Du∗ + σ] +QX∗

= [m+ 2MA+M |C|2 +Q+ (MB′ +MC ′D)α]X∗ − [n+ 2NA+NB′α]Et [X
∗]

−(γ(1) + AΓ(1))X∗
t + [(M −N)(B′β + b) + φ+AΦ+MC ′(Dβ + σ)].

Notice in the above X∗ ≡ X∗
s and Et [X

∗] ≡ Et [X
∗
s ] due to the omission of s. This

leads to the following equations forM,N,Γ(1),Φ (again the argument s is suppressed):



















Ṁ + (2A+ |C|2)M +Q

−M(B′ + C ′D)(R+MD′D)−1[(M −N − Γ(1))B +MD′C] = 0, s ∈ [0, T ],

MT = G;

(4.5)







Ṅ + 2AN −NB′(R+MD′D)−1[(M −N − Γ(1))B +MD′C] = 0, s ∈ [0, T ],

NT = h;

(4.6)







Γ̇(1) = −AΓ(1), s ∈ [0, T ],

Γ
(1)
T = µ1;

(4.7)



















Φ̇ + {A− [(M −N)B′ +MC ′D](R+MD′D)−1B}Φ+ (M −N)b+ C ′Mσ

−[(M −N)B′ +MC ′D](R+MD′D)−1MD′σ = 0, s ∈ [0, T ],

ΦT = −µ2.

(4.8)

The solution to equation (4.7) is Γ
(1)
s = µ1e

∫

T

s
Atdt. Equations (4.5) and (4.6)
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form a system of coupled Riccati equations2 for (M,N)



























































Ṁ =−
[

2A+ |C|2 + Γ(1)B′(R+MD′D)−1(B +D′C)
]

M −Q

+(B +D′C)′(R+MD′D)−1(B +D′C)M2 −B′(R+MD′D)−1(B +D′C)MN,

MT =G;

Ṅ =−
[

2A+ Γ(1)B′(R+MD′D)−1B
]

N +B′(R+MD′D)−1(B +D′C)MN

−B′(R+MD′D)−1BN2,

NT =h.

(4.9)

Finally, once we get the solution for (M,N), equation (4.8) is a simple ODE.
Therefore, it is crucial to solve (4.9), which will be carried out in the next subsection.

4.2. Solution to Riccati System (4.9). Formally, we define J = M
N , and

study the following equation for (M,J):



























































Ṁ =−
[

2A+ |C|2 + Γ(1)B′(R+MD′D)−1(B +D′C)
]

M −Q

+(B +D′C)′(R+MD′D)−1(B +D′C)M2 −B′(R+MD′D)−1(B +D′C)M
2

J ,

MT =G;

J̇ =−[|C|2 − C ′D(R+MD′D)−1(B +D′C)M + Γ(1)B′(R+MD′D)−1D′C + Q
M ]J

−B′(R+MD′D)−1D′CM,

JT = G
h .

(4.10)

Proposition 4.1. If the system (4.10) admits a positive solution pair (M,J),
then the system (4.9) admits a positive solution pair (M, MJ ).

Proof. The proof is straightforward.

In the following two subsections, we will study the system (4.10) for two cases
respectively. The main technique is the truncation method. This method involves
“truncation functions” · ∨ c for a small number c > 0, and · ∧K for a big number K.

4.2.1. Standard case. We first consider the standard case where R − δI � 0
for some δ > 0.

Theorem 4.2. Assume that R − δI � 0 for some δ > 0 and G ≥ h > 0. Then

(4.10) and (4.9) admit unique positive solution pairs if QD′D+|C|2R
l +Γ(1)S(D′CB′) �

0, and either (i) there exists a constant λ ≥ 0 such that B = λD′C, or (ii) D′D−δI �
0 for some δ > 0.

2Strictly speaking, these are not Riccati equations in the usual sense as they are not symmetric.
However, we still use the term so as to see the connection and difference between time-inconsistent
and time-consistent LQ control problems.
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Proof. For fixed c > 0 and K > 0, consider the following truncated system of
(4.10):



























































Ṁ = −
[

2A+ |C|2 + Γ(1)B′(R+M+D′D)−1(B +D′C)
]

M −Q

+(B +D′C)′(R+M+D′D)−1(B +D′C)M(M+ ∧K)

−B′(R+M+D′D)−1(B +D′C)M(M+∧K)
J∨c ,

MT = G;

J̇ = −λ(1)J −B′(R+M+D′D)−1D′C(M+ ∧K),

JT = G
h

(4.11)

where M+ = max{M, 0} and

λ(1) △
= |C|2−C ′D(R+M+D′D)−1(B+D′C)(M+∧K)+Γ(1)B′(R+M+D′D)−1D′C+

Q

M ∨ c
.

Since R− δI � 0, the above system is locally Lipschitz with linear growth, hence
it admits a unique solution (M c,K , Jc,K). We omit the superscript (c,K) when no
confusion might arise.

We are going to prove that J ≥ 1, and M ∈ [η, L] for some η > 0 and L > 0
independent of c and K appearing in the truncation functions. To this end, denote

λ(2) = (2A+ |C|2 + Γ(1)B′(R+M+D′D)−1(B +D′C))

−(B +D′C)′(R+M+D′D)−1(B +D′C)(M+ ∧K)

+B′(R+M+D′D)−1(B +D′C)
M+ ∧K

J ∨ c
.

Then λ(2) is bounded, and M satisfies

Ṁ + λ(2)M +Q = 0, MT = G. (4.12)

Hence M > 0. As a result, the terms R + M+D′D and M+ can be replaced by
R+MD′D and M respectively in (4.11) without changing their values.

Now we prove J ≥ 1. Denote J̃
△
= J − 1, then J̃ satisfies the ODE

˙̃J = −λ(1)J̃ −
[

λ(1) +B′(R+MD′D)−1D′C(M ∧K)
]

= −λ(1)J̃ − a(1)

where

a(1) = λ(1) +B′(R+MD′D)−1D′C(M ∧K)

= |C|2 − C ′D(R+MD′D)−1D′C(M ∧K) + Γ(1)B′(R+MD′D)−1D′C +
Q

M ∨ c

≥ |C|2 − C ′D(R+MD′D)−1D′C)M + Γ(1)B′(R+MD′D)−1D′C +
Q

M ∨ c

= tr

{

(R+MD′D)−1 |C|2 +Q/(M ∨ c)

l
(R+MD′D)

}

−tr{(R+MD′D)−1D′CC ′DM}+ tr{(R+MD′D)−1Γ(1)D′CB′}

= tr
{

(R+MD′D)−1H
}
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with H
△
= |C|2+Q/(M∨c)

l (R+MD′D)−D′CC ′DM + Γ(1)S(D′CB′).

When c is small enough such that R− cD′D � 0, we have

Q

M ∨ c
(R+MD′D) ≥ QD′D.

Furthermore,

|C|2

l
D′D −D′CC ′D � 0.

Hence,

H �
QD′D + |C|2R

l
+ Γ(1)S(D′CB′) � 0,

and consequently a(1) ≥ tr{(R + MD′D)−1H} ≥ 0.3 We deduce that J̃ ≥ 0, or
equivalently J ≥ 1.

Next we prove M is bounded above by a constant L > 0 independent of the
truncation. Choosing c small enough, the equation for M turns out to be







−Ṁ =
(

2A+ |C|2 + Γ(1)B′(R+MD′D)−1(B +D′C)
)

M +Q− kM(M ∧K),

MT = G

where

k = (B +D′C)′(R+MD′D)−1(B +D′C)−B′(R+MD′D)−1(B +D′C)
1

J

= B′(R+MD′D)−1B

(

1−
1

J

)

+B′(R+MD′D)−1D′C

(

2−
1

J

)

+C ′D(R+MD′D)−1D′C

≥ B′(R+MD′D)−1D′C

(

2−
1

J

)

.

If B = λD′C for some λ ≥ 0, then we have k ≥ 0. Hence M admits an upper
bound L independent of c and K.

If D′D− δI � 0, then |kM | admits a bound independent of c and K; hence once
again M admits an upper bound L independent of c and K.

Choosing K = L and examining again equation (4.12) we deduce that there exists
η > 0 independent of c such that M ≥ η. It now suffices to take c = η to finish the
proof.

4.2.2. Singular case. Let us now consider the singular case R ≡ 0. We suppose
here that D′D− δI � 0 for some δ > 0 in this subsection. Then the system of (M,J)

3Here we used the inequality that tr(AB) ≥ 0 for any positive semi-definite matrices A,B.
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is


























































Ṁ = −
[

2A+ |C|2 − (B +D′C)′(D′D)−1(B +D′C) +B′(D′D)−1(B +D′C) 1J
]

M

−Q− Γ(1)B′(D′D)−1(B +D′C)

MT = G;

J̇ = −[|C|2 − C ′D(D′D)−1(B +D′C) + (Γ(1)B′(D′D)−1D′C +Q) 1
M ]J

−B′(D′D)−1D′C,

JT = G
h .

(4.13)
This system is even easier than the previous one. We will use the same truncation
argument to prove the existence of a solution.

Theorem 4.3. Given G ≥ h > 0, R ≡ 0 and D′D − δI � 0 for some δ > 0. If
Q+Γ(1)B′(D′D)−1(B+D′C) ≥ 0 and Q+Γ(1)B′(D′D)−1D′C ≥ 0, then (4.13) and
(4.9) admit positive solution pairs.

Proof. For a fixed c > 0, consider the following truncated system:


























































Ṁ = −
[

2A+ |C|2 − (B +D′C)′(D′D)−1(B +D′C) +B′(D′D)−1(B +D′C) 1
J∨c

]

M

−Q− Γ(1)B′(D′D)−1(B +D′C),

MT = G;

J̇ = −[|C|2 − C ′D(D′D)−1(B +D′C) + (Γ(1)B′(D′D)−1D′C +Q) 1
M∨c ]J

−B′(D′D)−1D′C,

JT = G
h .

(4.14)
This system is locally Lipschitz with linear growth, hence it admits a unique solution
pair (M,J) depending on c.

Define J̃ = J − 1. Then

˙̃J = −λ(3)J̃ − a(3)

with λ(3) = |C|2 − C ′D(D′D)−1(B + D′C) + (Γ(1)B′(D′D)−1D′C + Q) 1
M∨c being

bounded, and

a(3) = λ(3) +B′(D′D)−1D′C

= |C|2 − C ′D(D′D)−1D′C + (Γ(1)B′(D′D)−1D′C +Q)
1

M ∨ c

≥ (Γ(1)B′(D′D)−1D′C +Q)
1

M ∨ c
≥ 0.

Hence J ≥ 1. Now we choose c ≤ 1.
Denote λ(4) = 2A + |C|2 − (B + D′C)′(D′D)−1(B + D′C) + B′(D′D)−1(B +

D′C) 1
J∨c , Q̃ = Q + Γ(1)B′(D′D)−1(B + D′C) ≥ 0. Then |λ(4)| admits a bound

independent of c, and

Ṁ + λ(4)M + Q̃ = 0, MT = G.
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Hence there exists some η > 0 (independent of c) such that M ≥ η. Choosing c = η,
we conclude the proof.

4.3. Equilibrium Controls. We now present the main result of this section.
Theorem 4.4. Suppose G ≥ h > 0, The system of the Riccati equations (4.9)

admits a unique positive solution pair (M,N) in the following three cases:

(i) R− δI � 0 for some δ > 0, QD′D+|C|2R
l +Γ(1)S(D′CB′) � 0 and B = λD′C

for some λ ≥ 0;

(ii) R−δI � 0 for some δ > 0, QD′D+|C|2R
l +Γ(1)S(D′CB′) � 0 and D′D−δI � 0

for some δ > 0;
(iii) R ≡ 0, D′D − δI � 0 for some δ > 0, Q + Γ(1)B′(D′D)−1(B + D′C) ≥

0, Q+ Γ(1)B′(D′D)−1D′C ≥ 0.
Moreover, let Φ be a solution of ODE (4.8). Then u∗(·) given by (4.4) is an equilib-
rium.

Proof. Define p(·; ·) and k(·; ·) by (4.1) and (4.3) respectively. It is straightforward
to check that (u∗

· , X
∗
· , p(·; ·), k(·; ·)) satisfies the system of SDEs (3.10).

In all the three cases, we can check that αs and βs in (4.4) are both uniformly
bounded, hence u∗ ∈ L2

F (0, T ;R
l) and X∗

s ∈ L2(Ω; C(0, T ; R)).
Finally, denote Λ(s; t) = Rsu

∗
s + p(s; t)B +D′

sk(s; t). By plug p, k, u∗ defined in
(4.1), (4.3) and (4.4) into Λ, we have

Λ(s; t) = Rsu
∗
s + (MsX

∗
s −NsEt[X

∗
s ]− Γ(1)

s X∗
t +Φs)Bs +MsD

′
s[CsX

∗
s +Dsu

∗
s + σs]

= (Rs +MsD
′
sDs)u

∗
s + (Bs +D′

sCs)MsX
∗
s −NsEt [X

∗
s ]Bs − Γ(1)

s X∗
t Bs

+(ΦsBs +MsD
′
sσs)

= −[(Ms −Ns − Γ(1)
s )Bs +MsD

′
sCs]X

∗
s − ΦsBs −MsD

′
sσs

+(Bs +D′
sCs)MsX

∗
s −NsEt [X

∗
s ]Bs − Γ(1)

s X∗
t Bs + (ΦsBs +MsD

′
sσs)

= (Ns + Γ(1)
s )X∗

sBs −NsEt [X
∗
s ]Bs − Γ(1)

s X∗
t Bs

= Ns[X
∗
s − Et [X

∗
s ]]Bs + Γ(1)

s (X∗
s −X∗

t )Bs.

Clearly Λ satisfies the first condition in (3.4). Furthermore, we have

lim
s↓t

Et [|X
∗
s − Et [X

∗
s ] |] = 0, and lim

s↓t
Et [|X

∗
s −X∗

t |] = 0;

hence Λ satisfies the second condition in (3.4).
By Theorem 3.3, u∗ is an equilibrium.
Remark 4.5. If µ1 ≥ 0 (e.g. in the mean–variance model to be studied sub-

sequently), then Γ
(1)
t = µ1e

∫

T

t
Asds ≥ 0. With this condition, the first case and the

third case in Theorem 4.4 can be simplified as
(i’) R− δI � 0 for some δ > 0, and B = λD′C for some λ ≥ 0;

(iii’) R ≡ 0, D′D − δI � 0 for some δ > 0, and Q+ Γ(1)B′(D′D)−1D′C ≥ 0.

5. Mean-Variance Equilibrium Strategies in Complete Market. In this
section, we study the continuous-time Markowitz’s mean–variance portfolio selection
model in a complete market. The problem is inherently time inconsistent due to the
variance term. Moreover, as in [6] we consider a state-dependent mean expectation.
Hence there are two different sources of time inconsistency. The definition of equilib-
rium strategies is in the sense of open-loop, which is different from the feedback one
in [5, 6].

The model is mathematically a special case of the general LQ problem formulated
earlier in this paper, with n = 1 naturally. However, some coefficients are allowed to



Time-Inconsistent Stochastic LQ Control 15

be random; so it is not a direct application of the previous section. Indeed the analysis
in this section is much more involved due to the randomness of the coefficients.

For each t ∈ [0, T ), consider a wealth-portfolio process (Xt, πt) satisfying the
wealth equation







dXs = rsXsds+ (µs − rs1)
′πsds+ π′

sσsdWs, s ∈ [t, T ],

Xt = xt,
(5.1)

where r ∈ L∞
F (0, T ;R) is the interest rate process, µ ∈ L∞

F (0, T ;Rd) and σ ∈
L∞
F (0, T ;Rd×d) are the drift rate vector and volatility processes of risky assets re-

spectively. We assume throughout that σsσ
′
s − εI � 0 for some ε > 0 to ensure the

completeness of the market .

Denote θt = σ−1
t (µt − rt1), ut = σ′

tπt. Then the wealth equation is equivalent to
the equation of (Xt, ut)







dXs = rsXsds+ θ′susds+ u′
sdWs, s ∈ [t, T ],

Xt = xt.
(5.2)

We interchangeably call π and u as (trading) strategies. It follows from our
assumptions on σ that π ∈ L2

F (0, T ;R) if and only if u ∈ L2
F (0, T ;R). The objective

of a mean-variance portfolio choice model at time t ∈ [0, T ) is to achieve a balance
between conditional variance and conditional expectation of terminal wealth; namely,
to choose a strategy u so as to minimize

J(t, xt;u)
△
=

1

2
V art(XT )− (µ1xt + µ2)Et[XT ] (5.3)

=
1

2

(

Et[X
2
T ]− (Et[XT ])

2
)

− (µ1xt + µ2)Et[XT ]

with µ1 ≥ 0. Here we insist that the weight between the conditional variance (as a
risk measure) and the conditional expectation should depend on the current wealth
level, the reason having been elaborated in [6].

When the market parameters r and θ are both deterministic, the problem is a
special case of the one studied in Section 4. In this section, we will find the equilibrium
strategies for the model where the interest rate r is deterministic but θ is allowed to
be random.

The problem (5.1) – (5.3) is clearly a special case of LQ problem (2.2) – (2.3)
with n = 1. The FBSDE (3.10) specializes to



















dX∗
s = [rsX

∗
s + θ′su

∗
s]ds+ (u∗

s)
′dWs, X∗

0 = x0,

dp(s; t) = −rsp(s; t)ds+ k(s; t)′dWs,

p(T ; t) = X∗
T − Et[X

∗
T ]− µ1X

∗
t − µ2,

(5.4)

and the process Λ(s; t) in condition (3.4) is

Λ(s; t) = p(s; t)θs + k(s; t).
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5.1. Formal Derivation. As before, let us look for a solution in the form

p(s; t) = MsX
∗
s − Γ(1)

s X∗
t + Γ(2)

s − Et[NsX
∗
s + Γ(3)

s ], (5.5)

where (M,U), (N, V ), (Γ(1), γ(1)), (Γ(2), γ(2)) and (Γ(3), γ(3)) are solutions of the
following BSDEs:















































dMs = −FM,Uds+ U ′
sdWs, MT = 1;

dNs = −FN,V ds+ V ′
sdWs, NT = 1;

dΓ
(1)
s = −F (1)ds+ (γ

(1)
s )′dWs, Γ

(1)
T = µ1;

dΓ
(2)
s = −F (2)ds+ (γ

(2)
s )′dWs, Γ

(2)
T = −µ2;

dΓ
(3)
s = −F (3)ds+ (γ

(3)
s )′dWs, Γ

(3)
T = 0.

(5.6)

It is an easy exercise to obtain

d[NsX
∗
s ] = [rNX∗ +Nθ′u∗ −X∗FN,V + V ′u∗]ds+ [Nu∗ +X∗V ]′dWs,

dEt[NsX
∗
s ] = Et[rNX∗ +Nθ′u∗ −X∗FN,V + V ′u∗]ds,

d[MsX
∗
s ] = [rMX∗ +Mθ′u∗ −X∗FM,U + U ′u∗]ds+ [Mu∗ +X∗U ]′dWs.

Applying Ito’s formula to p(s; t) = MsX
∗
s +Γ

(2)
s −Et[NsXs +Γ

(3)
s ]− Γ

(1)
s X∗

t and
comparing the dWs term in the second equation of (5.4), we get

k(s; t) = X∗
sUs +Msu

∗
s + γ(2)

s − γ(1)
s X∗

t . (5.7)

Putting the expressions of p and k into the formal condition Λ(s; s) = 0, we obtain

u∗
s = −M−1

s

[(

θs(Ms −Ns − Γ(1)
s ) + Us − γ(1)

s

)

X∗
s + θs(Γ

(2)
s − Γ(3)

s ) + γ(2)
s

]

= αsX
∗
s + βs,

where

αs
△
= −M−1

s

(

θs(Ms −Ns − Γ(1)
s ) + Us − γ(1)

s )
)

, βs
△
= −M−1

s

(

θs(Γ
(2)
s − Γ(3)

s ) + γ(2)
s

)

.

Applying again Ito’s formula to p and using the above expression of u, we deduce

dp(s; t) = [−FM,UX
∗
s + rsMsX

∗
s + (θsMs + Us)(αX

∗
s + βs)− F (2) +X∗

t F
(1)]ds

+Et[FN,V X
∗
s − rsNsX

∗
s − (θsNs + Vs)(αXs + βs) + F (3)]ds+ k(s, t)′dWs,

while the second equation in (5.4) gives

dp(s; t) = {−rsMsX
∗
s + rsΓ

(1)
s X∗

t − rsΓ
(2)
s + rsEt[NsX

∗
s + Γ(3)

s ]}ds+ k(s; t)′dWs.

Comparing the corresponding terms, we obtain (again we supress the subscripts s ∈
[t, T ]):

FM,U = 2rM + (θM + U)′α;

FN,V = 2rN + (θN + V )′α;

F (1) = rΓ(1);

F (2) = rΓ(2) + (θM + U)′β;

F (3) = rΓ(3) + (θN + V )′β.
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5.2. Solution to the BSDEs (5.6) . It now suffices to solve the BSDEs (5.6).
Its third equation can be easily solved, whose solution is

Γ
(1)
t = µ1e

∫

T

t
rsds, γ

(1)
t = 0.

Noting that the first two equations are identical, we conclude that

M = N, U = V.

Then

F (2) − F (3) = r(Γ(2) − Γ(3)).

By the last two equations in (5.6), we have

Γ(2)
s − Γ(3)

s = −µ2e
∫

T

s
rtdt △

= Γs.

To proceed, let us recall some facts about bounded-mean-oscillation (BMO) mar-

tingales; see Kazamaki [14]. The process Z ·W
△
=
∫ ·

0
Z ′
sdWs is a BMO martingale if

and only if there exists a constant C > 0 such that

E

[

∫ T

τ

|Zs|
2ds
∣

∣

∣Fτ

]

≤ C

for all stopping times τ ≤ T . For every such Z, the stochastic exponential of Z ·W
denoted by E(Z ·W ) is a positive martingale; and for any p > 1, there exists a constant

Cp > 0 such that E
[(

∫ T

τ
|Zs|

2ds
)p ∣
∣

∣Fτ

]

≤ Cp for any stopping time τ ≤ T . Moreover,

if Z ·W and V ·W are both BMO martingales, then under the probability measure

Q defined by dQ
dP = ET (V ·W ), WQ

t
△
= Wt −

∫ t

0
Vsds is a standard Brownian motion,

and Z ·WQ is a BMO martingale.
Now plug the definition of α into the first equation in (5.6), we get the BSDE

satisfied by (M,U):







dMs = −(2rsMs − U ′
sθs + Γ

(1)
s |θs|

2 −M−1
s |Us|

2 + Γ
(1)
s M−1

s U ′
sθs)ds+ U ′

sdWs,

MT = 1.

(5.8)
This is a type of indefinite stochastic Riccati equation due to the presence of M−1

in the driver; however it is different from the one studied in [12].
Proposition 5.1. BSDE (5.8) admits a unique solution (M,U) ∈ L∞

F (0, T ;R)×
L2
F (0, T ;R

d) satisfying M ≥ c for some constant c > 0. Moreover, U ·W is a BMO
martingale.

Proof. Once again, we will prove the existence by a truncation argument. Let
c > 0 be a given number to be chosen later. Consider the following quadratic BSDE:







dMs = −
[

2rsMs − U ′
sθs + Γ

(1)
s |θs|

2 − |Us|
2

Ms∨c + Γ
(1)
s

U ′
sθ

Ms∨c

]

ds+ U ′
sdWs,

MT = 1.
(5.9)

This BSDE is a standard quadratic BSDE. Hence there exists a solution (M c, Uc) ∈
L∞
F (0, T ;R)× L2

F (0, T ;R
d) and Uc ·W is a BMO martingale; see [15] and [17].
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We can rewrite the above BSDE as:







dMs = −(2rsMs + Γ
(1)
s |θs|

2)ds+ U ′
s[dWs − (Γ

(1)
s

1
Ms∨cθs − θs −

1
Ms∨cUs)ds],

MT = 1.

(5.10)

As (Γ(1) 1
Mc∨cθ − θ − 1

Mc∨cU
c) · W is a BMO martingale, there exists a new

probability measure Q such that

WQ
t = Wt −

∫ t

0

(

Γ(1)
s

1

M c
s ∨ c

θs − θs −
1

M c
s ∨ c

Uc
s

)

ds

is a Brownian motion under Q.

Hence,

M c
s = EQ

s

[

e2
∫

T

s
rtdt +

∫ T

s

Γ(1)
v e2

∫

v

s
rtdt|θv|

2dv

]

,

from which we deduce that there exists a constant η > 0 independent of c such that
M ≥ η. Taking c = η, we obtain a solution.

Let us now prove the uniqueness. First we note that if (M,U) ∈ L∞
F (0, T ;R) ×

L2
F (0, T ;R

d) is a solution and there exists c > 0 such that M ≥ c, then U · W is a
BMO martingale. Let us define

Ys = M−1
s , Zs = −M−2

s Us.

Then (Y, Z) is a solution in L∞
F (0, T ;R)× L2

F (0, T ;R
d) of the following BSDE







dYs = −[−2rYs − Z ′
sθs − Γ

(1)
s |θs|

2Y 2
s + Γ

(1)
s YsZ

′
sθ]ds+ Z ′

sdWs,

YT = 1.
(5.11)

Moreover, Z ·W is a BMO martingale.

It suffices to prove uniqueness of solution to BSDE (5.11). For this, let (Y (1), Z(1))
and (Y (2), Z(2)) be two solutions in L∞

F (0, T ;R)×L2
F(0, T ;R

d) such that Z(1) ·W and
Z(2) ·W are BMO martingales. Set

Ȳ = Y (1) − Y (2), Z̄ = Z(1) − Z(2).

Then







dȲs = −[−2rsȲs − Z̄ ′
sθs − Γ

(1)
s |θs|

2(Y
(1)
s + Y

(2)
s )Ȳs + Γ

(1)
s θ′s(ȲsZ

(1)
s + Y

(2)
s Z̄s)]ds+ Z̄ ′

sdWs,

ȲT = 0.

(5.12)

Applying Ito’s formula to |Ȳs|
2 and taking conditional expectation, we deduce
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(where C > 0 is a constant which may change from line to line).

|Ȳs|
2 + Es

[

∫ T

s

|Z̄r|
2dr

]

≤ CEs

[

∫ T

s

|Ȳr|(|Ȳr|+ |Z̄r|+ |Z(1)
r ||Ȳr|)dr

]

≤ CEs

[

∫ T

s

|Ȳr|
2dr

]

+
1

2
Es

[

∫ T

s

|Z̄r|
2dr

]

+ C

√

√

√

√Es

[

∫ T

s

|Z
(1)
r |2dr

]

Es

[

∫ T

s

|Ȳr|4dr

]

≤ CEs

[

∫ T

s

|Ȳr|
2dr

]

+
1

2
Es

[

∫ T

s

|Z̄r|
2dr

]

+ C

√

√

√

√Es

[

∫ T

s

|Ȳr|4dr

]

.

Let us assume that s ∈ [T − δ, T ]. Then by setting

Ȳ ∗
T−δ,T = ‖Ȳ·‖L∞

F (T−δ,T ;R),

we obtain

|Ȳs|
2 ≤ C(δ + δ1/2)|Ȳ ∗

T−δ,T |
2.

Hence,

|Ȳ ∗
T−δ,T |

2 ≤ Cδ1/2|Ȳ ∗
T−δ,T |

2.

By taking δ sufficiently small, we deduce that Ȳ ∗
T−δ,T = 0. We conclude the proof of

uniqueness by continuing on [T − 2δ, T − δ], . . . , until time 0 is reached.
Then we consider the BSDE satisfied by (Γ(2), γ(2)):











dΓ
(2)
t = −

[

rtΓ
(2)
t −

(

θt +
Ut

Mt

)′

γ
(2)
t −

(

|θt|
2 +

U ′
tθt
Mt

)

Γt

]

dt+ (γ
(2)
t )′dWt,

Γ
(2)
T = −µ2.

(5.13)

Proposition 5.2. BSDE (5.13) admits a unique solution (Γ(2), γ(2)) ∈ L∞
F (0, T ;R)×

L2
F (0, T ;R

d). Moreover, γ(2) ·W is a BMO martingale.
Proof. As −(θ + U

M ) ·W ) is a BMO martingale, it suffices to apply the result of

Section 3 in [4] to deduce that BSDE (5.13) admits a unique solution (Γ(2), γ(2)) ∈
L2
F (0, T ;R) × L2

F (0, T ;R
d). Let Q be the probability measure defined by dQ

dP =

ET (−(θ + U
M ) ·W ). Then under Q,

WQ
t = Wt +

∫ t

0

(θs +M−1
s Us)ds

is a Brownian motion and U ·WQ is a BMO martingale. Furthermore,

dΓ
(2)
t = −

[

rtΓ
(2)
t −

(

|θt|
2 +

U ′
tθt
Mt

)

Γt

]

dt+ (γ
(2)
t )′dWQ

t , Γ
(2)
T = −µ2.

Hence

Γ
(2)
t = E

Q
t

[

−e
∫

T

t
rvdvµ2 −

∫ T

t

e
∫

s

t
rvdvΓs

(

|θs|
2 +

U ′
sθs
Ms

)

ds

]

.
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From this we deduce that Γ(2) is a bounded process. Moreover, from (5.13),

E
Q
t

[

∫ T

t

|γ(2)
s |2ds

]

= E
Q
t





∣

∣

∣

∣

∣

∫ T

t

(γ2
s )

′dWQ
s

∣

∣

∣

∣

∣

2




= E
Q
t





∣

∣

∣

∣

∣

Γ
(2)
T − Γ

(2)
t +

∫ T

t

[

rsΓ
(2)
s − Γs

(

|θs|
2 +

U ′
sθs
Ms

)]

ds

∣

∣

∣

∣

∣

2


 .

Hence from the last equality, γ(2) ·WQ is a BMO martingale under Q and then γ(2) ·W
is a BMO martingale under P.

With M,U, γ(2) obtained, we can construct a (feedback) strategy

u∗
s = αsX

∗
s + βs (5.14)

where

αs
△
=

Γ
(1)
s θs − Us

Ms
, βs

△
= −

Γsθs + γ
(2)
s

Ms
.

In order to confirm that the above is indeed an admissible feedback strategy, we
need to prove the following technical result. Its proof is intriguing in its own right.

Proposition 5.3. Let X∗ be the solution to the first equation of (5.4) where u∗

is substituted by (5.14). Then X∗ ∈ L2
F (0, T ;C(0, T ;R)) and u∗ ∈ L2

F (0, T ;R
d).

Proof. Plug the feedback strategy u∗ into the wealth equation (5.2), we get

X∗
t = ρt

(

x0 −

∫ t

0

ρ−1
s α′

sβsds+

∫ t

0

ρ−1
s βsdW

θ
s

)

, (5.15)

with W θ
t = Wt +

∫ t

0
θsds and ρt = e

∫

t

0
rsdsEt(α ·W θ).

On the one hand,

Et(α ·W θ) = e−
∫

t

0
|αs|2

2 ds+
∫

t

0
α′

s(dWs+θsds)

= e−
∫

t

0
|αs|2

2 ds−
∫

t

0

U′
s

Ms
dW θ

s +
∫

t

0

Γ
(1)
s |θs|2

Ms
ds+

∫

t

0

Γ
(1)
s θ′s
Ms

dWs

= e
−

∫

t

0

[

|αs|2

2 − 1
2

(

Γ
(1)
s θs
M

)2

−
Γ
(1)
s |θs|2

Ms

]

ds−
∫

t

0

U′
s

Ms
dW θ

s

Et

(

Γ(1)θ

M
·W

)

.

Applying Ito’s formula to ln(M), we get

d ln(Ms) = [−2rs +
U ′
sθs
Ms

− Γ(1)
s

|θs|
2

Ms
+

1

2

|Us|
2

M2
s

− Γ(1)
s

U ′
sθs
M2

s

]ds+
U ′
s

Ms
dWs

=



−2rs +
|αs|

2

2
−

1

2

∣

∣

∣

∣

∣

Γ
(1)
s θs
Ms

∣

∣

∣

∣

∣

2

− Γ(1)
s

|θs|
2

Ms



 ds+
U ′
s

Ms
dW θ

s .

Combining the above equations, we obtain

Et(α ·W θ) =
M0

Mt
Et

(

Γ(1)θ

M
·W

)

e−2
∫

t

0
rsds
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or

ρt =
M0

Mt
Et

(

Γ(1)θ

M
·W

)

e−
∫

t

0
rsds.

By the fact that M and 1
M are both bounded and E

[

supt∈[0,T ]

∣

∣

∣
Et

(

Γ(1)θ
M ·W

)∣

∣

∣

p]

<

+∞ for any p ∈ R, we have E

[

supt∈[0,T ] ρ
p
t

]

< +∞ for any p ∈ R.

Now we validate X∗ ∈ L2
F (Ω, C(0, T ;R)) using (5.15). For any p > 1,

E

[

sup
t∈[0,T ]

∣

∣

∣

∣

∫ t

0

ρ−1
s α′

sβsds

∣

∣

∣

∣

p
]

≤ E

[

sup
t∈[0,T ]

ρ−p
t

(

∫ T

0

|αs|
2ds+

∫ T

0

|βs|
2ds

)p]

≤ cp

√

√

√

√

√E

[

sup
t∈[0,T ]

ρ−2p
t

]



E





(

∫ T

0

|αs|2ds

)2p


+ E





(

∫ T

0

|βs|2ds

)2p








< +∞.

Similarly we have E

[

supt∈[0,T ]

∣

∣

∣

∫ t

0
ρ−1
s θ′sβsds

∣

∣

∣

p]

< +∞. Also we have

E

[

sup
t∈[0,T ]

∣

∣

∣

∣

∫ t

0

ρ−1
s βsdWs

∣

∣

∣

∣

2p
]

≤ c̄pE

[(

∫ T

0

ρ−2
s |βs|

2ds

)p]

≤ c̄pE

[

sup
t∈[0,T ]

ρ−2p
t

(

∫ T

0

|βs|
2ds

)p]

< +∞,

where cp, c̄p are both constants only depending on p. These two inequalities lead to
X∗ ∈ L2

F (Ω;C(0, T ;R)).
Finally, regarding (X∗

· , u
∗
· ) as the solution to the BSDE







dXs = rsXsds+ θ′susds+ u′
sdWs, s ∈ [0, T ],

XT = X∗
T .

(5.16)

By the standard estimates for Lipschitz BSDE, u∗ ∈ L2
F (0, T ;R

d) as soon as X∗ ∈
L2
F (Ω, C(0, T ;R)).

5.3. Equilibrium Strategy. Summarizing the preceding analysis, we obtain
finally the main result of this section.

Theorem 5.4. Let (M,U) and (Γ(2), γ(2)) be the solutions to BSDEs (5.8) and

(5.13) respectively, and Γs = −µ2e
∫

T

s
rtdt. Then

u∗
s = −M−1

s

[

(Us − θsµ1e
∫

T

s
rvdv)X∗

s + Γsθs + γ(2)
s

]

is an equilibrium strategy.
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Proof. Define p, k by (5.5) and (5.7) (recall that N = M and V = U). It is easy
to check that u∗, X∗, p, k satisfies (5.4). Furthermore, Λ in the condition (3.4) is

Λ(s; t) = p(s; t)θs + k(s; t)

=(MsX
∗
s − Γ(1)

s X∗
t + Γ(2)

s − Et

[

MsX
∗
s + Γ(3)

s

]

)θs +X∗
sUs +Msu

∗
s + γ(2)

s − γ(1)
s X∗

t

= (MsX
∗
s + Γ(3)

s − Et

[

MsX
∗
s + Γ(3)

s

]

)θs + Γ(1)
s (X∗

s −X∗
t )θs.

Since M, θ,Γ(3),Γ(1) are all essentially bounded, Et

[

sups∈[t,T ](X
∗
s )

2
]

< +∞, we de-

duce that Λ meets condition (3.4). It follows from Theorem 3.3 that u∗ is an equilib-
rium.

5.4. Examples. Equilibrium strategies for mean–variance models have been
studied in [3, 5, 6] among others in different frameworks. In this subsection, we
will compare our results with some existing ones in literature.

5.4.1. Deterministic risk premium. Let us first consider the case when the
risk premium is deterministic function of time. Then U = 0, γ(2) = 0, and

Mt = e2
∫

T

t
rvdv

(

1 + µ1

∫ T

t

e−
∫

T

s
rvdv|θs|

2ds

)

.

The equilibrium strategy is given by

u∗
t =

µ1e
∫

T

t
rvdv

Mt
θtX

∗
t +

µ2e
∫

T

t
rvdv

Mt
θt.

In Appendix, we obtain that the pre-committed optimal control for the problem
starting at t = 0 is also in an affine feedback form

u∗pre(t, x) = −xθt + e
∫

t

0
rsds(x0 + (µ1x0 + µ2)e

∫

T

0
(|θs|

2−rs)ds)θt.

Case 1: µ1 = 0.
When µ1 = 0, the objective is exactly the same as in [3] and [5], in which the

equilibrium is however defined within the class of (deterministic) feedback controls.
By Theorem 5.4,

u∗
t = e−

∫

T

t
rvdvµ2θt

is a mean-variance equilibrium strategy. This equilibrium coincides with the one
obtained in [3] and [5] although the definitions of equilibrium are different. The ex-
post reason is that the feedback part of our equilibrium is absent, and so is the gap
between the two definitions.

To compare the performance of this equilibrium control with the pre-committed
optimal control at time t = 0, we calculate the objective function value J(0, x0;u

∗).

It is not hard to get that X∗
T = e

∫

T

0
rsdsx0 + µ2

∫ T

0
|θs|

2ds+ µ2

∫ T

0
θsdWs; so

E [X∗
T ] = e

∫

T

0
rsdsx0 + µ2

∫ T

0

|θs|
2ds, V ar(X∗

T ) = µ2
2

∫ T

0

|θs|
2ds.

Hence the objective value of u∗ at time t = 0 is

J(0, x0;u
∗) = −

µ2
2

2

∫ T

0

|θs|
2ds− µ2e

∫

T

0
rsdsx0.
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It is derived in Appendix that the pre-committed optimal portfolio u∗pre at time t = 0
has the objective value

J(0, x0;u
∗pre) = −

µ2

2
(e

∫

T

0
|θs|

2ds − 1)− µ2e
∫

T

0
rsdsx0.

Clearly, J(0, x0;u
∗) > J(0, x0;u

∗pre). Moreover, we can easily see the difference
between the two objective values.

Case 2: µ2 = 0.

When µ2 = 0, the objective is equivalent to the one in [6]. In this case, our
equilibrium is, explicitly,

u∗
t =

µ1e
∫

T

t
rvdv

Mt
θtX

∗
t .

In [6], the equilibrium is defined for the class of feedback controls as in [5]. Therein

the equilibrium strategy is derived in a linear feedback form u∗fbe
t = cfbet X∗

t with cfbet

uniquely determined by an integral equation (whose unique solvability is established).
We can easily show that the linear coefficient of our equilibrium above does not satisfy
the integral equation in [6]. This, in turn, indicates the difference between the two
definitions of equilibriums (open-loop and feedback).

To compare the performance of these two different equilibrium controls together
with the pre-committed optimal control at time t = 0, we calculate J(0, x0;u) for

u = u∗, u∗fbe and u∗pre respectively. Denote ct = µ1e
∫T
t rvdv

Mt
θt, then it is an easy

exercise to get X∗
T = x0e

∫

T

0
(rt+c⊤t θt−|ct|

2/2)dt+
∫

T

0
c⊤t dWt . Hence

E [X∗
T ] = x0e

∫

T

0
(rt+c⊤t θt)dt, V ar(X∗

T ) = x2
0e

2
∫

T

0
(rt+c⊤t θt)dt(e

∫

T

0
|ct|

2dt − 1),

leading to

J(0, x0;u
∗) =

x2
0

2
e2

∫

T

0
(rt+c⊤t θt)dt(e

∫

T

0
|ct|

2dt − 1)− x2
0µ1e

∫

T

0
(rt+c⊤t θt)dt.

Similarly,

J(0, x0;u
∗fbe) =

x2
0

2
e2

∫

T

0
(rt+(cfbe)⊤t θt)dt(e

∫

T

0
|cfbe

t |2dt − 1)− x2
0µ1e

∫

T

0
(rt+(cfbe)⊤t θt)dt.

By the calculation in Appendix, we have

J(0, x0;u
∗pre) = −

x2
0

2
µ2
1(e

∫

T

0
|θs|

2ds − 1)− x2
0µ1e

∫

T

0
rsds.

Clearly

J(0, x0;u
∗) > J(0, x0;u

∗pre); J(0, x0;u
∗fbe) > J(0, x0;u

∗pre).

Moreover, we can easily compare J(0, x0;u
∗) and J(0, x0;u

∗fbe) due to their explicit
expressions.
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5.4.2. Stochastic risk premium. When the risk premium of the market is a
stochastic process, the PDE (HJB equation) approach employed by [5] or [6], where
the definition of equilibrium is in the class of feedback controls, does no longer work.
Czichowsky [7] studied this problem (albeit with a different definition of mean-variance
efficiency) in the case when µ1 = 0, by a discretization method. To our best knowl-
edge, our result is the first attempt to formulate and find equilibrium with random
market parameters in the general case.

Case 1: µ1 = 0.

When µ1 = 0, U = 0, Mt = e2
∫

T

t
rvdv, and our equilibrium is

u∗
t = e−

∫

T

t
rvdvµ2θt − e−2

∫

T

t
rvdvγ

(2)
t .

This strategy consists of two parts. The first part is in the same form as that in
the deterministic risk premium case, and the second part is to hedge the uncertainty
arising from the randomness of θ.

Case 2: µ2 = 0.
When µ2 = 0, γ(2) = 0, and our equilibrium is

u∗
t =

(

µ1e
∫

T

t
rvdv

Mt
θt −

Ut

Mt

)

X∗
t .

The linear feedback coefficient in this equilibrium also consists of two parts. The
first part is formally the same as its deterministic counterpart, whereas the second
part is for the randomness of the parameter θ.

6. Concluding Remarks. This paper, we believe, has posed more questions
than answers. The flow of FBSDEs (3.6) is an interesting class of equations, whose
general solvability begs for systematic investigations. How to adapt the general-
ized HJB approach of [5, 6] to our open-loop control framework, even when all the
coefficients are deterministic, warrants a careful study (but notice the fundamental
difference in the definitions of equilibrium). Extension beyond the realm of LQ may
open up an entirely new avenue for stochastic control. Finally, how our game theoretic
formulation may be extended to other types of time-inconsistency, e.g., that caused by
probability distortion, promises to be an equally exciting research topic. The research
on the last problem is in progress and will appear in a forthcoming paper.

Appendix A. Pre-committed Optimal Mean-Variance Control.
We consider the pre-committed optimal control problem at time t = 0

min J(0, x0;u)

dXt = (rtXt + π′
tθt)dt+ π′

tdWt,

X0 = x0.

(A.1)

From the existing study on pre-committed mean-variance problems such as [2], it
follows that the optimal terminal state must be in the formXT = λ−µρ with constants

λ and µ, random variable ρ = e−
∫

T

0
(rs+|θs|

2/2)ds−
∫

T

0
θ′
sdWs , and the constraint

λE [ρ]− µE
[

ρ2
]

= x0.
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With this form of the terminal state, the objective value can be written as a function
of µ:

f(µ) :=
µ2

2
V ar(ρ)−

µ1x0 + µ2

E [ρ]
(x0 + µE

[

ρ2T
]

− µ(E [ρ])2)

=

(

µ2

2
−

µ1x0 + µ2

E [ρ]
µ

)

V ar(ρ)−
µ1x0 + µ2

E [ρ]
x0.

So the minima of f(µ), given V ar(ρ) 6= 0, is achieved at µ∗ = µ1x0+µ2

E[ρ] with the

minimal objective value

V pre(x0) = f(µ∗) = −
1

2

(µ1x0 + µ2)
2

(E [ρ])2
V ar(ρ)−

µ1x0 + µ2

E [ρ]
x0.

When the parameters r· and θ· are deterministic, we can get the explicit optimal value
for the pre-committed problem (A.1):

V pre(x0) = −
1

2
(µ1x0 + µ2)

2(e
∫

T

0
|θs|

2ds − 1)− (µ1x0 + µ2)e
∫

T

0
rsdsx0.

Furthermore, the corresponding optimal control can be written as the affine feedback
control

u∗pre(t, x) = −θtx+ e
∫

t

0
rsds(x0 + (µ1x0 + µ2)e

∫

T

0
(|θs|

2−rs)ds)θt.
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