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METHODS FOR MICROSCALE LASER SHOCK PEENING OF METAL THIN FILMS

SPECIFICATION

CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] This application is based on United States provisional patent application serial no. 60/381,034, filed May 16, 2002, which is incorporated herein by reference for all purposes and from which priority is claimed.

NOTICE OF GOVERNMENT RIGHTS

[0002] The U.S. Government has certain rights in this invention pursuant to the terms of the National Science Foundation award number DMI-98-13453.

BACKGROUND OF THE INVENTION

[0003] Technical Field. The present invention relates to techniques for microscale laser shock peening (LSP), in particular relating to processing of thin metal films.

[0004] Background Art. Shot peening, a process widely known in the art, is a metal treatment process which increases resistance to fatigue and reduces stress corrosion failures, thus preventing premature fatigue failures in metal parts. The shot peening process is accomplished by bombarding the surface of a subject with tiny uniformly sized round steel spheres, to modify the physical characteristics of the target material. Shot peening negates residual surface tensile stress by the introduction of compressive stress, resulting in a compressively stressed surface layer which serves as a deterrent to the outbreak and growth of fatigue cracks, the cause of most material failures.

[0005] However, there are many problems associated with this process. A potentially large target variation prevents execution of the process with a high level of precision. Further, the force of the impact cannot be precisely controlled and can result in damage to the target surface.

[0006] More recently, Laser Shock Processing ("LSP," also known as laser shock peening) has been used as an alternative to shot peening. For example, as described in Clauer et al., "Effects of Laser Induced Shock Waves on Metals," Shock Waves and High Strain Phenomena in Metals-Concepts and Applications, New York, Plenum, pp. 675-702 (1981), a
target to be processed is coated with an opaque, absorptive material, e.g., a special paint or tape that will vaporize when exposed to a pulse of laser energy. A thin layer of translucent material, usually water or glass, is placed on top of the absorptive material. A pulsed laser beam is used to strike the paint or tape, causing some portion of the absorptive material to vaporize. The vapor absorbs the remaining pulsed laser light and is converted into a plasma which is trapped in the gap between the absorptive material and the layer of translucent material. As the heat from the laser is imparted on the trapped plasma, the pressure of the plasma builds to a high pressure and creates a compressive shock wave, part of which is forced into the metal target surface because the pressure is contained by the translucent barrier. That part of the shock wave which is imparted onto the target surface causes plastic deformation of the target surface, causing compressive residual stresses that prevent cracks from growing and thus improving the fatigue life of the target material.

[0007] In Miller et al., “Failure Modes in Surface Micromachined Micro-Electro-Mechanical Actuators,” IEEE 98CH36173, 36th Annual International Reliability Physics Symposium, pp. 17-25 (1998), and Tanner et al., “MEMS Reliability in a Vibration Environment,” IEEE OOC37059, 38th Annual International Reliability Physics Symposium, pp. 139-145 (2000), failure and reliability problems in micro-electromechanical structures (“MEMS”) are discussed. While the dominant material in MEMS is silicon, metal and metallic thin film structures are often indispensable, and metal is a better choice for some applications. Non-metal plates suffer from electrostatic stiction, which has become an common cause of MEMS failure. Metal structures are free from these electrostatic stiction problems, and metal connection lines can be easily integrated into the metal structure. For metallic MEMS structures, it would be advantageous to provide desirable modifications to the physical properties of the metals in order to improve MEMS performance. Accordingly, there exists a need for a process for Microscale LSP which may be used for thin metal films and for MEMS applications.

In addition, LSP processes require extensive modeling for accurate prediction and control of the results. There are several limitations of the LSP models which currently exist in the art. For example, LSP models described by Clauer, et al. and Fabbro et al., "Physical study of laser-produced plasma in confined geometry," J. Appl. Phys., July, 1990, Vol. 68(2), pp. 775-784 (1990), assume that the laser irradiation is uniform and therefore that shock propagation in the confining medium and target is one-dimensional. This assumption is appropriate when the size of a laser beam, whose intensity typically follows a Gaussian
distribution, is relatively large. However, for application to MEMS and metal thin films, a much smaller diameter laser beam must be employed.

More specifically, the above shock pressure models assume that a certain amount of plasma exists instantaneously once the laser is activated. In reality, laser irradiation first vaporizes the surface layer of the coating, and the vaporized material then quickly evolves into plasma. Water near the plasma outer edge is ionized and becomes strongly absorbent to the incident laser irradiation. At the same time, the absorptive coating is continuously vaporized into the plasma. Explicit consideration of the mass transfer in the LSP system will eliminate the need for prescribing the value of $\alpha$, the fraction of plasma internal energy used to increase the pressure of plasma, and thus increase the model accuracy, which is crucial for the micro-scale LSP applications. In addition, radial expansion of plasma can no longer be neglected in the micro-scale LSP modeling since it is in the same order of the small beam size. A description of such improved modeling of shock pressure is provided in Zhang et al., “Modeling and Simulation Improvement in Laser Shock Processing.” Proc. CALEO’2001, Section A (2001), the contents of which are incorporated fully herein by reference.

Unfortunately, the effects of finite size and complex geometry on shocking results are neglected in known models in the art. However, these considerations are very important in practice, especially for LSP of small components and LSP near edges of the components. Accordingly, there exists a need for a new modeling technique which is may be used in connection with microscale laser shock processing, and which overcomes the limitations of the prior art models.

Further still, microscale LSP poses additional challenges in the characterization and measurement of stress/strain fields in shock-treated thin films. Conventional X-ray diffraction methods do not provide the spatial resolution necessary to characterize the residual stress distribution on such a small scale. The spatial resolution of normal X-ray diffraction is typically larger than 0.5mm, which has been used to measure the average stress/strain but is too large to measure the stress/strain distributions in microscale laser shock processing. Accordingly, there exists a need for improved methods for characterization and measurement which can be used in connection with microscale LSP.

X-ray microdiffraction and instrumented nanoindentation may be used to characterize the stress/strain variations in shock treated thin films with micron spatial resolution. Recent developments in X-ray microdiffraction provide the possibility of measuring the stress/strain fields with micron-level spatial resolution, as described in Noyan et al.,

Recent developments in X-ray microdiffraction provide the possibility of measuring the stress/strain fields with micron-level spatial resolution. High brightness X-ray beams are needed for speed and accuracy in X-ray microdiffraction experiments. Otherwise, lengthy sampling times are required to yield meaningful results, and the accuracy can suffer from drifting and noise in such slow and low intensity measurements. For this reason, synchrotron radiation sources are commonly used. The extremely high brightness X-ray beams from synchrotron radiation sources are narrowed down and then focused to micron or sub-micron spot sizes using X-ray optics such as Fresnel Zone Plates (FZP) or tapered glass capillaries, and either white beam or monochromatic X-rays are used.

In Solak et al., “Measurement of Strain in Al-Cu Interconnected Lines with X-ray Microdiffraction,” J. Appl. Phys., Vol. 86(2), pp. 884-890 (1999), the evolution of the stress in aluminum or copper interconnects due to electromigration is reported to have been measured with micron spatial resolution using such techniques. However, the accuracy of the direct stress/strain measurement of the polycrystalline film based on lattice d-spacing variation using Bragg’s law has not been well validated. Due to both the divergence and uneven intensity distribution of the incident X-rays, and the insufficient number of grains sampled at each test point, the uncertainty of the Bragg angle may be too large to determine the absolute values of the lattice d-spacing, as discussed in Noyan et al., “Divergence Effects in Monochromatic X-ray Microdiffraction Using Tapered Capillary Optics,” Review of Science Instruments, Vol. 71(25), pp. 1991-2000 (2000). On the other hand, Noyan et al., “Characterization of Substrate / Thin-film Interfaces with X-ray Microdiffraction,” Applied Physics Letters, Vol. 72(25), pp. 3338-3340 (1998) and Noyan et al., “Deformation Field in Single-crystal Semiconductor Substrates Caused by Metallization Features,” Applied Physics Letters, Vol. 74(16), pp. 2352-2354 (1999), report that relative stress/strain variations can be reliably measured with micron-level spatial
resolution by recording the diffraction intensity contrast of the underlying single crystal silicon substrate

Accordingly, there exists a need for techniques for processing, modeling and characterization which may be used in conjunction with LSP processing of thin metal films.

**SUMMARY OF THE INVENTION**

[0015] An object of the present invention to fulfill needs in the field of laser shock peening by providing a method for laser shock peening of metal thin films with micron spatial resolution.

[0016] It is a further object of the present invention to provide techniques for modeling a microscale LSP process.

[0017] It is a further object of the present invention to provide techniques for characterization of a microscale laser shock-treated sample.

[0018] It is a further object of the present invention to provide microscale LSP processing, modeling, and characterization techniques which may be utilized to improve the reliability of MEMS systems.

[0019] In order to meet these and other objects of the present invention which will become apparent with reference to further disclosure set forth below, the present invention provides a technique for microscale laser shock processing. One exemplary method for laser shock processing of metal thin films comprises the steps of providing an absorptive coating on a target metal thin film on a layered structure, providing a translucent barrier layer on top of the absorptive coating, and applying a laser to an area of the target material such that the absorptive material is vaporized to form a high pressure plasma which imparts a shockwave on the target metal thin film. Further embodiments of the present invention include utilization of this process in a scheme for MEMS manufacturing.

[0020] The present invention further provides a method for modeling a microscale laser shock process, which includes the steps of considering the spatial profile of a laser beam, considering the radial expansion of plasma, determining a value for plasma energy which is related to the laser beam intensity, and furthermore considering the plasma energy expended by the breakdown of the target material. A further embodiment of this inventive modeling method may also include consideration of the plasma energy expended via the breakdown of the translucent barrier layer, where that layer is comprised of water.
[0021] The present invention further provides a method for measurement and characterization of the stress and/or strain field of microscale laser shock treated metals. An exemplary embodiment of this method includes the steps of determining the curvature of a metal thin film before laser shock peening, determining the curvature of the metal thin film after laser shock peening, and finally determining at least one of the average stress and average strain based on the determined difference in curvature between the measurements before laser shock peening and after laser shock peening.

[0022] The present invention provides another method for measurement and characterization of the stress and/or strain field of microscale laser shock treated metals. An exemplary embodiment of this method includes the steps of monitoring the surface integrity of the target metal thin film using fluorescence measurement, determining a suitable X-ray beam energy level for penetration of the target metal thin film which is greater than the K absorption edge of the material, employing an X-ray beam to penetrate the top layer of the target metal thin film, focusing the incident X-ray beam using a tapered glass capillary to form a microbeam directed on a spot on the target metal thin film, calibrating the position of the shocked region relative to the X-ray microbeam, scanning the sample relative to the microbeam and recording the diffraction intensity of the single crystal substrate at one or more locations on the target metal thin film using a scintillation detector in a symmetric reflection configuration, identifying deformations in the substrate of the target metal thin film using X-ray diffraction intensity contrast data, and determining strain or stress components based on the X-ray diffraction intensity contrast data.

[0023] The present invention provides another method for measurement and characterization of the stress and/or strain field of microscale laser shock treated metals. An exemplary embodiment of this method includes the steps of determining the hardness of a surface of a shock-treated metal thin film at a plurality of points using instrumented nanoindentation, plotting one or more curves of the determined hardness at a plurality of points, and determining the residual stress based on the plotted curves.

[0024] The accompanying drawings, which are incorporated and constitute part of this disclosure, illustrate preferred embodiments of the invention and serve to explain the principles of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS
[0025] Fig. 1 is an illustrative diagram showing a laser shock process in accordance with the present invention;
[0026] Fig. 2 is an illustrative diagram showing the various layers in laser shock processing as may be used in modeling an LSP process;
[0027] Fig. 3 is a graph showing mass flow from water into plasma and normalized laser intensity presented in accordance with an exemplary embodiment of the present invention for modeling an LSP process;
[0028] Fig. 4 is a graph which compares the shock pressure results of a modeling method in accordance with an exemplary embodiment of the present invention and other modeling methods;
[0029] Fig. 5 is a graph which illustrates the benefits of considering the radial and axial expansion of plasma in an exemplary embodiment of the LSP process modeling method of the present invention;
[0030] Fig. 6 is an illustrative diagram showing data obtained using the wafer curvature method in accordance with an exemplary embodiment of the present invention for characterizing stress and strain fields for LSP-treated samples;
[0031] Fig. 7 is a graph showing data obtained using the wafer curvature method in accordance with an exemplary embodiment of the present invention for characterizing stress and strain fields for LSP-treated samples, as shown in graphical form;
[0032] Fig. 8A is a graph of fluorescence measurements of copper thin films using X-ray energy showing the fluorescence spectra of copper thin films, as such measurements may be used in accordance with an exemplary embodiment of the present invention for characterizing stress and strain fields of LSP-treated samples;
[0033] Fig. 8B is a graph of fluorescence measurements of copper thin films using X-ray energy showing the fluorescence intensity distribution measured across a copper thin film surface, as such measurements may be used in accordance with an exemplary embodiment of the present invention for characterizing stress and strain fields of LSP-treated samples;
[0034] Fig. 9 is an illustrative graph showing the variation of diffraction intensity contrast with laser pulse energy, as such data may be used in accordance with an exemplary embodiment of the present invention for characterizing stress and strain fields of LSP-treated samples;
[0035] Fig. 10 is a graph of simulation results of the strain energy density located at the copper-silicon interface, illustrating principles in accordance with an exemplary embodiment of the present invention for characterizing stress and strain fields of LSP-treated samples;

[0036] Figs. 11A-C are graphs which compare strain energy density and X-ray diffraction intensity contrast for samples of various properties, as determined using characterization methods in accordance with the present invention;

[0037] Figs. 12A-B are graphs showing loading and unloading curves at different locations, as associated with exemplary characterization methods in accordance with the present invention for determining stress and/or strain using an instrumented nanoindentation technique.

[0038] Throughout the Figs., the same reference numerals and characters, unless otherwise stated, are used to denote like features, elements, components or portions of the illustrated embodiments. Moreover, while the present invention will now be described in detail with reference to the Figs., it is done so in connection with the illustrative embodiments.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

[0039] Referring to Fig. 1, an exemplary process for LSP according to the present invention is shown. A coating material 12 is applied on target metal thin film 13. In one embodiment of the present invention, copper films of 1μm and 3μm on 1-inch round single crystal silicon wafers with (001) orientation and 0.254 mm thickness may be treated using LSP. Coating material 12 may be one of several different materials such as organic paint, tape or thin metallic foil. A translucent material 11 is provided on top of coating material 12, and is generally either a clear liquid or glass. Laser beam 10 is focused on a portion of target metal thin film 13, and a short and intense laser pulse is irradiated whereby a plasma is formed as coating material 12 is vaporized by the heat from laser beam 10.

[0040] In one embodiment of the present invention, a Q-switched Nd:YAG laser with pulse duration of 50 ns and wavelength of 355 nm and intensity of greater than 1 GW/cm² is used. The laser beam size should be less than 1 millimeter. The plasma 14 is continually heated by laser beam 10 until the high temperature, high pressure plasma causes a shockwave to be imparted from the plasma 14. The shockwave penetrates into target metal thin film 13 and causes desirable effects on the shocked portion of target metal thin film 13. Additionally, during laser shock processing, the sample may be covered with an aluminum foil with a very thin layer of vacuum grease in between. Thus, thermal effects are isolated and only shock effects are experienced by the sample. An aluminum foil of 16 μm thickness is used.
Referring to Fig. 2, the layers of material of the LSP process of the present invention are shown. A top layer is an unshocked water layer 21. A next layer below unshocked water layer 21 is shocked water layer 22. Next, plasma layer 23 defines the region in which a plasma is generated from laser beam heat during LSP processing. Coating layer 24 and shocked metal layer 25 are contained within the region from which the generated shockwave originates and propagates. A bottom region, unshocked metal thin film 26, describes the lower portion of the metal thin film which remains substantially unaffected as a result of the LSP process.

The LSP process of the present invention for use with thin metal films may be used to improve performance characteristics for MEMS such as gears, switches, etc. In one exemplary LSP process for metal thin films according to the present invention, the raw material which is used to create the MEMS structures may be shocked first, and then the MEMS structures may be etched from the shocked bulk raw material. In another exemplary embodiment, the MEMS structures may first be etched, and then shocked according to the LSP process of the present invention. Additionally, the LSP process according to the present invention is process environment compatible, and therefore is compatible with the MEMS production process and may be easily integrated into the MEMS manufacturing process.

In an exemplary embodiment according to the present invention, a method for modeling LSP processes for metal thin films is provided. Under typical conditions of LSP, the speed of plasma expansion is lower than the shock speed, and thus the shock wave precedes plasma expansion. This resembles the case of a laser supported combustion ("LSC") wave. LSC waves in air and in a vacuum are extended in accordance with an exemplary embodiment of the present invention for LSP modeling.

In laser shock peening, water is converted into plasma due to plasma and laser induced water breakdown. At the same time, the coating is continuously vaporized and converted into plasma. Mass, momentum and energy are conserved across the shock wave. To model the process, the following assumptions may be made: (1) plasma expands only in the axial direction in the early stage; density, internal energy and pressure of the plasma are uniform within the plasma volume but can vary with time; (2) plasma obeys ideal gas laws; (3) only the coating layer is vaporized, the metal target experiences negligible thermal effects; and (4) the coating layer is thin and well coupled with the metal target, thus the shock pressure and the particle velocities of the coating layer and the metal target are equal.
For convenience, the water-plasma-target system may be divided into six regions for modeling purposes, as discussed above with respect to Fig. 2. Subscripts \( w \) denote water, \( m \) metal, \( c \) the coating layer, \( p \) plasma, \( L \) the side of plasma near water, \( R \) the side of plasma near solid, and \( 0 \) the property of an unshocked region. \( D \) is the shock velocity, \( U \) the particle velocity, \( E \) the internal energy, \( \rho \) the density, and \( P \) the pressure. Unshocked properties are taken as known values, with the purpose of the model to accurately determine the shocked properties. In accordance with these principles, the shocked and unshocked properties of water are related by mass, momentum, and energy conservation, and shock speed constitutive relations as follows:

\[
\frac{\rho_w}{\rho_{w0}} = 1 - \frac{(U_w - U_{w0})}{(D_w - U_{w0})} \\
P_w - P_{w0} = \rho_0 \left( \frac{D_w - U_{w0}}{U_w - U_{w0}} \right) \\
(E_w + \frac{U_w^2}{2}) - (E_{w0} + \frac{U_{w0}^2}{2}) = \frac{1}{2} \left( \frac{P_w + P_{w0}}{\rho_{w0}} - 1 \right) \rho_w \\
D_w = D_{w0} + S_w U_w
\]

For water, \( U_{w0} = 0 \) m/s, \( P_{w0} = 10^5 \) Pa, \( E_{w0} = 0 \) J/kg, \( \rho_{w0} = 997.9 \) kg/m\(^3\), \( D_{w0} = 2.393 \) m/s, and \( S_w = 1.333 \). \( S_w \) is a coefficient relating shock speed \( D_w \) to \( U_w \), the particle velocity and \( D_{w0} \), the shock speed at infinitesimally small particle velocity. Substituting subscript \( m \) for \( w \) in Eqs. 1-4, four more equations between shocked and unshocked properties of metals may be obtained. \( U_{m0} = 0 \) m/s, \( P_{m0} = 10^5 \) Pa, \( E_{m0} = 0 \) J/kg. For copper, \( \rho_{m0} = 8.939 \) kg/m\(^3\), \( D_{m0} = 3.933 \) m/s, and \( S_m = 1.489 \). Mass and momentum conservation at the interfaces of water-plasma-metal at any instant requires:

\[
\rho_w (U_{pL} - U_w) = \rho_p U_{pL} \\
\rho_c (U_{pR} - U_c) = \rho_c V_{rec} = \rho_p U_{pR} \\
\rho_p + \rho_p U_{pR} U_c = \rho_c \\
\rho_p + \rho_p U_{pR} U_w = \rho_w
\]

The current mass of the plasma is equal to the integration of the mass flows into plasma. The mass conservation of plasma requires:

\[
\rho_p(t) \int_0^t (U_{pL} + U_{pR}) \, dt = \int_0^t (MF_w + MF_c) \, dt
\]

where \( MF_w \) is the mass flow from water into plasma, and \( MF_c \) the mass flow from the coating into plasma. The energy conservation of plasma considers the absorption of incident
laser irradiation, $E_p$, the total energy stored in the plasma, $W_p$ the work done by the plasma, and $E_{MF}$ the energy exchanges through mass flow. The total energy of plasma consists of kinetic energy and internal energy, and using the ideal gas law, the internal energy of plasma is related to its density, specific heat ratio $\gamma$ (about 1.3), and pressure. If $AP$ is the fraction of laser energy absorbed by plasma, and $I(t)$ the laser intensity, the energy conservation of plasma requires:

$$E_p + W_p - E_{MF} = \int_0^t AP x I(t) dt$$  \hspace{1cm} (10)

$AP$ can be decided from experiments. Therefore, the equations of this 1D shock pressure model are closed and all the variables involved can be solved as a function of time.

Radial expansion of plasma is a more significant concern in micro-scale LSP than in mm-scale LSP because such expansion may not be neglected due to the small beam size. Once plasma is created, radial expansion of plasma commences. A rarefaction wave propagates into the plasma from the edge at the sound speed of the plasma. After a characteristic time $T_r = R_0/a$, where $R_0$ is the radius of the laser beam and $a$ is the sound speed of the plasma, the rarefaction wave coalesces at the center of the spot. The pressure of the plasma drops and deviates from the 1D values afterwards. Axial relaxation starts after the laser pulse terminates, thus the characteristic time for axial expansion is $T_z = T_p$, where $T_p$ is pulse duration. The temporal evolution of the plasma depends on the values of $T_r$ and $T_z$. For a laser used in this exemplary embodiment of the present invention, $R_0 = 6$ microns, $T_z = T_p = 50$ ns, and sound speed of plasma $a = 300$ m/s, $T_r = 20$ ns, thus radial relaxation occurs earlier than axial relaxation. The following power scaling laws which are known in the art may be applied:

$$t < T_r \hspace{1cm} P = P_{1D}$$
$$R = R_0$$

$$T_z > t < T_r \hspace{1cm} P = P_{1D} (t/T_r)^{4/5}$$
$$R = R_0 (t/T_r)^{1/2}$$

$$t < T_z \hspace{1cm} P = P_{1D} (T_z/T_z)^{4/5} (T_z/t)^{6/5}$$
$$R = R_0 (T_z/T_z)^{1/2} (T_z/t)^{-4/5}$$  \hspace{1cm} (11)

where $P_{1D}$ is the plasma pressure from 1D model described above.

In accordance with the method for modeling of the present invention, in order to improve the accuracy of the modeling technique for laser shock peening on micron scale, the spatial profile of the laser beam may also be considered. Shock pressure obeys Gaussian spatial
distribution, but with its 1/e² radius equals to \( \sqrt{2R(t)} \), where \( R(t) \) is the radius of plasma in Eq. 11. Let \( r \) be the radial distance from the center of the laser beam, the spatially uniform shock pressure \( P(t) \) relates to the spatially non-uniform shock pressure as

\[
P(r, t) = P(t) \exp\left(\frac{r^2}{2R^2(t)}\right)
\]  

(12)

The evolution of mass flow from water into plasma is shown in Fig. 3, which also shows the laser intensity profile normalized to the peak intensity. The mass flow peaks after laser intensity peaks. The reason is that even after the laser intensity peaks, the plasma irradiation sustains the mass flow for a period of time. As laser intensity increases, plasma accumulates more energy to irradiate. Accordingly, it takes longer for the mass flow to peak when laser intensity increases. The mass flow from the coating layer into plasma has similar features. The mass flows contribute to the evolution of plasma and the expansion of plasma imparts high shock pressures into water and target solid.

Fig. 4 compares the 1D shock pressure determined using a model in accordance with an exemplary embodiment of the present invention, and a present model of Zhang et al. Graph 40 illustrates the difference between results of the previous model and the results generated by a model in accordance with the present invention. The previous model assumes that a constant fraction \( \alpha = 0.2 \) of plasma energy is used to increase the shock pressure. In the model according to the present invention, such conversion is inherently considered in the energy balance relations. As shown, the prior art model determined a higher peak pressure at laser intensity of 2 GW/cm², a comparable value at 4 GW/cm², and a lower value at 6 GW/cm² than the current model. This is indicative of the shortcoming of using a constant value of \( \alpha \) for different laser intensities in the previous model. The pressures recover to zero values faster in the current model than in the previous model. The reason is that in the current model, plasma energy is used for the breakdown of water and target material besides the expansion of plasma, while in the previous model only the 1D expansion of plasma was considered.

The increased accuracy of the 2-D model of the present invention is illustrated in Fig. 5 by graph 50. The temporal evolution of shock pressure and the radius of plasma at laser intensity of 4 GW/cm² are shown. Data line 51 represents the shock pressure of the 1-D models of the prior art. Data line 52 represents the shock pressure of a model according to an exemplary embodiment of the present invention. Data line 53 represents shock pressure according to another exemplary embodiment of the present invention, taking into account the
multi-dimensional radial and axial expansion effects of the plasma. A non-linear increase of plasma radius occurs after 20ns. The shock pressure deviates from the 1D results after the rarefaction wave merges at the beam center according to the power laws in Eq. 11.

Microscale LSP poses challenges in the characterization of the stress/strain fields in thin films. Conventional X-ray diffraction does not provide the spatial resolution necessary to characterize the residual stress distribution. The present invention addresses these issues and provides several methods for characterization of laser shock-treated thin film samples.

In an exemplary embodiment of the present invention for determining average stress/strain values for LSP-treated metal thin films, a wafer curvature method is employed. Curvature measurements may be performed to determine whether microscale LSP has induced compressive residual stress in metal thin films. The curvatures of the wafers before coating, and after coating with and without laser shock processing may be measured using an optical profiler (Wyko 3300). The average residual stress in the thin films on the silicon substrates can be computed according to Segmüller et al., “Automatic X-ray Diffraction Measurement of the Lattice Curvature of Substrate Wafers for the Determination of Linear Strain Patterns,” J Appl., Phys., Vol. 51(12), pp. 6224-6230 (1980), the contents of which are incorporated herein:

\[
\sigma_f = \frac{M_s t_s^2}{6t_f} \left( \frac{1}{R} - \frac{1}{R_0} \right)
\]

where \( t_s \) and \( t_f \) are the thickness of the substrate and the film, respectively, \( R \) and \( R_0 \) the current and original wafer radius (seen from the film side), respectively, and \( M_s \) the biaxial modulus of the substrate. For the (001) single crystal silicon wafer, \( M_s = 180.5 \) GPa. Eq. (13) applies under the assumption of small deformation and pure elastic bending of a thin plate. Furthermore, it is assumed that the residual stress is uniform within the whole depth of the film.

Referring to Fig. 6, the 2D contours of a 1\( \mu \)m shock-treated sample is shown in graph 60 as measured with an optical profiler. Curvature of the wafer can be measured from the profiles, as shown in Fig. 7. The results of the measurement of a target sample before LSP with no coating, before LSP with coating, and with coating after LSP are compared. Copper has a larger expansion coefficient than silicon. After coating and cooling down, the copper film contracts more than the silicon substrate. Thus, the copper film experiences tensile stress. The substrate close to the film experiences compressive stress due to a balance of force. As a result, the initially convex curvature of the wafer becomes less convex when the film stress is tensile. On the other hand, when the film stress is compressive, the wafer surface will become more convex. This explains the profile changes in Fig. 7.
The film stress after coating increases with the increase in film thickness. Tensile stress tends to make the wafer more concave. Using Eq. (1), the residual stress variations in the thin films may be computed. Shock-treated samples exhibit tensile residual stresses after coating, and both change to compressive after laser shock processing. The curvature measurement may be used to estimate the average stress in the thin film. To study the local distribution of the stress/strain field, however, other techniques may be employed, as are discussed hereinafter in other embodiments in accordance with the present invention.

In another exemplary embodiment of the present invention, a diffraction intensity contrast method is used to characterize shock-treated samples. An X-ray microbeam is used to penetrate the top thin film layer (which may be composed of, for example, polycrystalline) and the diffraction intensity of the single crystal substrate is recorded. The stress/strain in the thin film is coupled to and deforms the substrate. The transition from perfect to imperfect crystal results in an increase in the diffraction intensity, because the intensity of X-ray diffraction is proportional to the square of the structure factor $F$ of the material:

$$F_{hkl} = \sum_{n=1}^{N} f_n e^{2\pi i (h u_n + k v_n + l w_n)} \tag{14}$$

where $f_n$ is the atomic scattering factor, $h$, $k$, and $l$ are the Miller indices of the lattice planes, and $u_n$, $v_n$, and $w_n$ are the locations of the atoms in the unit cell of the lattice.

For a diffraction to be present, the diffraction angle must satisfy Bragg’s law,

$$\lambda = 2d \sin(\theta) \tag{15}$$

where $d$ is the lattice spacing, $\theta$ the diffraction angle, and $\lambda$ the wavelength of the incident X-rays. At the same time, the structure factor must be non-zero. For a perfect crystal, the lattice planes are parallel, the angle width of strong diffraction is very narrow, and some of the lattice planes have a zero structure factor. For an imperfect crystal, however, the crystal is made up of small mosaic blocks or sub-grains, the blocks are disoriented so that they are essentially nonparallel, and some of the extinction diffractions of the ideal crystal become non-zero. Laser shock peening induces local stress/strain in the single crystal substrate. The strained region induces mosaic structures, while the strain-free region is close to perfect crystal. Due to the increased bandwidth of strong diffraction and the reduced extinction processes, the integrated X-ray diffraction intensity increases in the locally strained region compared with the strain-free region. A single crystal substrate is best used in accordance with this method, and the film layer should generally be thin enough to get strong diffraction signals.
[0058] Discussing this exemplary embodiment in further detail, focusing lenses for visible light use materials with index of refraction substantially larger than \( n \). The index of refraction \( n \) for most materials at X-ray wavelength is:

\[
\begin{align*}
    n &= 1 - \delta + i\beta \\
    \text{(16)}
\end{align*}
\]

where \( \delta \) is a small number less than 1, and \( \beta \) is the complex part of the refraction index. The real part of the refraction index is less than 1. Thus, lenses for visible light cannot be used to focus X-rays. Only optics based on diffraction and interference (multilayer mirrors and zone plates, etc.), or on total external reflection can be used for the focusing of X-rays.

[0059] For visible light, when the light beam propagates from a higher index medium towards a lower index medium with an incident angle larger than the critical angle, total reflection occurs and the reflected light stays in the high-index medium (termed total internal reflection). For X-ray, total reflection occurs when the grazing angle on the surface of an optical medium, such as glass or metal, is less than the critical angle. The reflected X-ray is outside the optical medium.

[0060] The critical angle \( \theta_c \) for total external reflection, as described in Erko, is:

\[
\theta_c = \sqrt{2\delta} \\
\text{(17)}
\]

where \( \delta \) has the same meaning as in Eq. (16). For the lead glass capillary used in this exemplary embodiment of the present invention, the incident bore diameter may be approximately 50 \( \mu \)m, the exit bore diameter approximately 5\( \mu \)m, and the length approximately 8cm. The tapered capillary tube may be parabolic in shape. This tube is aligned to receive the X-ray beam from the synchrotron beamline, and successively focus the beam to a small spot size by total external reflection. At the same time, the gain of the capillary system, defined as the intensity at the exit of the capillary to the intensity at entrance, may be higher than 40. Both small spot size and increased intensity are desirable in X-ray microdiffraction.

[0061] To use the diffraction contrast method of characterization in accordance with an exemplary embodiment of the present invention, a suitable X-ray energy level should be used and the film thickness should not be too high. It is thus necessary to determine the decay of the incident X-ray beam in the film. The absorption of an incident X-ray by a thin film is:

\[
I / I_0 = \exp(-\mu z / \sin(\theta)) \\
\text{(18)}
\]

where \( I_0 \) is the incident X-ray intensity, \( I \) the intensity reaching the silicon substrate, \( z \) the thickness of the film, \( \mu \) the linear absorption coefficient of the film, and \( \theta \) the diffraction
angle. For copper, $\mu = 405.6 \text{cm}^{-1}$ at 8.5KeV, and 2411.8 cm$^{-1}$ at 9.1KeV. The diffraction signal from the silicon substrate experiences a second decay before it is detected. In an exemplary embodiment of the present invention, the total decay for samples with different film thicknesses may be as shown in Table I below:

<table>
<thead>
<tr>
<th>X-ray type</th>
<th>Film thickness (micron)</th>
<th>Exp($-2\mu z / \sin(\theta)$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.5KeV</td>
<td>1</td>
<td>0.8599</td>
</tr>
<tr>
<td>$\mu = 405.6 \text{cm}^{-1}$</td>
<td>1.5</td>
<td>0.7973</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.6358</td>
</tr>
<tr>
<td>9.1KeV</td>
<td>1</td>
<td>0.4075</td>
</tr>
<tr>
<td>$\mu = 2411.8 \text{cm}^{-1}$</td>
<td>1.5</td>
<td>0.2601</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0677</td>
</tr>
</tbody>
</table>

[0062] X-ray energy of 8.5KeV may be used in accordance with the present invention because copper film is less absorbent of the incident X-ray so that the substrate diffraction signal can be strong. The energy level of 8.5 KeV may beneficially be chosen to be lower than the critical energy $W_k$ that can excite the $K\alpha$ fluorescence radiation of the copper thin film. To excite the fluorescence radiation efficiently, the X-ray energy should be larger than and close to the K absorption edge of the material:

$$E > W_k = \frac{hc}{\lambda_k}$$

(19)

where $E$ is the incident X-ray energy and $\lambda_k$ is the wavelength of the K absorption edge. In the exemplary embodiment of the present invention, the K absorption edge of copper is determined to be 8.98KeV, thus, 9.1KeV would be a good choice for detecting the fluorescence of copper.

[0063] In this exemplary embodiment of a method for x-ray microdiffraction, IBM’s X20A beamline of the National Synchrotron Light Source at Brookhaven National Laboratory is used, however those skilled in the art will understand that this light source may be replaced with others in the scope of the present invention. First, fluorescence tests may be carried out using a 9.1KeV beam energy to monitor the surface integrity of the sample. Next, monochromatic X-rays at 8.5 KeV ($\lambda = 1.459$ angstroms) may be used in the diffraction tests. The incident X-ray beams are focused using a tapered glass capillary to form a 10 micron x 10 micron spot on the sample surface. Si (004) diffraction from the substrate is collected using a scintillation detector in a symmetric reflection configuration at $2\theta \approx 65^\circ$. The thin film sample is vacuum held onto
a motorized, high precision XYZ stage. Next, the position of the shocked region relative to the X-ray beam is calibrated. Then, by scanning the sample relative to the beam (in 2 or 4 microns spacing, in this exemplary embodiment of the present invention), the distribution of the Si(004) intensity across the shocked region may be recorded.

In the diffraction test of an exemplary embodiment of the present invention, the 2θ angle that has maximum intensity of Si(004) diffraction is found by rocking the sample to satisfy Bragg’s law as in normal X-ray diffraction. After the optimum 2θ angle is found, it is fixed in the following diffraction tests. The shock-treated sample is scanned relative to the X-ray beam, and the diffraction signal at that fixed angle is sampled for a certain period of time.

The major purpose of the fluorescence measurement in this test is to monitor the surface integrity of the films. Referring to Fig. 8A, graph 80 shows the X-ray fluorescence spectra of copper films of different thicknesses. The peaks of the three films have the same locations, and the fluorescence intensity increases with the increase in the film thickness. The location of the peak in the fluorescence spectra is a property of the material itself. As an example, for copper, the fluorescence Kα1 energy is 8.04778KeV, coincident with the large peaks. The small peaks have energy of 9.1KeV, which is the same as that of the incident X-ray beam. This peak comes from the reflection of the incident beam. The fluorescence intensity increases with the volume of material sampled by the X-ray beam. X-rays at 9.1KeV sample the whole thickness of the film, and the thicker the film, the stronger the fluorescence intensity.

In an exemplary embodiment of the present invention, as shown in Fig. 8B, the X-ray beam scans across the film surface in 2-micron spacing, and the integrated intensity of the fluorescence spectra at each point is recorded as shown the graph 81. Note that the spacing of the recorded data points may be modified in the scope of the present invention. The variation of the integrated intensity reflects the mass variation in the film. As shown, the averages of the intensity are all horizontal, and the standard deviation is small, indicating good uniformity of the films.

Referring to Fig. 9, the peak values of diffraction intensity contrast under various conditions are compared in graph 90. For the same film thickness, with the increase of pulse energy, the diffraction contrast increases, and a trend of leveling off at high laser pulse energy can be seen in all three curves. Under the same level of laser pulse energy, thicker films result in higher contrast of diffraction intensity. Thicker films have longer time to absorb the shock energy than thinner films, and under the same level laser pulse energy, the stress/strain fields at
the interface are stronger in thicker films than in thinner films, as demonstrated through simulations results (shown in Fig. 10, graph 100).

[0068] The location of stress/strain concentration and relative change of stress/strain in metal thin film can be inferred from the diffraction contrast of the substrate (See, e.g., Noyan et al.; Wang et al.). It has also been shown by Cullity that the diffraction intensity varies monotonically and non-linearly with the "bending strain," but the quantitative correspondence between local stress/strain and the increase in diffraction intensity is a complex problem and is still under investigation.

[0069] Strain or stress components can be correlated directly with the X-ray diffraction intensity contrast. Referring back to the origination of the X-ray diffraction intensity contrast, the increase of diffraction intensity comes from the increased mosaic structure in the substrate induced by the stress/strain field in the thin film at the interface. An index evaluating this combined effect is strain energy density \( D \) which is defined as:

\[
D = \frac{1}{2} \sigma_{ij} \varepsilon^a_{ij} = \frac{1}{2} \left( \varepsilon_{11} \sigma_{11} + \varepsilon_{22} \sigma_{22} + \varepsilon_{33} \sigma_{33} + \varepsilon_{12} \sigma_{12} + \varepsilon_{13} \sigma_{13} + \varepsilon_{23} \sigma_{23} \right)
\]

where \( \varepsilon^a_{ij} \) is the total strain (elastic plus plastic) tensor and \( \sigma_{ij} \) the residual stress tensor. The unit of \( D \) is J/m\(^3\).

[0070] Strain energy density is difficult to measure experimentally, but its value can be extracted from simulation. Simulation shows that the strain energy density is higher for higher pulse energies and greater film thicknesses. Similar trends are observed in Fig. 9.

[0071] Profiles of X-ray diffraction intensity contrast of single line shock processed 1\( \mu \)m and 3\( \mu \)m samples are compared with the profiles of strain energy density in charts 110 and 111 of Fig. 11A and 11B, respectively. The profiles from simulation and from X-ray experiment come into good agreement when the Y-axes are properly adjusted. For the single line shocked case, both 1\( \mu \)m and 3\( \mu \)m samples show a single central peak. For the shocked 7-lines case of the 1\( \mu \)m sample, however, both the intensity contrast in the X-ray experiment and the strain energy density in simulation show a rising saddle peak (chart 112, Fig. 11C). Stress/strain is relatively uniform within the directly shocked region in the case of 7-lines, but the transition from a uniformly shocked region to a shock free region results in stress concentration. Strain energy density increases in these transitional regions, which is the cause of the saddle shape in chart 112.
The fact that peak location and peak shape show good agreement simultaneously indicates that the two quantities may be linearly related. Let $XDC$ be the X-ray diffraction intensity contrast. From the figures and discussion, an empirical relation may be inferred:

$$D \approx K(XDC - 1) = \frac{\max(D)}{\max(XDC - 1)}(XDC - 1)$$

(21)

Under the condition of equi-biaxial stress distribution, Eq. (21) reduces to:

$$\varepsilon_{11}\sigma_{11} = \varepsilon_{22}\sigma_{22} \approx K(XDC - 1)$$

(22)

where $K$ is a proportional coefficient. This linear correlation is relatively well obeyed for other conditions as well. The linear correlation between strain energy density and X-ray microdiffraction contrast makes it possible to determine the strain field gradient directly from the measurement of X-ray diffraction intensity contrast.

In yet another exemplary embodiment of a method for characterization of shock-treated metal thin films in accordance with the present invention, an instrumented nanoindentation method is used.

Nanoindentation is a destructive method, it can only detect the stress/strain field already changed from the original state, and it is also very sensitive to environmental disturbances and local surface quality variations of the sample, such as defects and grain boundaries. All these factors lead to relatively large scattering in the testing data. Despite the scattering, the increase in hardness and the presence of local compressive residual stress in the shocked region may be detected through this method, and the general trends in nanoindentation tests agree with the trends in simulation and X-ray microdiffraction.

Instrumented nanoindentation may be used to provide high spatial resolution in testing hardness of shock-treated samples. Instrumented nanoindentation provides a continuous record of the variation of indentation load, $P$, as a function of the depth of penetration, $h$, into the indented specimen. Comprehensive theoretical and numerical studies have been carried out to elucidate the contact mechanics and deformation mechanism in order to systematically extract material properties from the $P$ versus $h$ curves. The $P-h$ curves have been used to obtain many material properties, such as hardness, Young’s modulus, yield strength, and work hardening exponent. Of special interest is that instrumented nanoindentation can be used to estimate the sign and magnitude of the stress/strain field in thin films.

The numerical simulations in the prior art assume that the indentation is a frictionless, quasi-static indentation of an isotropic elasto-plastic substrate by an elastic indenter, and the indented substrate is permitted to undergo isotropic strain hardening. This assumption is
reasonable for nanoindentation of ductile metals using diamond Berkovich indenters. The analysis is valid within the continuum mechanics regime, and this requires that the indented area covers at least five grains of the substrate material. It is also assumed that the residual stress in the sample is or is close to equi-biaxial, i.e., \( \sigma_x = \sigma_y \), and the stress should be uniform within a depth of at least 3 times the width of the indenter contact radius.

If there are pre-existing residual stress and/or pre-existing plastic strains, the indentation of the specimen will be influenced by the stress/strain field. The equi-biaxial tensile stress in a film is equivalent to the combination of a hydrostatic tensile stress plus a differential compressive stress in the depth direction. This differential compressive stress is in the same direction as indentation. Thus, tensile residual stress aids indentation by increasing the contact area for a given indentation load or by lowering the indentation load needed to penetrate the material to a certain depth. On the other hand, the equi-biaxial compressive residual stress in the film is equivalent to the combination of a hydrostatic compressive stress plus an in-depth direction tensile stress. This differential tensile stress is in opposite direction of the indentation and tends to impede indentation. Thus, the method of instrumented nanoindentation can be used to determine the sign and estimate the magnitude of the stress/strain field in shock treated thin films in addition to hardness.

In an exemplary embodiment of the instrumented nanoindentation characterization method of the present invention, shock treated 1 \( \mu \)m samples may be tested using a Triboscope Nanomechanical Test System from Hysitron Inc. The loading/unloading curves are recorded digitally. The system calculates the value of hardness \( P_{\text{ave}} (= \text{maximum load} / \text{true contact area}) \) directly, with the noises in measurement accounted for. Based on repeated measurements, the Young's modulus of the copper thin film in this study uses a fixed value, \( E_f = 126 \text{GPa} \). The Poisson ratio is \( \nu_f = 0.38 \), taken from bulk material. The Young's modulus and Poisson ratio of the diamond Berkovich nanoindenter used are: \( E_i = 1140 \text{GPa} \) and \( \nu_i = 0.0707 \). The included angle of the Berkovich indenter tip in this exemplary embodiment is 24.7°. The effective Young's modulus of the indenter-specimen system is defined as:

\[
E^* = \frac{1}{\left(\frac{1-\nu_f^2}{E_f} + \frac{1-\nu_i^2}{E_i}\right)}
\]

Thus, \( E^* = 130.49 \text{GPa} \). In all of the measurements the maximum load is fixed at 1000 \( \mu \text{N} \), and the loading and unloading rates are both 100 \( \mu \text{N/s} \). The shocked region is scanned perpendicular to the centerline, with the spacing between neighboring points at 12.7 microns.
Compared with the shock free region and despite the scattering in the data, the trend of increase in hardness in the shock treated region is apparent. The increase of hardness arises from two causes: one is work hardening due to plastic deformation (in a narrow central region only) and the other is the compressive residual stress in the shock treated region. The range of obvious hardness increase is about 150 microns on each side from the center. This range is larger than that in X-ray diffraction and simulation.

The sign of the stress, which cannot be determined using the X-ray microdiffraction method described herein, can be determined by studying the loading/unloading curves in instrumented nanoindentation. The loading and unloading curves at representative locations of the shock treated region are shown in Figs. 12A and 12B on charts 120 and 121, for pulse energy of 244\mu J and 209\mu J, respectively. From these curves, the signs of the residual stresses can be determined. The reference curve (the dashed line) represents measurements taken at regions distant from the shocked region. Compared with the reference curve, the loading curves close to the center of the shocked region rise up for both energy levels, indicating that to reach the same penetration depth, a larger load is needed. This implies compressive residual stress in the shock treated region. The sign of the stress can be determined from the curve - when the curve is more rigid than the reference curve, i.e., larger load for same deformation, the local area of the film is harder and is in relative compressive stress to the reference area, which is assumed to have negligible residual stress.

All of the methods described herein may be used to improve the manufacturing process for MEMS. Some metal microstructures, such as micro-electromechanical actuators, metal gears, and metal switches, experience cyclic loads in service. Wear resistance and fatigue performance of these metal structures should be improved to increase the reliability of the system. Microscale LSP can induce favorable residual stress distributions in bulk metal targets with micron-level spatial resolution. It may potentially be used to improve the wear resistance and fatigue performance of metal film structures. The most popular metallic MEMS materials are copper, nickel and aluminum. Microscale LSP will not bring adverse effects to these micro-devices, since thermal effects are negligible and the water curtain will carry away possible contamination of vaporized materials, and water does not have compatibility problems with MEMS materials and structures. Accordingly, one skilled in the art will understand that the present invention may be utilized to improve the manufacturing and performance of MEMS.

The foregoing merely illustrates the principles of the invention. Various modifications and alterations to the described embodiments will be apparent to those skilled in
the art in view of the teachings herein. It will thus be appreciated that those skilled in the art will be able to devise numerous systems and methods which, although not explicitly shown or described herein, embody the principles of the invention and are thus within the spirit and scope of the invention.
CLAIMS

1. A method for processing metal thin films, comprising the steps of:
   (a) providing an absorptive coating on a target metal thin film on a layered structure;
   (b) providing a translucent barrier layer on top of the absorptive coating; and
   (c) applying a beam from a laser to an area of the target material;
   wherein at least a portion of the absorptive material is vaporized by said beam to form a high pressure plasma which imparts a shockwave on the target metal thin film.

2. The method of claim 1, wherein the beam of said laser is less than 1 millimeter.

3. The method of claim 1, wherein the layered structure is a micro-electromechanical structure.

4. The method of claim 1, further comprising the step of etching the layered structure to create a micro-electromechanical structure.

5. The method of claim 1 performed in a process for manufacturing a micro-electromechanical structure.

6. A method for creating a two-dimensional model of a laser shock peening process which utilizes a laser beam having a predetermined intensity imparted upon a target material that is covered by a absorptive coating and a translucent barrier layer, comprising the steps of:
   (a) considering the spatial profile of a laser beam;
   (b) considering the radial expansion of plasma generated by a breakdown of material by the laser beam, said material comprising at least one from the group consisting of at least a portion of the absorptive material and at least a portion of the barrier layer; and
   (c) creating a model of a LSP process comprising a plurality of layers to determine at least one process parameter by considering at least one of mass conservation, energy conservation and momentum conservation.

7. The method of claim 6, wherein the translucent barrier layer comprises water.
8. A method for characterizing at least one of stress and strain, in at least one direction, for a laser shock processed metal thin film with microscale spatial resolution, comprising the steps of:
   (a) determining the curvature of a metal thin film before laser shock peening;
   (b) determining the curvature of the metal thin film after laser shock peening;
   (c) comparing the curvature of the metal thin film before laser shock peening and the curvature of the metal thin film after laser shock peening to determine a difference; and
   (d) determining at least one from the group consisting of average stress and average strain based on the determined difference in curvature between the measurements before laser shock peening and after laser shock peening.

9. A method for characterizing at least one of stress and strain, in at least one direction, for a laser shock peened metal thin film with microscale spatial resolution, comprising the steps of:
   (a) monitoring a target metal thin film having a top layer on a single crystal substrate using a fluorescence measurement to determine a surface integrity measurement;
   (a) determining a suitable X-ray beam energy level for penetration of the target metal thin film which is greater than a predetermined K absorption edge of the material;
   (b) employing an X-ray beam to penetrate the top layer of the target metal thin film;
   (c) focusing the incident X-ray beam using a tapered glass capillary to form a microbeam directed on a spot on the target metal thin film;
   (d) calibrating the position of a shocked region of the target metal thin film relative to the microbeam;
   (d) scanning the target metal thin film relative to the microbeam and recording a diffraction intensity of the single crystal substrate at one or more locations on the target metal thin film using a scintillation detector in a symmetric reflection configuration;
   (e) identifying deformations in the substrate of the target metal thin film using X-ray diffraction intensity contrast data; and
   (f) determining strain or stress components based on the X-ray diffraction intensity contrast data.
10. The method of claim 9, wherein the spot on the target surface generated by the microbeam is no greater than 10 microns x 10 microns.

11. A method for analyzing hardness of a laser shock treated metal thin film, comprising the steps of:

(a) determining a hardness measurement of a surface of a shock-treated metal thin film at a plurality of points using instrumented nanoindentation;

(b) plotting one or more curves of the determined hardness at a plurality of points;

and

(b) determining a residual stress measurement based on the plotted curves.
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