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(54) Title: METHODS AND SYSTEMS FOR IDENTIFYING AND LOCALIZING OBJECTS BASED ON FEATURES OF THE 
OBJECTS THAT ARE MAPPED TO A VECTOR 

(57) Abstract: A method of identifying and localizing objects belonging to one of three or more classes, includes deriving vectors, 
each being mapped to one of the objects, where each of the vectors is an element of anN-dimensional space. The method includes 
training an ensemble of binary classifiers with a CISS technique, using training sets generated with an ECOC technique. For each 
object corresponding to a class, the method includes calculating a probability that the associated vector belongs to a particular class, 
using an ECOC probability estimation technique. The method includes generating a confidence map for each object type using the 
probability calculated for the vector as a confidence value, comparing peaks in the map for the object type with corresponding peaks 
in maps for other classes, using a highest peak to assign class membership, and localizing the object corresponding to the highest 
peak. 



wo 2006/055413 PCT /US2005/040905 

METHODS AND SYSTEMS FOR IDENTIFYING AND LOCALIZING OBJECTS 
BASED ON FEATURES OF THE OBJECTS THAT ARE MAPPED TO A VECTOR 

CROSS REFERENCE TO RELATED APPLICATIONS 

[0001] This application claims benefit of the following Patent Applications: 

U.S. Provisional Patent Application Serial No. 60/627,465, filed November 11, 2004, 

entitled "Methods And Systems For Identifying And Localizing Objects In A Digital 

Image," which is hereby incorporated by reference in its entirety. 

BACKGROUND OF THE INVENTION 

[0002] The present invention relates to pattern recognition systems. Particularly, 

the invention relates to systems for analyzing vector data to identify and/or localize 

objects that are represented by the vector data. 

[0003] Cell detection in bright field microscopy is an inherently difficult task due to 

the immense variability of cell appearance. Even more difficult is the recognition of the 

subtle differences in appearance that distinguish unstained viable from non-viable cells in 

bright field images. Although an experienced observer can sometimes recognize these 

differences, viability stains are commonly used for reliable determination of viability. 

The requirement of a human observer represents a severe impediment to the development 

of high throughput systems that require recognition of viable cells. Therefore, there is a 

great need for effective algorithms that automatically recognize viable cells. 

[0004] Currently, a typical approach for cell detection is to use fluorescent probes 

that have a chemical specificity for cell organelles. However, this approach can consume 

one or more of a very limited number of available fluorescence channels just for the 

purpose of cell identification. Currently for commercially available microscopes there are 

typically only four channels for simultaneous monitoring and eight channels for sequential 

observation, while there are many cellular characteristics for which the fluorescence 
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channels may be used to detect. It is therefore highly desirable to identify cells with a 

method that uses transmitted light illumination, thereby permitting all available 

fluorescence channels to be used to obtain cellular and subcellular information for further 

cell analysis. 

[0005] Classical image analysis approaches require end-users to have programming 

skills and require independent optimizations for different cell types. An alternative is to 

use machine-learning techniques, which avoid end-user programming since classifiers 

only need to be trained. For example, Artificial Neural Networks (ANNs) have been 

successfully used to identify cells in bright field images. These algorithms are able to 

capture complex, nonlinear, relationships in high dimensional feature spaces. However, 

ANN s are based on the Empirical Risk Minimization (ERM) principle. Therefore, they 

are prone to false optimizations due to local minima in the optimization function and are 

susceptible to training problems such as "overfitting." This makes ANN-training a 

complex procedure that may be daunting for biologists and others who are not immersed 

in the complexities of ANN s. 

[0006] In recent years, Support Vector Machines (SVMs) have been found to be 

remarkably effective in many real-world applications (see, for example, V. Vapnik, 

Statistical Learning Theory, Wiley, 1998; E. Osuna, R. Freund, and F. Girosi., Support 

Vector Machines: Training and Applications. A.!. Memo 1602, MIT A.I. Lab., 1997; P. 

Papageorgiou and T. Poggio, A trainable object detection system: car detection in static 

images, A.I. Memo 1673, MIT A.I. Lab., 1999; K. Veropoulos, N. Cristianini and C. 

Campbell, The application of Support Vector Machines to Medical Decision Support: A 

Case Study, ACAI 99, Workshop on "Support vector machines theory and applications," 

Crete, Greece, July 14, 1999; and, Michael P. S. Brown, W. N. Grundy, et al., 

Knowledge-based analysis of microarray gene expression data by using support vector 

machines, PNAS, vol. 97, no. 1, 2000, pp. 262-267. 

[0007] Unlike ANNs, SVMs follow the Structural Risk Minimization (SRM) 

principle, which aims at minimizing an upper bound of the generalization error. As a 
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result, an SVM tends to perform well when applied to data outside the training set. SVMs 

also have many desirable properties such as flexibility in choice of kernel function and 

implicit mapping into high dimensional feature spaces. But what makes SVMs most 

attractive is that they avoid several major problems associated with ANNs. For example, 

SVMs control overfitting by restricting the capacity of the classifier. They also depend on 

the solution of a convex Quadratic Programming (QP) problem which has no local 

extrema. The unique optimal solution can therefore be efficiently obtained. 

SUMMARY OF THE INVENTION 

[0008] In general, the invention identifies and/or localizes one or more objects in a 

sample, where the objects include a physical material or substance. Alternatively, the 

object may include an "informational" object, such as a DNA sequence or a textual data 

packet. In one aspect of the invention, a machine vision component is provided which is 

capable of identifying the at least one object in a sample, based on features of the object 

that are mapped to a vector. The machine vision component may use various types of 

illumination for identifying the at least one substance, such as light illumination. In one 

embodiment, the machine vision component includes machine learning software that, 

when executed, identifies the object in the sample based on features of the object that are 

mapped to a vector. The machine vision component may also include software for 

preprocessing the image of the sample to reduce the size of the image data used by the 

machine learning software to identify the at least one substance in the sample. In some 

embodiments, the preprocessing software preprocesses may use techniques such as 

Principle Component Analysis, Independent Component Analysis, Self-Organization 

Maps, Fisher's Linear Discriminant, and kernel PCA. 

[0009] In one aspect, the invention is a method of identifying one or more objects, 

wherein each of the objects belongs to a first class or a second class. The first class is 

heterogeneous and has C subclasses, and the second class is less heterogenous than the 
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first class. The method includes deriving a plurality of vectors each being mapped to one 

of the one or more objects, wherein each of the plurality of vectors is an element of anN

dimensional space. The method further includes preprocessing each of the plurality of 

vectors using a Fisher Linear Discriminant, wherein the preprocessing reduces the 

dimensionality of each of the plurality of vectors to M dimensions, wherein M is less than 

or equal to C. The method also includes classifying the preprocessed vectors by (i) 

grouping the preprocessed vectors belonging to any of the C subclasses of the first class 

into a first set of vectors, and (ii) grouping the preprocessed vectors belonging to the 

second class into a second set of vectors. 

[0010] In one embodiment, each of the plurality of vectors includes information 

mapped from a digital image. In another embodiment, the information mapped from a 

digital image includes a pixel patch. In one embodiment, the preprocessed vectors are 

classified with an artificial neural network. In another embodiment, the preprocessed 

vectors are classified with a support vector machine. Another embodiment includes 

training the support vector machine with training sets generated with a compensatory 

iterative sample selection technique. 

[0011] In one embodiment, the compensatory iterative sample selection technique 

includes (a) selecting a first working set of pre-classified objects from a set of training 

sets, (b) training the support vector machine with the first working set, (c) testing the 

support vector machine with pre-classified objects from the set of training objects not 

included in the first working set so as to produce a set of correctly classified objects and a 

set of incorrectly classified objects, (d) selecting a replacement set of pre-classified 

objects from the set of incorrectly classified objects, and replacing a subset of the working 

set with the replacement set, and (e) repeating steps (b), (c) and (d) until the set of 

incorrectly classified objects does not decrease in size for subsequent iterations of steps 

(b), (c) and (d). 

[0012] In another aspect, the invention is a method of identifying and localizing one 

or more objects, where each of the objects belongs to either a first class or a second class. 
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The method includes deriving a plurality of vectors each being mapped to one of the one 

or more objects, where each of the plurality of vectors is an element of anN-dimensional 

space. The method further includes training a support vector machine with a 

compensatory iterative sample selection technique, and processing the plurality of vectors 

with the support vector machine, so as to classify each of the plurality of vectors into 

either the first class or the second class. 

[0013] In one embodiment, each of the plurality of vectors includes information 

mapped from a digital image. In another embodiment, the information mapped from a 

digital image includes a pixel patch. 

[0014] In another aspect, the invention is a method of identifying and localizing one 

or more objects in a digital image, where each of the one or more objects belongs to either 

a first class or a second class. The method includes deriving a plurality of pixel patches 

from the digital image, each of the plurality of pixel patches being mapped to one of the 

one or more objects. Each of the plurality of pixel patches is an element of anN

dimensional space. The method also includes training a support vector machine with a 

compensatory iterative sample selection technique, and processing the plurality of pixel 

patches with the support vector machine, so as to classify each of the plurality of pixel 

patches into either the first class or the second class. 

[0015] In another aspect, the invention is a method of identifying one or more cells 

in a digital image, where each of the one or more cells belongs to one of two or more 

classes. The method includes deriving a plurality of pixel patches from the digital image, 

each of the plurality of pixel patches being mapped to one of the one or more objects. 

Each of the plurality of pixel patches is an element of an N -dimensional space. The 

method also includes training an ensemble of binary classifiers using training sets 

generated with an Error Correcting Output Coding technique, and processing the plurality 

of pixel patches with the ensemble of binary classifiers, so as to classify each of the 

plurality of pixel patches into one of the two or more classes. 

[00 16] In one embodiment, each of the ensemble of binary classifiers is a support 
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vector machine. In another embodiment, the method further includes, for each pixel 

patch, calculating a probability that the pixel patch belongs to a particular one of the two 

or more classes, using an Error Correcting Output Coding probability estimation 

technique. In another embodiment, the method further includes localizing a cell in the 

digital image by identifying a pixel patch having a cell that is centered within the pixel 

patch. 

[0017] In another aspect, the invention is a method of identifying one or more 

objects, where each of the one or more objects belongs to one of three or more classes. 

The method includes deriving a plurality of vectors, each being mapped to one of the one 

or more objects. Each of the plurality of vectors is an element of anN-dimensional space. 

The method further includes training an ensemble of binary classifiers with a 

compensatory iterative sample selection technique, using training sets generated with an 

Error Correcting Output Coding technique. The method also includes processing the 

plurality of vectors with the ensemble of binary classifiers, so as to classify each of the 

plurality of vectors into one of the three or more classes. 

[0018] In another aspect, the invention is a method of identifying one or more 

objects in a digital image, where each of the one or more objects belongs to one of three 

or more classes. The method includes deriving a plurality of pixel patches from the 

digital image, each of the plurality of pixel patches being mapped to one of the one or 

more objects, where each of the plurality of pixel patches is an element of anN

dimensional space. The method also includes training an ensemble of binary classifiers 

with a compensatory iterative sample selection technique, using training sets generated 

with an Error Correcting Output Coding technique. The method also includes processing 

the plurality of pixel patches with the ensemble of binary classifiers, so as to classify each 

of the plurality of pixel patches into one of the three or more classes. One embodiment 

further includes localizing an object in the digital image by identifying a pixel patch 

having an object that is centered within the pixel patch. 

[0019] In another aspect, the invention is a method of identifying and localizing one 
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or more objects, where each of the one or more objects belongs to one of three or more 

classes. The method includes deriving a plurality of vectors, each being mapped to one of 

the one or more objects, where each of the plurality of vectors is an element of anN

dimensional space. The method further includes training an ensemble of binary classifiers 

with a compensatory iterative sample selection technique, using training sets generated 

with an Error Correcting Output Coding technique. For each object, the method includes 

calculating a probability that the associated vector belongs to a particular one of the three 

or more classes, using the Error Correcting Output Coding probability estimation 

technique. The method also includes generating a confidence map for each object type 

using the probability calculated for the vector as a confidence value within the confidence 

map, comparing peaks in the confidence map for the object type with corresponding peaks 

in confidence maps for other classes, and using a highest peak to assign class 

membership. The method also includes determining localization of the object 

corresponding to the highest peak by determining pixel coordinates of the highest peak. 

[0020] In another aspect, the invention is a method of identifying and localizing one 

or more objects in a digital image, where each of the one or more objects belongs to one 

of three or more classes. The method includes deriving a plurality of pixel patches from 

the digital image, each of the plurality of pixel patches being mapped to one of the one or 

more objects, where each of the plurality of pixel patches is an element of anN

dimensional space. The method also includes training an ensemble of binary classifiers 

with a compensatory iterative sample selection technique, using training sets generated 

with an Error Correcting Output Coding technique. For each object, the method includes 

calculating a probability that the associated pixel patch belongs to a particular one of the 

three or more classes, using the Error Correcting Output Coding probability estimation 

technique. The method also includes generating a confidence map for each class using 

the probability calculated for the pixel patch as a confidence value within the confidence 

map, comparing peaks in the confidence map for the class with corresponding peaks in 

confidence maps for other classes, and using a highest peak to assign class membership. 
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The method further includes determining localization of the cell corresponding to the 

highest peak by determining pixel coordinates of the highest peak. 

[0021] In another aspect, the invention is a method of identifying and localizing one 

or more objects, where each of the one or more objects belongs to one of three or more 

classes. The method includes deriving a plurality of vectors, being mapped to one of the 

one or more objects, where each of the plurality of vectors is an element of anN

dimensional space. The method also includes training an ensemble of binary classifiers 

using training sets generated with an Error Correcting Output Coding technique. For each 

object, the method includes calculating a probability that the associated vector belongs to 

a particular one of the three or more classes, using the Error Correcting Output Coding 

probability estimation technique. The method further includes generating a confidence 

map for each object type using the probability calculated for the vector as a confidence 

value within the confidence map, comparing peaks in the confidence·map for the object 

type with corresponding peaks in confidence maps for other classes, and using a highest 

peak to assign class membership. The method also includes determining localization of 

the object corresponding to the highest peak by determining pixel coordinates of the 

highest peak. 

[0022] In another aspect, the invention is a method of identifying and localizing one 

or more objects in a digital image, where each of the one or more objects belongs to one 

of three or more classes. The method includes deriving a plurality of pixel patches from 

the digital image, each of the plurality of pixel patches being mapped to one of the one or 

more objects, where each of the plurality of pixel patches is an element of anN

dimensional space. The method also includes training an ensemble of binary classifiers 

using training sets generated with an Error Correcting Output Coding technique. For each 

object, the method includes calculating a probability that the pixel patch belongs to a 

particular one of the three or more classes, using the Error Correcting Output Coding 

probability estimation technique. The method also includes generating a confidence map 

for each class using the probability calculated for the pixel patch as a confidence value 
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within the confidence map, comparing peaks in the confidence map for the class with 

corresponding peaks in confidence maps for other class, and using a highest peak to 

assign class membership. The method also includes determining localization of the object 

corresponding to the highest peak by determining pixel coordinates of the highest peak. 

[0023] fu another aspect, the invention is a method of generating a training set of 

pre-classified objects for training a classifier. The method includes applying one or more 

fluorescent markers to a sample containing objects to be classified, generating one or 

more fluorescence images of the sample containing objects to be classified, and 

generating a transmitted light illumination image of the sample containing objects to be 

classified. For each of the one or more fluorescence images, the method includes 

superimposing at least a portion of the fluorescence image with a corresponding portion 

of the transmitted light illumination image. The method also includes using information 

from the one or more fluorescence images to identify characteristics of corresponding 

objects in the transmitted light illumination image, thereby producing a transmitted light 

illumination image having one or more pre-classified objects. One embodiment further 

includes using information from the transmitted light illumination image having one or 

more pre-classified objects to identify characteristics of corresponding elements in one or 

more subsequently generated fluorescent images. 

[0024] fu another aspect, the invention is a computer readable medium including 

stored instructions adapted for execution on a processor. The computer readable medium 

includes instructions for deriving a plurality of vectors each being mapped to one of the 

one or more objects, where each of the plurality of vectors is an element of anN

dimensional space. The computer readable medium also includes instructions for 

preprocessing each of the plurality of vectors using a Fisher Linear Discriminant, wherein 

the preprocessing reduces the dimensionality of each of the plurality of vectors to M 

dimensions, wherein M is less than or equal to C. The computer readable medium further 

includes instructions for classifying the preprocessed vectors by (i) grouping the 

preprocessed vectors belonging to any of the C subclasses of the first class into a first set 
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of vectors, and (ii) grouping the preprocessed vectors belonging to the second class into a 

second set of vectors. 

[0025] In another aspect, the invention is a computer readable medium including 

stored instructions adapted for execution on a processor. The computer readable medium 

includes instructions for deriving a plurality of pixel patches from the digital image, each 

being mapped to one of the one or more objects, wherein each of the plurality of pixel 

patches is an element of anN-dimensional space. The computer readable medium also 

includes instructions for preprocessing each of the plurality of pixel patches using a Fisher 

Linear Discriminant, where the preprocessing reduces the dimensionality of each of the 

pixel patches to M dimensions, wherein M is less than or equal to C. The computer 

readable medium also includes instructions for classifying the preprocessed pixel patches 

by (i) grouping the preprocessed pixel patches belonging to any of the C subclasses of the 

first class into a first set of pixel patches, and (ii) grouping the preprocessed pixel patches 

belonging to the second class into a second set of pixel patches. 

[0026] In another aspect, the invention is a computer readable medium including 

stored instructions adapted for execution on a processor. The computer readable medium 

includes instructions for deriving a plurality of vectors each being mapped to one of the 

one or more objects, where each of the plurality of vectors is an element of anN

dimensional space. The computer readable medium also includes instructions for training 

a support vector machine with a compensatory iterative sample selection technique. The 

computer readable medium also includes instructions for processing the plurality of 

vectors with the support vector machine, so as to classify each of the plurality of vectors 

into either the first class or the second class. 

[0027] In another aspect, the invention is a computer readable medium including 

stored instructions adapted for execution on a processor. The computer readable medium 

includes instructions for deriving a plurality of pixel patches from the digital image, each 

of the plurality of pixel patches being mapped to one of the one or more objects, where 

each of the plurality of pixel patches is an element of an N -dimensional space. The 
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computer readable medium also includes instructions for training a support vector 

machine with a compensatory iterative sample selection technique. The computer 

readable medium also includes instructions for processing the plurality of pixel patches 

with the support vector machine, so as to classify each of the plurality of pixel patches 

into either the first class or the second class. 

[0028] fu another aspect, the invention is a computer readable medium including 

stored instructions adapted for execution on a processor. The computer readable medium 

includes instructions for deriving a plurality of pixel patches from the digital image, each 

of the plurality of pixel patches being mapped to one of the one or more objects, where 

each of the plurality of pixel patches is an element of anN-dimensional space. The 

computer readable medium also includes instructions for training an ensemble of binary 

classifiers using training sets generated with an Error Correcting Output Coding 

decomposition technique. The computer readable medium also includes instructions for 

processing the plurality of pixel patches with the ensemble of binary classifiers, so as to 

classify each of the plurality of pixel patches into one of the two or more classes. 

[0029] fu another aspect, the invention is a computer readable medium including 

stored instructions adapted for execution on a processor. The computer readable medium 

includes instructions for deriving a plurality of vectors, each being mapped to one of the 

one or more objects, where each of the plurality of vectors is an element of anN

dimensional space. The computer readable medium also includes instructions for training 

an ensemble of binary classifiers with a compensatory iterative sample selection 

technique, using training sets generated with an Error Correcting Output Coding 

technique. The computer readable medium also includes instructions for processing the 

plurality of vectors with the ensemble of binary classifiers, so as to classify each of the 

plurality of vectors into one of the three or more classes. 

[0030] fu another aspect, the invention is a computer readable medium including 

stored instructions adapted for execution on a processor. The computer readable medium 

includes instructions for deriving a plurality of pixel patches from the digital image, each 
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of the plurality of pixel patches being mapped to one of the one or more objects, where 

each of the plurality of pixel patches is an element of an N-dimensional space. The 

computer readable medium also includes instructions for training an ensemble of binary 

classifiers with a compensatory iterative sample selection technique, using training sets 

generated with an Error Correcting Output Coding technique. The computer readable 

medium also includes instructions for processing the plurality of pixel patches with the 

ensemble of binary classifiers, so as to classify each of the plurality of pixel patches into 

one of the three or more classes. 

[0031] In another aspect, the invention is a computer readable medium including 

stored instructions adapted for execution on a processor. The computer readable medium 

includes instructions for deriving a plurality of vectors, each being mapped to one of the 

one or more objects, where each of the plurality of vectors is an element of anN

dimensional space. The computer readable medium also includes instructions for training 

an ensemble of binary classifiers with a compensatory iterative sample selection 

technique, using training sets generated with an Error Correcting Output Coding 

technique. The computer readable medium also includes instructions for calculating, for 

each object, a probability that the associated vector belongs to a particular one of the three 

or more classes, using the Error Correcting Output Coding probability estimation 

technique. The computer readable medium also includes instructions for generating a 

confidence map for each object type using the probability calculated for the vector as a 

confidence value within the confidence map. The computer readable medium also 

includes instructions for comparing peaks in the confidence map for the object type with 

corresponding peaks in confidence maps for other classes, and using a highest peak to 

assign class membership. The computer readable medium also includes instructions for 

determining localization of the object corresponding to the highest peak by determining 

pixel coordinates of the highest peak. 

[0032] In another aspect, the invention is a computer readable medium including 

stored instructions adapted for execution on a processor. The computer readable medium 
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includes instructions for deriving a plurality of pixel patches from the digital image, each 

of the plurality of pixel patches being mapped to one of the one or more objects, wherein 

each of the plurality of pixel patches is an element of an N-dimensional space. The 

computer readable medium also includes instructions for training an ensemble of binary 

classifiers with a compensatory iterative sample selection technique, using training sets 

generated with an Error Correcting Output Coding technique. The computer readable 

medium also includes instructions for calculating, for each object, a probability that the 

pixel patch belongs to a particular one of the three or more classes, using the Error 

Correcting Output Coding probability estimation technique. The computer readable 

medium also includes instructions for generating a confidence map for each class using 

the probability calculated for the pixel patch as a confidence value within the confidence 

map. The computer readable medium also includes instructions for comparing peaks in 

the confidence map for the class with corresponding peaks in confidence maps for other 

class, and using a highest peak to assign class membership. The computer readable 

medium also includes instructions for determining localization of the object 

corresponding to the highest peak by determining pixel coordinates of the highest peak. 

[0033] In another aspect, the invention is a computer readable medium including 

stored instructions adapted for execution on a processor. The computer readable medium 

includes instructions for deriving a plurality of vectors, being mapped to one of the one or 

more objects, wherein each of the plurality of vectors is an element of anN-dimensional 

space. The computer readable medium also includes instructions for training an ensemble 

of binary classifiers using training sets generated with an Error Correcting Output Coding 

technique. The computer readable medium also includes instructions for each object 

corresponding to a class, calculating a probability that the associated vector belongs to a 

particular one of the three or more classes, using the Error Correcting Output Coding 

probability estimation technique. The computer readable medium also includes 

instructions for generating a confidence map for each object type using the probability 

calculated for the vector as a confidence value within the confidence map. The computer 
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readable medium also includes instructions for comparing peaks in the confidence map 

for the object type with corresponding peaks in confidence maps for other classes, and 

using a highest peak to assign class membership. The computer readable medium also 

includes instructions for determining localization of the object corresponding to the 

highest peak by determining pixel coordinates of the highest peak. 

[0034] In another aspect, the invention is a computer readable medium including 

stored instructions adapted for execution on a processor, comprising. The computer 

readable medium includes instructions for deriving a plurality of pixel patches from the 

digital image, each of the plurality of pixel patches being mapped to one of the one or 

more objects, where each of the plurality of pixel patches is an element of anN

dimensional space. The computer readable medium also includes instructions for training 

an ensemble of binary classifiers using training sets generated with an Error Correcting 

Output Coding technique. The computer readable medium also includes instructions for 

calculating, for each cell, a probability that the pixel patch belongs to a particular one of 

the three or more classes, using the Error Correcting Output Coding probability estimation 

technique. The computer readable medium also includes instructions for generating a 

confidence map for each class using the probability calculated for the pixel patch as a 

confidence value within the confidence map. The computer readable medium also 

includes instructions for comparing peaks in the confidence map for the class with 

corresponding peaks in confidence maps for other classes, and using a highest peak to 

assign class membership. The computer readable medium also includes instructions for 

determining localization of the object corresponding to the highest peak by determining 

pixel coordinates of the highest peak. 

[0035] In another aspect, the invention is a computer readable medium including 

stored instructions adapted for execution on a processor. The computer readable medium 

includes instructions for applying one or more fluorescent markers to a sample containing 

objects to be classified. The computer readable medium also includes instructions for 

generating one or more fluorescence images of the sample containing objects to be 
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classified. The computer readable medium also includes generating a transmitted light 

illumination image of the sample containing objects to be classified. The computer 

readable medium also includes instructions for superimposing, for each of the one or 

more fluorescence images, at least a portion of the fluorescence image with a 

corresponding portion of the transmitted light illumination image. The computer readable 

medium also includes instructions for using information from the one or more 

fluorescence images to identify characteristics of corresponding objects in the transmitted 

light illumination image, thereby producing a transmitted light illumination image having 

one or more pre-classified objects. In one embodiment, the computer readable medium 

further includes instructions for using information from the transmitted light illumination 

image having one or more pre-classified objects to identify characteristics of 

corresponding elements in one or more subsequently generated fluorescent images. 

BRIEF DESCRIPTION OF DRAWINGS 

[0036] The foregoing and other objects of this invention, the various features 

thereof, as well as the invention itself, may be more fully understood from the following 

description, when read together with the accompanying drawings in which: 

[0037] FIG. 1 is a flow diagram of a method for identifying at least one cell or other 

identifiable substance in a sample according to one embodiment of the invention. 

[0038] FIG. 2 depicts images of a sample set of cell patches for use in a learning set 

according to one embodiment of the invention. 

[0039] FIGs. 3a-3b are.graphical representations comparing PCA and FLD where 

(a) is projected with PCA and (b) is projected with FLD. 

[0040] FIG. 4 is a graphical representation showing the effect of neuron number in 

the first hidden layer on the generalization properties of the ANN. 

[0041] FIGs. 5a-d depict sample images for focus variation experiments where (a) 
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the focal plane is at the equator of the microsphere, (b) the focal plane is at the supporting 

surface, (c) the focal plane is 2!-tm below the equator, and (d) the focal plane is 37.5um 

below the equator. 

[0042] FIGs. 6a-6b are graphical representations showing misclassification rates 

with different focus conditions and preprocessing methods where the ANN in (a) was 

trained with only focused samples and applied to all samples, and in (b) was trained with 

focused and 25f-tm focus variation samples and applied to all samples. 

[0043] FIGs. 7a-e depict sample images for an illumination variation experiment 

varying between extremely week extremely strong illumination: (a) Intensity level3: 

representing extremely weak illumination; (b) Intensity level 4: representing weak 

illumination; (c) Intensity levelS: representing normal illumination; (d) Intensity level6: 

representing strong illumination and (e) Intensity level 7: representing extremely strong 

illumination. 

[0044] FIGs. 8a-b are graphical representations showing misclassification rates with 

different illumination conditions and preprocessing methods where the ANN in (a) was 

trained with only level 5 illumination and applied to all levels, and in (b) was trained with 

level4, 5 and 6 and applied to all levels. 

[0045] FIGs. 9a-b depict sample images for a size variation experiment where in (a) 

the microspheres had no size variation and in (b) the microspheres varied between 0% and 

20% in size. 

[0046] FIGs. IOa-b are graphical representations showing misclassification rates 

with different size variations and preprocessing methods where the ANN in (a) was 

trained with only 0% variation samples and applied to all samples, and in (b) was trained 

with 0% and 15% variation samples and applied to all samples. 

[0047] FIGs. lla-e depict sample images for a noise variation experiment where the 

zero-mean Gaussian noise varied between standard deviations: (a) STD=O, (b) STD=l5, 

(c) STD=30, (d) STD=45, (e) STD=60. 

[0048] FIGs. 12a-b are graphical representations showing misclassification rates 
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with different noise conditions and preprocessing methods where the ANN is (a) was 

trained with STD=O samples and applied to all samples, and in (b) was trained with 

STD=O, 45 samples and tested on all samples. 

[0049] FIGs. 13a-c depict sample images for a living cell experiment where in (a) 

cells are almost completely separate and the background is clean, (b) most cells are 

attached to each other and there are trash and debris in the background, and (c) most cells 

are clumped together and the background is full of trash and debris. 

[0050] FIGs. 14a-b depict images showing detection results of an ANN classifier 

with the detected cell positions denoted by white crosses in the images, where 

identification occurred in (a) using an ANN with PCA preprocessing (Sensitivity: 82.5%, 

Positive predictive value: 83.02%) and (b) using an ANN with FLD preprocessing 

(Sensitivity: 94.38%, Positive predictive value: 91.52%). 

[0051] FIG. 15 is a graphical representation showing sensitivity (SE) and positive 

predictive value (PPV) results for the sample images shown in FIGs.l3a-c using different 

preprocessing methods. 

[0052] FIG. 16 is a block diagram depicting one embodiment of the present 

invention. This embodiment is a computer-based system for identifying and/or localizing 

objects. 

DESCRIPTION OF THE PREFERRED EMBODIMENTS 

[0053] The present invention generally provides systems for the identifying and/or 

localizing one or more identifiable objects within a sample. The objects may include 

physical objects or substances, such as a living cell or cells, or portions thereof, in a 

digitized image of a sample. Alternatively, the objects may include informational objects 

such as data blocks or a DNA code sequence stored in a suitable storage medium. The 

objects that may be identified are generally all items that may be represented by feature 
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vectors. In general, the invention identifies objects by analyzing such vectors. In some 

embodiments, the vectors are derived from images. The term "substance" is used herein to 

denote items that have a mass and occupy space, including solid as well as liquid and 

gaseous materials. Although the described embodiments are set forth herein by way of 

example with respect to certain types of substances, such as cells, and certain analytical 

techniques, it is understood that the present invention is generally applicable to various 

other types of living or non-living materials and techniques, and with or without all of the 

components or subcomponents described herein, and is thus not limited thereto. 

Machine Vision Component 

[0054] At least one embodiment includes a machine vision component, which 

reduces or eliminates the need for intensive microscopic observation by a human operator. 

The machine vision component is generally a computing device with associated software 

that, when executed, identifies and/or recognizes objects (e.g., individual cells or portions 

thereof, or other identifiable substances) within an image. The machine vision component 

also generates information related to the objects, such as the position of the object (e.g., 

coordinates with respect to a reference position) or particular characteristics of the object 

(e.g., whether the cells are viable or non-viable). The machine vision component operates 

on image data produced by a microscopy component. In one embodiment, the machine 

vision component is capable of identifying cells or portions thereof in a culture having a 

plurality of cells that vary or are non-uniform with respect to their features, and/or are 

partially aggregated. 

[0055] Automatic cell recognition or identification may be facilitated with 

fluorescent probes that have a chemical specificity for cell organelles. For example, DNA 

intercalators may be used to stain nuclear DNA for cell identification. Fluorescent probes 

used in this respect, however, can consume one or more fluorescence channels. In one 

embodiment of the invention, the machine vision component is capable of identifying 

cells based on their feature set using transmitted light illumination, thereby permitting all 
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of the available fluorescence channels to be used for other purposes, such as to provide 

additional cellular and sub-cellular information that can greatly enhance the value of the 

information obtained by molecular genetic analysis. 

[0056] In one embodiment, pixel patches are used as the primary input data 

elements. The described embodiment uses a square pixel patch, but other embodiments 

may use pixel patches having different shapes, such as rectangular, circular, elliptical, or a 

shape matched to the objects to be detected. In a typical pixel patch of 25x25 pixels 

(which is enough to enclose a complete cell), there may be 625 pixels, each of which is 

characterized by a grayscale intensity. In the described embodiment, the value of the 

grayscale intensity can range from 0 to 255, inclusive, although other grayscale ranges 

may be used. The ordered set of these 625 grayscale intensities generates a 625-

dimensional input vector for the software. Essentially, the software is taught to sort pixel 

patches into two or more classes. Some classes contain desired objects (such as cells or 

viable cells). Other classes contain all undesired objects (e.g., non-cells or non-viable

cells, fragments of cells, trash). Classes of desired objects are usually much smaller 

(regarding the number of elements of the class) than the class of undesired objects. This 

embodiment scans the overall image by moving a pixel box one pixel per step, until the 

image has been covered. This technique of scanning the images neglects a band of cells 

at the periphery of the image that is one half of the width of the pixel box, although other 

scanning techniques may be used instead of or in addition to the described technique to 

address the neglected band of cells. 

[0057] Referring to FIG. la, in one embodiment, the machine vision component 

identifies cells in a culture using algorithms derived based on machine learning 

techniques, such as Artificial Neural Networks ("ANN") or Support Vector Machines 

(SVM). ANNs are able to capture complex, even nonlinear, relationships in high 

dimensional feature spaces that are not easily handled by algorithms based on heuristic 

rules. The ANN-based algorithms may use pixel values directly from primary grayscale 

images (bright field) for cell recognition; however, the image data processed by these 
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types of algorithms is very large, which results in networks that may be very complex and 

exhibit slow performance. Accordingly, in one embodiment of the invention, the image 

data is preprocessed, as shown in FIG. 1 b, using statistical data processing techniques, 

such as Principle Component Analysis ("PCA"), Independent Component Analysis 

("ICA"), Self-Organization Maps ("SOM"), or preferably Fisher's Linear Discriminant 

("FLD") techniques. Such preprocessing generates abstract representations of cells from 

the image data that are dimensionally smaller, which makes subsequent classification 

computationally effective. One embodiment achieves computational effectiveness by 

processing image data to provide a cell classifier, e.g., the ANN or the SVM, with only 

the information that is essential for cell recognition. 

[0058] PCA may be used for dimensionality reduction by using a set of orthogonal 

vectors, referred to as principal components, that point in the directions of maximum 

covariance in the image data as the basis of the new subspace. If the dimension of the 

subspace is given, PCA minimizes the mean square reconstruction (projection) error, and 

provides a measure of importance for each axis. More formally, suppose the learning set 

xis composed of n sample images (x ={x1, x2, ••• xn}), where each image is represented by 

a vector Xi in an N-dimensional image space. The goal is to find a linear transformation 

that maps the input set to an M-dimensional subspace, where M<N. After defining 

x '= { x '1, x 'z, ... x 'n} = { (xi-,U ), (xz-.U ), ... (xn-,U)}, where ,u is the sample mean, the new 

feature vector set y= {Yi} can be defined by the linear transformation: 

-WT I WT I y- X' Y· = X. I I 
(1) 

and x =Wy =WWT X 1
, 

xi= Wyi = WWT X 1i, i = 1, 2, .... , n, (2) 

where W is an NxM matrix whose columns form a orthonormal basis of the subspace and 

xis the reconstruction from y. PCA seeks to minimize the mean square reconstruction 

20 



wo 2006/055413 PCT /US2005/040905 

error: 

Je = E{iix'-xii} = E{tr[(x'-x)(x'-x)r]} 

= tr(S,)- tr(WT SrW) (3) 

n 

where Sr = x' x'T = L (x; - Jl) (x; - Jll is an NxN matrix called total scatter. Note that 

the last term of (3) is equal to the variance of y: 

Therefore, minimizing the mean square reconstruction error is equivalent to maximizing 

the projection variance. The optimal transformation matrix Wopt in PCA then can be 

defined as: 

(5) 

[0059] A larger eigenvalue means more variance in the data captured by the 

corresponding eigenvector. Therefore, by eliminating all eigenvectors except those 

corresponding to the highest M eigenvalues, the feature space for recognition is reduced 

from the original N-dimensional image space to the subspace spanned by the top M 

eigenvectors. The eigenvectors have the same dimension as the original vectors. 

[0060] Note that although the PCA projection is optimal for reconstruction from a 

low dimensional basis, it is not optimal from a classification point of view, for it only 

considers the total scatter of the whole sample set and makes no discrimination within the 

sample points. In PCA, the total scatter is maximized. Therefore, there is not only 

maximization of the between-class scatter, which is useful for classification, but there is 

also maximization of the within-class scatter, which should be minimized. Consequently, 
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PCA may retain or even exaggerate unwanted information. Points from individual classes 

in the low dimensional feature space may therefore not be well clustered, and points from 

different classes could be mixed together. 

[0061] As described above, the PCA method treats the learning set as a whole. 

Since 

the learning set is labeled in different classes, it should be possible to use this information 

to build a more reliable representation for classification in the lower dimensional feature 

space. The key to achieving this goal is to use class specific linear methods, such as the 

FLD technique, which considers not only between-class variation but also within-class 

variation, and optimizes the solution by maximizing the ratio of between-class scatter to 

within-class scatter. This can be expressed in mathematical terms as follows. Assume 

that each image in the learning set belongs to one of c classes { C1, C2, ... , Cc}. The 

between-class scatter matrix Ss and within-class scatter matrix Sw can be defined as: 
c 

S B = L mi (/1i - f.i)(f.ii - !il 
i=l 

(6) 

c 

and Sw = L L (xk -Iii )(xk -Iii l (7) 
i=l XkEC; 

where p, is the grand mean, p, i is the mean of class Ci and mi denotes the number of images in 

class Ci. The objective of FLD is to find the Wopt maximizing the ratio of the determinants of 

the above scatter matrices: 

(8) 

Wopt is known to be the solution of the following generalized eigenvalue 

problem: 
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(9) 

where A is a diagonal matrix whose elements are the eigenvalues. The column vectors Wi 

(i = 1, ... ,m) of matrix Ware eigenvectors corresponding to the eigenvalues in A .. 

[0062] Compared to the PCA method, the representation yielded by FLD tries to 

reshape the scatter instead of conserving its original details. FLD emphasizes the 

discriminatory content of the image. To illustrate the benefit of FLD projection, the 

learning set described above was projected to a three-dimensional subspace using PCA 

and FLD, results of which are shown in FIGs. 3a and 3b, respectively. One can see that 

although the point distribution range of PCA projection is greater in all three directions, 

(i.e., the total scatter is larger), the points from different classes are somewhat mixed 

together. On the other hand, the points from different classes in FLD projection are better 

separated and, therefore, more suitable for classification. 

[0063] When FLD is used, the dimension of the resulting subspace must be reduced 

to no more than n-1, where n is the number of recognition classes. Instances for which 

there are only two recognized classes (e.g., cell and non-cell) result in a one-dimensional 

subspace, which may be inadequate for cell representation. In one embodiment, the non

cell classes are divided into two or more subclasses. For example, as shown in FIG. 2, the 

non-cell classes may be divided into 10 subclasses, which result in a total class number of 

11, making FLD use practical. Thus, the difficulty with FLD can be overcome by treating 

the cell detection as a multi-class problem in the preprocessing stage, and as a binary 

classification problem in subsequent stages. The division of the "non-cell" class into 

multiple subclasses allows one to generate processed input vectors with sufficient 

dimensionality for effective cell recognition. This maneuver is possible because the "non

cell" class is highly heterogeneous in relation to the "cell" class. 

[0064] In one embodiment, the ANN is trained to recognize whether an image patch 

contains a centered cell body or a viable/non-viable cell, as the case may be. This is 
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generally accomplished with image patches represented by feature vectors derived in 

preprocessing. The ANN uses the input-output mapping learned from a set of training 

samples to generalize to data not "seen" before. FIG. 2 shows a learning set of cell image 

patches used to train the ANN, which is manually selected from microscopic images for 

testing. A similar set is also used to train the ANN to detect microspheres in a sample. 

The learning set n is composed of two subsets (Q = npos+nneg). QPOS contains patches of 

centered cells and is labeled "cell". All images in npos belong to a single class. nneg is 

labeled "non-cell" and is divided into 10 sub-classes according to the similarity of the 

images. For example, subclasses 1-8 contain a specific fraction of a cell. Images in 

subclass 9 are almost blank and subclass 10 includes images with multiple fragments of 

different cells. 

[0065] The training of an ANN involves gradually modifying the synaptic weights 

according to the back-propagated output error for each sample, until the desired average 

responses are obtained on the entire set. In one embodiment, the network structure is 

designed to be flexible by allowing the size of the network to be adjusted as a result of 

easily changing only a few parameters. In one embodiment, three layers in addition to the 

input layer are used: two hidden layers, and one output layer. The size of the neural 

network can be adjusted according to the size of training set and dimension of input 

vectors. In order to be able to establish all possible representations, a bias weight in 

addition to the inputs is included in each neuron. The hyperbolical tangent sigmoid 

function, TANSIG(x), may be used as the transfer function throughout the network. 

[0066] After a network is trained with examples, the most important issue is how 

well the network generalizes to new data. The capacity for generalization greatly depends 

on the structure of the neural network. Generally, more neurons in the hidden layers give 

the system more capacity to partition the data. However, if the network has too many 

neurons, it will learn insignificant aspects of the training set and lose its generalization 

ability, a phenomenon termed "overfitting." Although there is no universal simple rule to 

determine how many hidden units are required for a given task, one rule of thumb is to 
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obtain a network with the fewest possible neurons in the hidden layer. Using the smallest 

possible size not only helps improve generalization, it also increases the computational 

speed of the system, for there is roughly a linear relationship between network size and 

speed. 

[0067] One method to train an ANN with good generalization ability is to start with 

a small initial network and gradually add new hidden units in each layer until efficient 

learning is achieved. To avoid drawbacks associated with this training method, such as 

slow learning and difficult-to-avoid local minima, a pruning strategy may be used, which 

starts with a large network and excises unnecessary weights and units. The training 

results of the ANNs are discussed below in the examples section in connection with FIGs. 

5-15. 

[0068] As an alternative classifier to Artificial Neural Networks (ANN), Support 

Vector Machines (SVM) for cell recognition may also be used. SVMs like ANNs, are 

statistical learning machines that use supervised learning techniques and therefore 

eliminate the need for end user programming. SVMs have been successfully applied to 

distinguish between unstained viable and non-viable cells in bright field images, as 

discussed in X. Long, W. L. Cleveland andY. L. Yao,Automatic Detection of Unstained 

Viable cells in Bright Field Images Using a Support Vector Machine with an Improved 

Training Procedure, Computers in Biology and Medicine, 2004, which poses different 

obstacles in comparison to cell and non-cell determinations. 

[0069] In cell recognition, the training sample set is extremely large and highly 

unbalanced, in comparison since the number of pixel patches in the "viable-cell" (VC) 

class is much smaller than the number in the "not-a-viable-cell" (NA VC) class. The 

nature of a SVM is such that it requires a memory space that grows quadratically with the 

training sample number. Therefore, in practice, an SVM is typically trained with a small 

subset of the pixel patches available for training, raising the possibility that the chosen 

subset is not representative. The above problem has been solved where the two classes 

are balanced, i.e., where both are represented by comparable numbers of class elements, 
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however, the problem has not been solved when classes are unbalanced and the number of 

samples is large relative to the available computational resources. 

[0070] To handle instances where there is relatively high degree of imbalance, 

iterative SVM training, e.g., a "compensatory iterative sample selection" (CISS) 

technique, may be applied, which involves selecting a working set of pre-classified 

objects from the set of possible training objects. In one embodiment, the initial working 

set contains approximately equal numbers of samples from both classes, such as cell and 

non-cell, even though the classes are unbalanced. The SVM may then be trained with the 

initial working set and tested on the remainder of the pre-classified objects. From the set 

of incorrectly classified objects, a replacement set of a fixed size may then be selected, 

randomly or otherwise, and used to replace an equal number of objects in the working set. 

In one embodiment, the relative contributions of the classes are constrained to the 

replacement set. That is, in cases where there is an imbalance in the classes, the 

replacement set contains a larger proportion of the misclassified objects of the larger 

class. The contribution of the smaller class may also be negated or replaced with samples 

from the larger class. The replacement set is not therefore randomly chosen from the 

misclassified objects of the combined classes; rather, the replacement set is derived only 

from misclassified objects of the much larger class, which compensates for the imbalance. 

The SVM may then be trained with the new working set and retested. This procedure can 

be repeated until satisfactory accuracy is achieved, or until no further improvement 

occurs. 

[0071] In many cases with highly imbalanced classes, a useful SVM can also be 

trained with a working set that includes most or all of the smaller class. However, in 

other cases, the size of the smaller class may be too large for this to be done. In these 

instances, the SVM may be trained with a working set with less extreme weighting. For 

example, a 10%-90% weighting might be better than the 0%-100% weighting used. The 

same solution may be applied to the selection of the replacement set. The weighting used 

for the may generally be optimized empirically to provide the best results. 
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[0072] SVMs represent an approximate implementation of the SRM principle and 

were first introduced by Vapnik et al. to solve pattern recognition and regression 

estimation problems. In what follows, we denote the training data as (xi, Yi=f(xi)): i = 

1,2, .. . Z, YiE { -1,+ 1}, XiE ~n. 

[0073] In a linearly separable case, the SVM classifier follows the intuitive choice 

and selects the hyperplane (among many that can separate the two classes) that maximizes 

the margin, where the margin is defined as the sum of the distances of the hyperplane to 

the closest points of the two classes. 

[0074] If the two classes are non-separable, positive slack variables are introduced 

to allow some training samples to fall on the wrong side of the separating hyperplane. 

The SVM then finds the hyperplane that maximizes the margin and, at the same time, 

minimizes a quantity proportional to the number of classification errors. The trade-off 

between maximizing the margin and minimizing the error is controlled by a user-adjusted 

regularization parameter C>O. A large C corresponds to a high penalty for classification 

errors. 

[0075] In many practical cases, however, nonlinear decision surfaces are needed. 

Nonlinear SVMs can be generalized from linear SVMs by using a nonlinear operator <PO 

to map the input pattern x into a higher (even infinite) dimensional Euclidean space H. It 

has the form: 

f(x) = wr <I>(x) + b 

Mathematically, it can be shown that the solution of the nonlinear case is: 

l l 

f(x) = L:aiyi<I>r (xJ<I>(x) +b = L:aiyiK(xi,x) +b, 
i=l i=l 

where the coefficients ai are the solution of the following convex QP problem: 
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max Ln(a.i) = 

l 

subject toO:::;; ai:::;; C, and 2:aiyi = 0, 
i=l 

where the function K(·, ·)is called kernel function and defined as 

K(x, z) = 4>r (x)4>(z) 

[0076] It turns out that, in a typical problem, only the coefficients a.i of a few 

training samples will be nonzero. These samples are called "Support Vectors" (SVs). Let 

Sj, a.*jj=1,2, .. . , m, (m<l) denote these SVs and their corresponding nonzero coefficients. 

The decision function in (2) can be rewritten in the "sparse" form of the support vectors 

as: 

m m 

f(x)= 2:a*iyi4>r(s;)4>(x)+b= 2:a*iyiK(si,x)+b 
j=l j=l 

This form shows that the decision functions are determined only by the SVs, which 

typically represent a very small fraction of the whole training set. 

[0077] The impractically large size of the "NA VC" class and the extremely 

unbalanced size ratio of "NA VC" to "VC" class make this application a very difficult 

case. In many applications, random selections of training sets with a controllable size will 

typically be made. However, since only a very small portion of the total set is used, the 

randomly selected training sets may not be representative. 
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[0078] Osuna et al. proposed a "decomposition" algorithm to make use of all the 

available training samples. The algorithm exploits the sparseness of SVM solution and 

iteratively selects the "most representative" examples for the classes. In the context of 

SVMs, "most representative" refers to samples that are close to the boundary and are 

difficult to classify. Osuna's algorithm has been modified to produce an algorithm 

referred to herein as "Compensatory Iterative Sample Selection" (CISS) to handle the 

extremely unbalanced training sample set. The new algorithm includes four steps: 

1) Construct an initial working setS (with a user-selected size l) from the whole 
training set Sr, such that S consists of all samples from the "VC" class Sv, and a 
comparable number of samples randomly selected from the very large "NA VC" 
sample set SN. 

2) Train a SVM classifierf(x) with Sand usef(x) to classify the remainder of the 
preclassified training set Sr. Put misclassified "NAVC" samples into a set SM. 

3) From SM, a "replacement set" of size n is randomly selected and is used to 
replace an equal number of "NA VC" samples in the working set which were 
correctly classified in step 2. 

4) Repeat steps 2)-3) until no further improvement occurs. 

This algorithm differs from that of Osuna et al. in the following ways: 

1) In Step 1, when generating the initial working set, Osuna et al. arbitrarily chose 
samples from the whole training set. Since only balanced classes were used 

in their case, the resulting working set was also approximately balanced. In our 
algorithm, since the training set is extremely unbalanced, arbitrary choices of 
samples from the whole training set would result in a working set that is 
likewise extremely unbalanced. To solve this problem, we constrained the 
initial working set to contain all the samples from the "VC" class and a 
comparable number of samples randomly selected from the very large "NA VC" 
class. 

2) In the strategy of Osuna et al., there is no deliberate control of the relative 
contributions of the two classes to the replacement set. This has been shown to 
work well for balanced cases. We have tested this approach with highly 
unbalanced classes and found it to be unusable (data not shown). In our 
algorithm, we deliberately constrain the relative contributions of the two classes 
to the replacement set. In the detailed studies described below, we make the 
contribution of the "VC" class zero and replace only samples from the much 
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larger "NAVC" class. 

[0079] CISS leads to a reduced classification error that converges to a stable value. 

Essentially, we show that substitution of correctly classified "NA VC" samples in the 

working setS with misclassified "NA VC" samples from SN, an improvement of the 

function for max LD( ai) above can be achieved. 

[0080] LetS= { (x1,y1), (x2,y2), ••• , (xz,yt)} be the working set used to train the SVM 

classifier, and let SN={ (xz+I,Yt+J), (xz+z,Yt+z), ... , (xL,YL)} be the remainder of the training 

samples, where Yi=-1 i=1+1, 1+2, ... , L, i.e. total training set Sr= SUSN. 

[0081] Let A 1={a1, a2, ••• , a.z} be an optimal solution to (3) when training with the 

working setS. We can extend it to the entire training set as A ={ai. a2, ••• , a.z, a.z+l, az+z, 

... , a.L} with ai=O, i=1+1, 1+2, ... , L. Note that although the solution of A is optimal over 

working set S, it may not be optimal over Sr. Since the SVM guarantees to find the 

optimal solution, what we need to prove here is that the solution A is not necessarily 

optimal when we replace a correctly classified sample in S with one that is misclassified 

inSN. 

[0082] We now replace a correctly classified (randomly chosen) sample a.i=O, iE[1, 

1] (note that for SVMs, points which are correctly classified during the training will have a 

coefficient of a=O) with O.m=O, mE [l + 1, L], YmfCxm)<l. After replacement, the new 

subproblem is optimal if and only ify,nfCxm):2::1. 

[0083] Assume that there exists a margin support vector ap, with corresponding 

label yp=-1. We have O<a.p<C since it is a support vector. (We can also pick out an error 

support vector; the proof is analogous). Then there exists a positive constant 8 such that 

0<ap-8<.C. Consider a vector A'={a'I. a'z, ... , a.'z, a'z+l, a'z+z, ... , a'L} which has the 

elements: a.'m=8, a.'p=a.p-8, and a'i=ai for all other elements. Then we have: 

L 1 L L 

LD(A') = Ia'i --IIa'i a'i YiYi xK(xi,xi) 
i=l 2 i=l j=l 
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If the 8 is chosen small enough, the third term of above can be neglected. Then, above 

become: 

Since Ynf(xm)<l, it can be easily shown from the equation above that Lv (A') > Lv (A). 

[0084] An extension of the CISS algorithm is to combine it with multiclass 

classification techniques as discussed above. For example, in a cell recognition context, 

the multiclass classification problem arises when there is more than one type of cell in the 

image. Currently, a popular strategy to handle a multiclass classification problem is to 

decompose it into a series of binary classifications. An example of one implementation of 

this strategy is "Error Correcting Output Coding" (ECOC). A binary classifier is trained 

on each binary problem. Binary classification results are then combined together to give 

the overall classification. Appendix A of this application (X. Long, W. L. Cleveland, and 

Y. L. Yao, Multiclass Cell Detection in Bright Field Images of Cell Mixtures with 

ECOC Probability Estimation) provides an ECOC-based probability estimation 

algorithm to enable the pixel patch decomposition technique described herein to be used 

in multiclass classification, in particular as applied to bright field images of living cells. 

[0085] In many cases, the resulting binary classification problems will be also 

unbalanced, especially in cell detection and localization applications. Specifically, the 

"non-cell" class will be much larger than the class for any one cell type and often much 
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larger than all of the "cell" classes combined. In these cases, the CISS algorithm is very 

useful in dealing with the multiclass classification problem since the classification 

accuracy of a multiclass classifier depends largely on the classification accuracy of each 

binary classifier and CISS can improve the accuracy of the individual binary classifiers. 

[0086] The graph below is a graphical representation of the results obtained with 

the CISS algorithm in combination with the ECOC decomposition strategy. 

O.IJB-!--.---r--.--r-........,..,....,.r-...,....r--.---r-......-,...-l 
(il j;~ 1'2 

IM!~n,nyrt~~r 

The test set is a randomly generated artificial 2D data set that includes four classes. One 

class is much larger than the other three. As the graph indicates, the CISS algorithm 

clearly shows a trend of convergence, and the overall classification error is lowered. The 

fact that the CISS algorithm converges with randomly generated data emphasizes the 

generality of this approach, i.e., the application to cell recognition is only one of many 

possible applications of this method. 

[0087] An ECOC-based cell detection framework for bright field images of 

cultured cells is presented in FIG. 3c. The framework employs the multiclass 

classification and probability estimation ability of our proposed algorithm to analyze 

bright field images of cell mixtures. It permits not only the identification of the desired 

cells but also gives their locations relative to the pixel coordinates of the primary image. It 

also uses pixel patches as the primary input data elements. Essentially, the software is 
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taught to classify pixel patches into different classes. Each class corresponds to a single 

cell type, except for the larger class containing all undesired objects (e.g. background, 

fragments of cells, trash), denoted as "non-cell." 

[0088] Initially, ECOC is used to train an ensemble of SVM classifiers. This is 

done with input vectors that are derived from manually extracted training patches and are 

represented as linear combinations of feature vectors derived in Principal Component 

Analysis (PCA) preprocessing. 

[0089] For each pixel p in the testing image (excluding pixels in the margin around 

the edges), a pixel patch centered at that pixel is extracted and represented in the same 

way as that in training process. The probability that this extracted patch belongs to each 

class is calculated by ECOC probability estimation. For each class corresponding to a cell 

type, this probability is then used as a "confidence value" C[p ]e [0, 1] in a "confidence 

map" for that cell type. Pixels in each confidence map are the confidence values of their 

corresponding patches in the original image and form "mountains" with large peaks 

representing a high probability of presence of the corresponding cell type. A given peak in 

a confidence map is compared with the corresponding peaks in the other confidence 

maps. The confidence map with the highest peak at that location gives the assignment of 

class membership. The pixel coordinates of the highest peak provide localization. It 

should be pointed out that generating a confidence map for the "non-cell" class is 

unnecessary in this case, since localization of the non-cell objects is not important. 

[0090] For the ECOC approach, binary classifiers have to be trained as the base 

classifiers. The choice of base classifier can be arbitrary. In one embodiment, Support 

Vector Machines (SVMs) are used with the RBF kernel K(x, y) = e-rllx-yll
2

• The SVM 

classifier in this embodiment is implemented by modifying LibSVM (see 

http://www.csie.ntu.edu.tw/~cjlin/libsvm/). The regularization parameter C and the kernel 

parameter y are optimized using a two-step "grid-search" method for each classifier. In 

the first step, a coarse grid-search with a grid size of 1 was used to localize a Region of 
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Interest (ROI) containing the optimal values (shown in FIG. 3d). In the second step, a fine 

grid-search over the ROI with a grid size of 0.25 is used to give more precise values for C 

andy. The result is shown in FIG. 3e. 

[0091] In one embodiment, the stanqard ECOC method is modified to enable 

probability estimation. Our new algorithm is an extension of the pairwise coupling 

method introduced by Hastie and Tibshirani (T. Hastie and R. Tibshirani, Classification 

by pairwise coupling, Advances in Neural lnfomzation Processing Systems, vol. 10, MIT 

Press, 1998.) 

[0092] The Hastie and Tibshirani's pairwise coupling method can be briefly 

described as follows. Assume that after training a classifier using the samples from class i 

(labeled + 1) and samples from class j (labeled -1 ), the pairwise probability estimation for 

every class i andj (i::j::.j) is rij(x). According to the Bradley-Terry (BT) model, rij(x) is 

related to the class posterior probabilities Pi= P(class=il X=x) (i=1,2, ... k): 

rij (x) = P(class = i I class= i u class= j, X = x) =Pi (x)j(pi (x) + p j (x)) 

k 

Note that pi is also constrained by L Pi(x) = 1. There are k-1 variables but k(k-1)12 
i=l 

constraints. Further, when !C>2, k(k-1)12> k-1. This means that there may not exist Pi 

exactly satisfying all constraints. In this case, one must use the estimation 

~j(x) = Pi(x)j(pi(x)+ ft/x)) 

In order to get a good estimation, Hasti and Tibshirani use the average Kullback

Leibler distance between rij (x) and ~i (x) as the closeness criterion, and find the P that 

maximizes the criterion. 

"" r.. 1- r .. 
l(P) = L..Jnij[rij log ;1 + (1- rij )log--f-) 

i<i rij 1- rij 

this is equivalent to minimizing the negative log-likelihood: 
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where nij is the number of training samples used to train the binary classifier that predicts 

rij. 

This can be solved by a simple iterative algorithm: 

1. InitializeP=lJJ1 ,p2 , ... pJ withrandompi (x)>O, i=1,2, ... k. 

2. Repeat (j=1, 2, ... , k, 1, 2, ... ) until convergence: 

(a) Calculate corresponding ~i(x) = pi(x)j(p/x)+ P/x)). 

""' n .. r .. 
A L..Ji:i~ j Jl Jl T 

(b) Calculate P = [p1 , ... , P i-I, L A Pi ,p i+I , ... , Pk] · 
n .. r .. 

i#j Jl Jl 

Pairwise coupling is a special case of ECOC. With some generalization, Hastie and 

Tibshirani's pairwise strategy can be extended to ECOC with any arbitrary code matrix C. 

A close look at the ECOC code matrix reveals that it actually divides the samples from 

different classes into two groups for each binary classifier: the ones labeled "+ 1" and the 

ones labeled "-1". In this sense, ECOC with any arbitrary code matrix is equivalent to 

pairwise group coupling. Therefore Hastie and Tibshirani' s results can be generalized to 

cases where each binary problem involves data in two "teams" (two disjoint subsets of 

samples), i.e., instead of comparing two individuals, we can compare two groups that are 

generated by ECOC and estimate the individual probabilities through the group 

comparisons. 

Assuming an arbitrary code matrix C, for each column i of C results in: 
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I 
+ L 1 1+ Pclass (x) 

1j(X) = P(classE It classE Ii ui;,x = x) =-====;::=.:c!!:!ass::;::.Eo__ __ _ 

Lc/assei+ur p class (X) 

where It and I; are the set of classes for which the entries in the code matrix C(*, i) = 

+1 and C(*, i) = -1. If we define: 

qi = LPJ 
jeituii 

Similar to pairwise comparison, the negative log-likelihood must be minimized: 

min 
p 

l + -

l(P) =-L:nJri logfu__+ (1- rJlogfu__] 
i=l qi qi 

where ni is the number of training samples of the binary classifier that corresponds to the 

ith column of the code matrix. Above equation can be solved by a slightly more complex 

iterative algorithm listed below. This algorithm is equivalentto a special case on 

probability estimation of Huang et al.' s Generalized Bradley-Terry Model (T. K. Huang, 

R. C. Weng, and C. J. Lin, A Generalized Bradley-Terry Model: From Group 

Competition to Individual Skill, http://www .csie.ntu.edu. tw I -cjlin/papers/ generalB T. pdf, 

2004 ). Since the convergence of Generalized Bradley-Terry Model has been proven, the 

algorithm is also guaranteed to converge. 

1. InitializeP=lP1 ,p2, ... pkJ withrandompi (x)>O, i=1,2, ... k. 

2. Repeat (j=1, 2, ... , k, 1, 2, ... ) until ol(P )lop;= O,i = 1, ... ,k are satisfied. 

a) Calculate corresponding qt ,q; ,qi , i=1,2, ... l. 

36 



wo 2006/055413 PCT /US2005/040905 

[0093] To get effective cell recognition with an ANNs it may be necessary to use an 

improved preprocessing strategy (FLD, multiple "non-cell" subclasses). Although 

effective, this procedure requires human effort in the selection of "non-cell" subclasses. 

With SVMs, the above strategy is not necessary. After only PCA preprocessing (which is 

completely automatic), the SVM has sufficient discrimination without the FLD strategy. 

A feature of SVMs is that the input vectors are implicitly (and automatically) projected 

into a high (approaching infinite) dimensional hyperspace, which substantially increases 

the separability of the classes. This has an effect that is equivalent to FLD preprocessing, 

making the latter redundant and therefore unnecessary. SVMs and ANNs are highly 

complicated tools that have diverse requirements. In some circumstances, SVMs will be 

the tool of choice; in others, ANNs will be optimal. 

[0094] In one embodiment, cells in a digitized microscopic image are detected or 

classified by extracting, for each pixel p in the microscopic image, a sub-image, which 

consists of the pixel's mxm neighborhood. The size of m can be adjusted to accommodate 

cell size. The sub-image is then mapped to a confidence value C(p] E [ -1, 1] by the 

classifier. After all the pixels are processed, a new image (referred to herein as a 

"confidence map") is created. Pixels in the confidence map are the confidence values of 

their corresponding sub-images in the original microscope image and form "mountains" 

with large peaks that represent cell positions. The cell positions/coordinates can then be 

found by identifying local maxima in mountains. To increase speed, only patches with 

average pixel intensities above a user-defined value are analyzed further. 

EXAMPLES 

[0095] In one embodiment the ANN is optimized using an empirical method to 

determine an upper bound for each layer of the network. Then the optimal number of 

neurons in the two hidden layers are estimated by independently decreasing the number of 
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hidden neurons in each layer from the upper bound to 1, and evaluating the generalization 

properties of the ANN on the test set at each step. To avoid entrapment in a local error 

minimum, every training session is repeated five times and the best weights were used for 

each number of hidden neurons. 

[0096] FIG. 4 illustrates the generalization properties of the ANN for different 

numbers of neurons in the first layer, while keeping the size of the second hidden layer 

constant at five neurons. The mean squared error (the difference between the actual 

output and the desired output for the samples in the test set) is plotted versus the number 

of neurons. The error rate improved as the number of hidden neurons was increased, but 

leveled out at around 40 neurons when preprocessed by PCA and 37 neurons by FLD. 

This experiment was repeated with the number of neurons in the second layer changed 

from 1 to 10 and similar but worse results were obtained (not shown). Based on above 

results, one embodiment uses 40 neurons for PCA preprocessing and 37 for FLD 

preprocessing in the first hidden layer and 5 neurons in the second hidden layer. 

Microsphere Experiments 

[0097] In order to study systematically the factors that affect recognition accuracy 

and to compare the relative efficiencies of PCA and FLD preprocessing, microspheres 

were used as model cells. The microspheres are very uniform in size, shape and color and 

are stable over time. This facilitates experimental reproducibility and makes it possible to 

create ideal scenes in which critical factors can be individually isolated and well 

controlled. Furthermore, the ability to create scenes with very small within-class variation 

by using microspheres permits a test of the hypothesis that FLD gives better performance 

because it controls within-class variation. 

[0098] Many experimental factors can affect bright field images of living cells. 

Among these are variations in focus, illumination, and image noise. These factors could 

in turn affect cell recognition accuracy. For example, variation in focus is especially 
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important, since it is often the case that there is no single focal plane that is optimal for all 

the cells in a microscope field. Another factor that could affect the recognition efficiency 

is the variation in size. The effects of these factors on recognition accuracy were 

systematically studied. For all microsphere experiments, recognition was performed as 

described above. For FLD preprocessing, the dimensionality was reduced to 10. For 

PCA preprocessing, results are shown when both 10 and 20 principal components were 

used to improve performance. 

[0099] RefeiTing to FIGs. Sa-d, four image groups were created at different focal 

planes relative to the microsphere equatorial plane to quantify the effects of focus 

variation, with all other conditions unchanged: (a) focused: the focal plane is at the 

equator of the microsphere (i.e. 12.5~-tm above the supporting surface); (b) 12.S~tm: the 

focal plane is at the supporting surface; (c) 2S~tm: the focal plane is 2S~tm below the 

equator and is within the plastic bottom of the microplate well and (d) 37.S~tm: the focal 

plane is 37.S~tm below the equator. Two experimental schemes were performed on these 

images, which are shown in FIGs. 6a-b. In Scheme 1, each method was trained on the 

first group and then tested on all groups. In Scheme 2, each method was trained on the 

first and third group and then tested again on all groups, in which the test on the second 

group was an interpolation test and on the fourth group was an extrapolation test. 

[00100] RefeiTing to FIGs. 7a-e, images were taken under five light intensity levels 

of the microscope: (a) Intensity level 3: representing extremely weak illumination; (b) 

Intensity level4: representing weak illumination; (c) Intensity levelS: representing 

normal illumination; (d) Intensity level6: representing strong illumination and (e) 

Intensity level 7: representing extremely strong illumination. Two experimental schemes 

were performed using these images the results of which as shown in FIGs. 8a-b. To 

create the situation of small within-class variation, ANNs based on both PCA and FLD 

were trained with images only in Intensity level3 and then tested with all Jevels in 

Scheme 1. In Scheme 2, within-class variation was purposely introduced by training the 

neural network with Intensity levels 4, S, and 6 together and then tested again with all 
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levels. 

[00101] Referring to FIGs. 9a-b, in the size variation experiment, computer 

generated images of microspheres with 0%, 5%, 10%, 15% and 20% variations in size 

were used. Again, two schemes were used to examine the effect of size variation on both 

PC A and FLD methods, results of which are shown in FIGs. 10 a-b. In Scheme 1, ANNs 

were trained with only microspheres having 0% size variation and tested to all sizes. In 

Scheme 2, they were trained using images with both 0% and 15% variation. The patch 

size used in both schemes was fixed to a value that was big enough to contain the biggest 

microspheres. 

[00102] Referring to FIGs. 11a-e, noise used in noise variation experiments was 

zero-mean Gaussian noise with different standard deviations. An image set with five 

groups of images, each have different noise levels was created by adding computer 

generated noise to original images. The original images (standard deviation equals zero) 

belonged to the first group. Groups 2, 3, 4 and 5 contained images in which the standard 

deviations equaled 15, 30, 45 and 60 respectively. The two experimental schemes were: 

first, both PCA and FLD were applied to only Group 1 and then tested on all groups. 

Second, the training set was expanded to include both Groups 1 and 4. FIGs. 12a-b show 

the result of the experiments. 

[00103] It can be seen from the results that both PCA and FLD preprocessing 

performed well if presented with images in the test set, which were selected, from the 

group(s) used for training. This is reasonable because the classifiers have learned very 

similar data during the training. Increasing the number of principal components in PCA 

preprocessing did improve the performance, but it was still no better than that of FLD. 

Furthermore, both preprocessing methods performed similarly in Scheme 1 for each of the 

factors studied, but very differently in Scheme 2, with the error rate of FLD being much 

less than that of PCA in both interpolation and extrapolation tests. The reason lies in that, 

for Scheme 1, all images in the training set came exclusively from a single group, in 

which all microspheres had very homogeneous appearance. Therefore, when we extracted 
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patches from these images and classified them into classes similar to those in FIG. 2, the 

within-class variations were very small. As expected, FLD was not superior to PCA in 

this case, since the variation was almost entirely between-class variation. Scheme 2, on 

the contrary, purposely introduced within-class variation into the training set by using 

images from different groups. In this case, the FLD method could learn the variation 

trend from the training set and choose projection directions that were nearly orthogonal to 

the within-class scatter, projecting away variations in focus, illumination, size and noise; 

the PCA method could not. Consequently, the generalization ability of the neural network 

with FLD preprocessing was greatly improved and substantially better than a similar 

neural network with PCA preprocessing in Scheme 2-type experiments. 

Living cell experiments 

[00104] Recognition ofliving cells in digitized microscope images was also studied. 

The testing images were divided into three groups denoting three different scenarios. 

Scenario 1 represents the case where cells are almost completely separate, i.e., not 

aggregated, and the background is clean. Scenario 2 is more complex where most cells 

are·attached to each other and there are trash and debris in the background. Scenario 3 

represents the most complex case where most cells are aggregated together and there is 

more trash and debris in the background. The three microscope images used in the test 

are shown in FIGs. 13a-c. These images show considerable out of focus blur, cells in 

clumps occupying multiple focal planes, as well as size variations. 

[00105] To obtain a standard for evaluation of our classifiers, three human experts 

independently evaluated pre-selected microscope images. The experts were asked to 

identify objects with the normal appearance of a viable cell and to exclude ghosts of cells, 

i.e., objects having shape and size similar to viable cells but with lower contrast. The 

three lists generated by the human experts were merged to form one list, called "Human 

Standard." To be included in the Human Standard list, an object had to be identified as a 

cell by at least two of the experts. 
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[00106] In experiments with living cells, images were reduced to 10-dimensional 

subspaces for both PCA and FLD methods. Results obtained the ANN classifiers were 

compared to the Human Standard by evaluating sensitivity ("SE") and positive predictive 

value ("PPV"). rhe SE of a classifier is defined as the percentage of cells in the reference 

standard, which are identified by the classifier and the PPV is the percentage of classifier 

detected cells which are also listed in the reference standard. 

[00 1 07] The cell positions detected by the classifier are denoted by white crosses in 

the images (see FIGs. 14a-b for Scenario 3 result- Scenarios 1 and 2 are not shown). The 

detected cells were carefully compared with human standard. SE and PPV results of the 

classifiers are shown in TABLE 1 below and in FIG. 15. 

Scenario 1 Scenario 2 Scenario 3 

PCA 
SE 97.73% 87.76% 82.5% 

PPV 100% 89.58% 83.02% 

FLD 
SE 97.73% 95.92% 94.38% 

PPV 100% 95.92% 91.52% 

TABLE 1 

[00108] The results show that for Scenario 1, both PCA and FLD produced very 

good results. For example, they both achieved SE values of 97.7% and PPV values of 

100%. For Scenario 2, where the image is more complex, the SEs of PCA and FLD 

dropped to 87.7% and 95.9%, respectively, and PPVs dropped to 89.5% and 95.9%, 

respectively. These results indicate that the FLD is superior to PCA when the image 

becomes more complex. This can be seen even more clearly in the very complex case 

represented by Scenario 3. Here, theSE percentage for FLD is 11.9 greater than that for 

PCA and the PPV percentage is 8.5 greater. 

[00109] As noted previously, the results with microspheres suggest that FLD can 

better generalize from training sets with a single type of confounding factor. The 

experiments with living cells described in this section clearly show that FLD gives 
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superior generalization even when multiple types of confounding factors are present 

simultaneously. It should also be noted that a close inspection of results yielded by our 

algorithm suggests that it can distinguish between cell ghosts and viable cells, similar to a 

human observer. 

[00110] The microspheres used in the experiments were 25[-tm-diameter, dry-red 

Fluorescent Polymer Microspheres from Duke Scientific (Cat. No. 36-5). The cells used 

were K562 chronic myelogenous leukemic cells (ATCC; Cat. No. CCL-243) grown at 

37.0° C in BM+l/2 TE1+TE2 +10% fetal calf serum (FCS). For microscope observation, 

cells and microsperes in culture medium were dispensed into polystyrene 96-well 

microplates, which have well bottoms that are 1 mm thick. An Olympus Model-CK 

inverted microscope equipped with a 20x planachromat objective and a SONY DSC-F717 

digital camera was used to obtain digitized images. The image processing, ANN training 

and classification programs were written in MATLAB code and implemented in 

MATLAB Version 6.5.0.180913a (R13) supplemented with Image Processing Toolbox 

Version 3.2 and Neural Network Toolbox Version 4.0.2. A standard PC equipped with an 

Intel Pentium 4/1.6G processor with 256-MB RAM was used. 

[00111] In order to train and optimize the neural classifier, a set cp of 1700 input-

output pairs (cp = { (h, Oi) }, i=1,2, ... , 1700) was created by projecting the learning set n 

(containing patches of 25x25 pixels) to linear subspaces using both PCA and FLD 

methods. Accordingly, the set was also composed of two subsets cp = cppos+ cpneg. The 

positive subset cppos = {(Irs, 1)} consisted of feature vectors Irs computed from the 

image patches in nPoS, together with the target output classification value ors=l. The 

other subset cpneg = { (lineg,- 1)} consisted of feature vectors /{eg computed from image 

patches in nneg and the target output value O{eg= -1 of the classifier. This set was further 

split into a training set of 1400 samples and a test set of 300 samples. The training set 

was used to modify the weights. The test set was used to estimate the generalization 

ability. 
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[00112] With the above system using a 25x25 pixel patch, a 640x480 sized image 

requires a processing time of 1 to 8 minutes, depending on the number of cells present. 

This is judged to be acceptable for some applications. Substantial speed improvements 

can be obtained by replacing the MATLAB environment with dedicated neural network 

software. Further improvement of speed is readily available with more powerful or 

specialized hardware, such as cluster computing systems. 

[00113] One embodiment of the invention uses transmitted light illumination images 

in conjunction with one or more fluorescence images to automatically generate training 

sets for training the classifiers. For example, cell viability may be objectively determined 

using three images of the same microscope field. One image is the transmitted light 

image which will be analyzed by the pattern recognition algorithm (ANN or SVM). The 

other two images are images obtained with fluorescent probes, where one probe is specific 

to viable cells, and the other probe is specific to non-viable cells. A human observer can 

examine the three images and determine whether a particular cell in the transmitted light 

image is alive or dead. This process provides a pre-classified sample for use in training 

and testing. Alternatively, a more automated procedure can be used. Specifically, in one 

embodiment an image analysis algorithm is used to replace or partially replace the human 

observer, thereby evaluating the two fluorescence images automatically or semi

automatically and applying information from that evaluation to the transmitted light 

image. This embodiment therefore provides an automated or semi -automated system for 

creating the training set. Although this example deals specifically with cell viability, 

other characteristics identified with fluorescence images can similarly be used to identify 

and classify objects in a transmitted light image. Further, the concepts described herein 

can also be employed in the "reverse direction," i.e., images obtained with transmitted 

light illumination may be used to pre-classify the characteristics of objects in images 

obtained using fluorescence images. In other words, once the objects in a transmitted 

light illumination image have been classified and/or localized using the techniques 

described above, that information may be used to identify, localize or classify information 
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acquired via subsequent fluorescence imaging. For example, such a reverse direction 

technique can be used to monitor gene expression in real time. 

[00 114] Each of the embodiments describe herein may be implemented by 

instructions stored on a computer readable medium and executed on a processor, as 

depicted in FIG. 16. The computer readable medium 300 may be any medium known in 

the art for storing instructions, such as a magnetic disk drive, an optical disk drive, 

magnetic tape, FLASH memory or PROM, among others. In some embodiments, the 

processor 302 may include a personal computer, a workstation, or any other device known 

in the art with processing capabilities. The processor 302 reads instructions stored on the 

computer readable medium 300 and executes those instructions to perform any or all of 

the functions of the embodiments described herein. In some embodiments, the processor 

302 is connected to a machine vision component 304 that generates a digital image as 

described herein and provides that image to the processor 302. In some embodiments, the 

processor is connected to an output device 306 such as a CRT or flat panel display that 

provides results information generated by the processor 302 to the user. In some 

embodiments, the processor is connected to an input device 308 such as a keyboard, a 

mouse or other input device known in the art for allowing the user to provide data and 

control to the processor. 

[00115] The invention may be embodied in other specific forms without departing 

from the spirit or essential characteristics thereof. The present embodiments are therefore 

to be considered in respects as illustrative and not restrictive, the scope of the invention 

being indicated by the appended claims rather than by the foregoing description, and all 

changes which come within the meaning and range of the equivalency of the claims are 

therefore intended to be embraced therein. 
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APPENDIX A 

Multiclass Cell Detection in Bright Field Images of Cell Mixtures 

with ECOC Probability Estimation 

Xi Long*,a, W. Louis Clevelandb, andY. Lawrence Yaoa 

aMechanical Engineering Department, Columbia University, 220 Mudd., MC4703, New York, NY 10027 USA. 
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Abstract: To achieve high throughput with robotic systems based on optical microscopy, it is 

necessary to replace the human observer with computer vision algorithms that can identify 

and localize individual cells as well as carry out additional studies on these cells in relation to 

biochemical parameters. The latter task is best accomplished with the use of fluorescent 

probes. Since the number of fluorescence channels is limited, it is highly desirable to 

accomplish the cell identification and localization task with transmitted light microscopy. In 

previous work, we developed algorithms for automatic detection of unstained cells of a single 

type in bright field images [1], [2]. Here we extend this technology to facilitate identification 

and localization of multiple cell types. We formulate the detection of multiple cell types in 

mixtures as a super~ised, multiclass pattern recognition problem and solve it by extension of 

the Error Correcting Output Coding (ECOC) method to enable probability estimation. The 

use of probability estimation provides both cell type identification as well as cell localization 
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relative to pixel coordinates. Our approach has been systematically studied under different 

overlap conditions and outperforms several commonly used methods, primarily due to the 

reduction of inconsistent labeling by introducing redundancy. Its speed and accuracy are 

sufficient for use in some practical systems. 

Key words: Cell detection, Error Correcting Output Coding (ECOC), Multiclass 

classification, Support Vector Machines. 

1. INTRODUCTION 

In high-throughput robotic systems that use optical microscopy, it is essential to replace 

the human observer with automatic cell-recognition algorithms. A first step towards this goal 

is to develop algorithms that can distinguish between "Cell" and "Non-cell" objects. This has 

recently become possible for bright field images of unstained cells in cultures using statistical 

learning techniques [1]. Even the distinction between viable and non-viable cells in these 

images can be done with sufficient accuracy for practical applications [2]. To proceed further 

towards the goal of fully automated microscopy, it is of critical importance to develop 

algorithms that can sort cell objects into subtypes. 

Recognition of cell subtypes is a multiclass classification problem. Although binary 

classification has been well developed, the problem of multiclass classification is still an 

ongoing research issue and is not straightforward [3], [4]. Some binary classification methods, 

such as decision trees, Bayes classifiers, and neural networks, can easily be generalized to 

monolithic k-way classifiers to handle multiclass classification tasks. However, in cases 

2 
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where these classifiers are required to learn a very complex decision boundary, they often 

produce unacceptable accuracy due to the limited representational capability of the learning 

algorithms and the limited availability of training samples [4], [5]. This has led to a search 

for alternatives. 

Since binary classification has been well developed, a natural alternative to monolithic 

k-way classifiers is to reduce the multi class problem to a set of binary classification problems. 

Intuitively, there are two straightforward ways to accomplish this. The first possibility is to 

apply a classifier between one class and the remaining k-1 classes (called "1 vs. all" or "1 vs. 

rest" method). In the second approach, a classifier is trained between each pair of classes 

(called the 1 vs. 1 approach). In both cases, we are faced with the possibility of indecisive or 

contradictory results [3]. Furthermore, error analysis also shows that, in both 1 vs. all and 1 

vs. 1 cases, poor results can be produced by the ensemble of classifiers, even though the error 

rates for individual classifiers are acceptable. For example, in the 1 vs. all case, suppose that 

n binary classifiers are used to output n hypotheses h1, h2, .. . , h11 , each with (fractional) 

training error e1, e2, ... , e11 , respectively, Guruswami and Sahai have proved that the 

worst-case training error for the ensemble is min{L;~r e; ,1}; and for randomized situations, 

the error is min { n -
1 ~~-r e; ,1} . In many practical cases, these errors are unacceptably high n LJ,_ 

[6]. 

This problem has led to more sophisticated strategies that use a high degree of classifier 

redundancy. In these strategies, a large number of independently constructed classifiers 

3 
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"vote" on the correct class for a test sample. The "bagging" technique, for instance, first 

generates multiple training sets by sampling with replacement, and then trains a classifier on 

each generated set [7]. "Boosting" can be viewed as a special case of bagging where the 

sampling is adaptive, concentrating on misclassified training instances [8]. These approaches 

have been proven to greatly reduce classification errors in practice. However, available 

evidence suggests that they can only reduce the variance errors that result from random 

variation and noise in the learning sample and from random behavior in the learning 

algorithm. Bias errors, which result from systematic errors of the learning algorithm, can not 

be reduced by these techniques [9]. In 1995, Dietterich and Bakiri developed the Error 

Correcting Output Coding (ECOC) method [10], which has been shown to reduce both 

variance and bias errors [9], [11]. 

Recent work has shown that ECOC offers further improvement in applications ranging 

from face verification [12], text classification [13], [14], and cloud classification [15] to 

speech synthesis [16]. These promising results have led us to explore the use of ECOC in 

automatic cell recognition algorithms for high throughput robotic systems. 

In these systems, it is often necessary not only to identify the class of a cell but also to 

determine its position relative to pixel coordinates, since tracking and manipulation of cells 

are often needed. In previous applications of the ECOC method, only classification was 

considered. Prior ECOC methods therefore must be extended in order to achieve both 

classification and localization. 

4 
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In our previous work, which considered binary classification problems, we successfully 

achieved both classification and localization by a pixel patch decomposition method. In this 

method, pixel patches from the original images are mapped to "confidence values" that 

reflect the estimated class probability. Patches containing centered cells give the highest 

probability and thereby provide the localization (see below) [1],[2]. Here, we develop an 

ECOC-based probability estimation algorithm to enable the pixel patch decomposition 

technique to be used in multiclass classification problems. 

Currently, a popular approach for multi class probability estimation is proposed by Hastie 

and Tibshirani [17], In this method, the multiclass probability estimation is obtained by 

coupling results from pairwise (1 vs. 1) comparisons. In this paper, we generalize their 

approach to cases where each binary problem involves comparison of data from two "teams" 

(of classes) that are generated by ECOC. The class probability of each individual class is 

estimated through team comparisons. In one implementation using this new algorithm with 

Support Vector Machines (SVMs) [5], [18] as base binary classifiers, we are able to subtype 

and localize cells in bright field images of cell mixtures prepared by mixing cells from three 

different cell lines. The experimental results suggest that our algorithm can reduce 

classification errors to the point where some practical applications are possible. 

2. MATERIALS AND EXPERIMENTAL CONDITIONS 

Both microspheres and living cells were used for training and testing classifiers. The 

5 



wo 2006/055413 PCT /US2005/040905 

microspheres were 25f.Jm-diameter, red and 40!lm-diameter, green fluorescent polymer 

microspheres from Duke Scientific (Cat. No.36-5, 36-7). The cell lines were K562 (human 

chronic myelogenous leukemic cells, ATCC; Cat. No.CCL-243), CRlO.PF.G cells (obtained 

from D. J. Volsky) and EAT cells (Ehrlich Ascites Tumor cells, ATCC; Cat. No.CCL-77). All 

cells were grown at 37.0 °C in BM+l/2 TE1+TE2 +10% fetal calf serum (FCS) [19]. For 

microscope observation, cells in culture medium were dispensed into polystyrene 96-well 

microplates, which have glass bottoms that are 0.175mm thick. Cell viability was determined 

by nigrosine staining [20] before and after microscope observation and was greater than 95%. 

To obtain an accurate training and testing standard, the fluorescent probes for living cells 

(CellTracker™ CAT. No. C2925 and C34552, Molecular Probes) were used to label CRlO 

(green, fluorescein bandpass) and EAT (red, propidium iodide) cells. K562 cells were 

unlabelled. Under bright field illumination, these labels are invisible. 

(a) (b) 

6 
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(c) 

Fig. 1 Typical sample images: (a) bright field image; (b) superposition of the bright field and the red 

fluorescence image; (c) superposition of the bright field and the green fluorescence image. 

An Arcturus Pixcell II inverted microscope equipped with a 20x planachromat objective 

(Numerical Aperture: 0.4) and a Hitachi model KP-D580-S1 CCD color camera was used to 

obtain digitized images. For each microscope field, a set of three images was acquired (Fig. 

1). One image was acquired with bright field illumination and was used for SVM training or 

testing. Two auxiliary fluorescence images were also acquired to distinguish different cell 

lines, which were either unlabelled or labeled red or green. 

Sixty sets of microscope images were acquired and used in our cell detection experiments. 

In each experiment, two subsets were extracted: one exclusively for training and another 

exclusively for testing. Ambiguous objects showing both red and green fluorescence were 

manually deleted. The deleted objects were a very small percentage of the total number of 

cells. 

The computer programs were written in MATLAB and C++. Our algorithm was 

implemented with the LIBSVM version 2.5 [21], which was compiled as a dynamic link 

7 
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library for MATLAB. All experiments were implemented in the environment of MATLAB 

Version 6.5.0.180913a (R13) supplemented with Image Processing Toolbox Version 3.2. A 

standard PC equipped with an Intel Pentium 4/2.8G processor and 256-MB RAM was used. 

3. OVERALL FRAMEWORK FOR CELL DETECTION 

In this section, an ECOC-based cell detection framework for bright field images of 

cultured cells is presented. The framework employs the multiclass classification and 

probability estimation ability of our proposed algorithm to analyze bright field images of cell 

mixtures. It permits not only the identification of the desired cells but also gives their 

locations relative to the pixel coordinates of the primary image. It also uses pixel patches as 

the primary input data elements. Essentially, the software is taught to classify pixel patches 

into different classes. Each class corresponds to a single cell type, except for the larger class 

containing all undesired objects (e.g. background, fragments of cells, trash), denoted as 

"Non-cell". 

Microscope Training 
c::=:> Images 

Training Preprocess in[ Input Vectors 
ECOC.,. Ensemble of 

Set (pixel ... (processed by 
Encoding SVM Classifiers 

patches) PCA) 

I 
• Pixel Patch Preprocessing Decision ECOC Decodin Confidence Localizati Detected 

Cells Decomposition &Classification Values &Probability Est. Maps 

Fig. 2 lllustration of the overall multiclass cell detection process with ECOC probability estimation. 

The essential aspects of this framework are illustrated in Fig. 2. Basically, we first train 

8 
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an ensemble of SVM classifiers with ECOC. This is done with input vectors that are derived 

from manually-extracted training patches and are represented as linear combinations of 

feature vectors derived in Principal Component Analysis (PCA) preprocessing [1],[22]. 

For each pixelp in the testing image (excluding pixels in the margin around the edges), a 

pixel patch centered at that pixel is extracted and represented in the same way as that in 

training process. The probability that this extracted patch belongs to each class is calculated 

by ECOC probability estimation. For each class corresponding to a cell type, this probability 

is then used as a "confidence value" C[p]D[O,l] in a "confidence map" for that cell type. 

Pixels in each confidence map are the confidence values of their corresponding patches in the 

original image and form "mountains" with large peaks representing a high probability of 

presence of the corresponding cell type. A given peak in a confidence map is compared with 

the corresponding peaks in the other confidence maps. The confidence map with the highest 

peak at that location gives the assignment of class membership. Localization is provided by 

the pixel coordinates of the highest peak. It should be pointed out that generating a 

confidence map for the "Non-cell" class is unnecessary in our case since localization of the 

non-cell objects is not important for us. 

9 
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As has been mentioned above, in the ECOC approach, binary classifiers have to be 

trained as the base classifiers. The choice of base classifier can be arbitrary. In this work, we 

used Support Vector Machines (SVM) [5], [18] with the RBF kernel K(x,y) = e-rl/x-y//
2

• The 

SVM classifier in our experiment is implemented by modifying LibSVM [21]. The 

regularization parameter C and the kernel parameter y are optimized using a two-step 

"grid-search" method for each classifier [21]. In the first step, a coarse grid-search with a 

grid size of 1 was used to localize a Region of Interest (ROI) containing the optimal values 

10 
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(shown in Fig. 3). In the second step, a fine grid-search over the ROI with a grid size of 0.25 

was used to give more precise values for Candy. The result is shown in Fig. 4. 

4. EXTENDING ECOC FOR PROBABILITY ESTIMATION 

4.1 Brief summary of ECOC 

As noted above, our cell identification and localization algorithm requires mapping each 

pixel patch in the image into a set of three "confidence values", which reflect the estimated 

class probabilities. For this mapping, multiclass probability estimation is needed. Since the 

standard ECOC method simply assigns a class label to each sample (i.e., they do not output 

the conditional probability of each class P(class = c I X= x) given a sample x), we need to 

extend it to enable probability estimation. Our development of the probability estimation 

algorithm requires a consideration of some of the fundamental aspects of ECOC, which are 

briefly described in this section. A detailed introduction to ECOC can be found in [10] and 

[23]. 

The ECOC approach essentially proceeds in two steps: training and classification. In the 

first step, the multiclass classification problem is decomposed into training l binary 

classifiers on l dichotomies of the instance space. Assuming k classes and l classifiers, each 

such decomposition can be represented by a coding matrix C E { -1,0, + 1} kxz which specifies 

a relation between classes and dichotomies. If C(i, j) = + 1 (or C(i, j) = -1 ) then the 

samples belonging to class i ( 1 ~ i ~ k) are considered to be positive (or negative) samples 

11 
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for training the jth ( 1::;; j::;; l ) binary classifier, fj. If C(i, j) = 0, then the samples 

belonging to class i are not used in training fj . Thus a binary learning problem is built for 

each column of the matrix. Each class i is encoded by the ith row of the matrix C. This 

codeword is denoted by Ci . To classify a new instance x, the vector formed by the output of 

the classifiers F(x) = (!1 (x), / 2 (2) ... , f 1 (x)) is computed and is assigned to the class whose 

codeword Ci is closest to F(x). In this sense, the classification can be seen as a decoding 

operation: 

k 

Class of input X = argn,rind(Ci, F(x)) 
z=l 

(1) 

where d () is the decoding function. 

Different decoding functions have been reported in the literature. For example, 

Dietterich and Bakiri initially used a simple Hamming distance [10]. In the case where 

margin-based classifiers are used, Allwein et al. showed the advantage of using a loss-based 

decoding function [23]. The loss-based function is typically a non-decreasing function of the 

margin and thus weights the confidence of each classifier according to the margin. However, 

no formal results exist that suggest the optimal choice of the decoding function. In this paper, 

we tried two of the most commonly used loss-based functions: 

Ll norm based function 
l 

d(Ci'F(x)) = Ilcu -Fj(x)l 
j=l 

(2) 

12 
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l 

and L2 norm based function d(Ci'F(x)) = ~)cii -Fj(x))
2 

j=l 

(3) 

Because the codewords come from an error-correcting code, the ECOC method 

introduces redundancy into the system by training decision boundaries multiple times. Even 

if some of the individual classifiers were wrong for a specific instance x, the ECOC method 

can still classify x in the right class. ECOC, therefore, can greatly increase the classification 

accuracy. It is worth noting that both 1 vs. all and 1 vs. 1 are special cases of the ECOC 

framework. 1 vs. all is equivalent to linear decoding with a coding matrix whose entries are 

always -1 except diagonal + 1 entries. 1 vs. 1 is also equivalent to Hamming decoding with 

the appropriate coding matrix. 

4.2 Extension of standard ECOC for probability estimation 

In this section, we modify the standard ECOC method to enable probability estimation. 

Our new algorithm is an extension of the pairwise coupling method introduced by Hastie and 

Tibshirani [17]. It should also be noted that, while this work was in progress, Huang et al. 

independently developed a very similar algorithm based on the same strategy and formulated 

it as "Generalized Bradley-Terry Model" [24]. To our knowledge, they have not applied their 

algorithm to practical applications. 

4.2.1 Hastie - Tibshirani method for pairwise coupling 

The Hastie and Tibshirani's pairwise coupling method can be briefly described as 

13 
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follows. Assume that after training a classifier using the samples from class i (labeled+ 1) 

and samples from classj (labeled -1), the pairwise probability estimation for every class i and 

j (i#) is ru(x). According to the Bradley-Terry (BT) model [24], rij(X) is related to the class 

posterior probabilities Pi= P(class=il X=x) (i=1,2, ... k): 

rij (x) = P(class = i I class= i u class= j, X = x) =Pi (x)j(pi (x) +pi (x)) (4) 

k 

Note that Pi is also constrained by I pi (x) = 1. There are k-1 variables but k(k-1)/2 
i=l 

constraints. When k>2, k(k-1)12> k-1. This means that there may not exist pi exactly 

satisfying all constraints. In this case, one must use the estimation 

(5) 

In order to get a good estimation, Hasti and Tibshirani use the average Kullback-Leibler 

distance between rii (x) and f;i (x) as the closeness criterion, and find the P that maximizes 

the criterion. 

(6) 

this is equivalent to minimizing the negative log-likelihood: 

A I P· pj l(P)=- n .. [r .. log 1 +(1-r .. )log ] 
l] l] A A lj A A 

i<i Pi +Pi Pi +Pi 
(7) 

where nu is the number of training samples used to train the binary classifier that predicts ni· 

This can be solved by a simple iterative algorithm: 

1. Initialize P= lP1 , p 2 , ••• pk J with random Pi (x) >0, i=1,2, .. . k. 

2. Repeat (j=1, 2, ... , k, 1, 2, ... ) until convergence: 

14 
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(a) Calculate corresponding f;/x) = P; (x)j(P; (x) + p /X)). 

"' n .. r .. 
b) C 1 1 P" [ L..Ji:iot) 1' 1' ]T 

( a cu ate = P1 , ... , p j-1' L " P j, P j+t , ... , Pk · 
n .. r .. 

i:i""j Jl Jl 

(c) UpdateP=PILP;. 

4.2.2 Generalizaion of Hastie -Tibshirani method 

It has been mentioned above that pairwise coupling is a special case of ECOC. With 

some generalization, Hastie and Tibshirani's pairwise strategy can be extended to ECOC 

with any arbitrary code matrix C. A close look at the ECOC code matrix reveals that it 

actually divides the samples from different classes into two groups for each binary classifier: 

the ones labeled "+ 1" and the ones labeled "-1 ". In this sense, ECOC with any arbitrary code 

matrix is equivalent to pairwise group coupling. Therefore we can generalize Hastie and 

Tibshirani's results to cases where each binary problem involves data in two "teams" (two 

disjoint subsets of samples), i.e. instead of comparing two individuals, we can compare two 

groups that are generated by ECOC and estimate the individual probabilities through the 

group comparisons. 

Assuming an arbitrary code matrix C, for each column i of C, we have 

+I + - L1 I+Pc!ass(x) 1j(X)=P(classE I; classE I; uii ,X =x)==---=ca=sSE'-=-----
Lc/assel+ur P class (x) 

(8) 

where It and I;- are the set of classes for which the entries in the code matrix C(*, i)=+ 1 

and C(*, i)=-1. If we define 

(9) 

15 
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Similar to pairwise comparison, we need to minimize the negative log-likelihood 

min 
p 

(10) 

l + -

l(P) =-L:nJ'i logiL+ (1-Ji)logiL] 
i=l qi qi 

where ni is the number of training samples of the binary classifier that corresponds to the ith 

column of the code matrix. Above equation can be solved by a slightly more complex 

iterative algorithm listed below. This algorithm is equivalent to a special case on probability 

estimation of Huang et al.'s Generalized Bradley-Terry Model in [24]. Since the convergence 

of Generalized Bradley-Terry Model has been proven [24], the algorithm is also guaranteed 

to converge. 

1. InitializeP=lJJ1 ,p2 , ••• pkj withrandomp1 (x)>O, i=1,2, ... k. 

2. Repeat (j=1, 2, ... , k, 1, 2, ... ) until dl(P )ldp1 = O,i = 1, ... ,k are satisfied. 

a) Calculate corresponding q7, q;, q1 , i=1,2, ... l. 

b) Calculate 

" n11i " n1(1-1j) 
L...i:jel( q+ + L...i:jer; q-

"' i i T 
P=[Pr , ... ,pj-1• pj,pj+I•···•Pk] · 

" n. 
L...i:jel(ul[ q: 

5. EXPERIMENTS WITH ARTIFICIAL DATA 

To gain insight into the factors that affect the classification accuracy of our algorithm, we 

have carried out experiments with artificial 2D data generated by the Matlab random 

16 
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functions. Unlike actual data vectors that have high dimensionality (e.g. 39*39, see below), 

the artificial 2D data vectors generate results that can be graphically represented and 

intuitively interpreted. 

Four different sets of artificial data have been used (Fig. 5 (a),(b),(c),(d)). Data set 1 

represents a simple scenario, where the classes are well separated. Data sets 2-4 represent 

progressively more difficult scenarios, with data set 4 having a very large class overlap. 

12 

10 

X1 

~ 0 

-2 

-4 

-6 

_, 
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X1 

(a) (b) 
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(c) (d) 

Fig. 5 Data sets used in the simulation experiment. Class number: 4; Sample number in each class: 300; 

Class distribution: Normal distribution. The four data sets have same covariance but different mean for 

each class. 

f.ll f.l2 f.l3 f.l4 

Data set 1 [- 3 - 3]T [3 3Y [3 -3Y [-3 3f 

Data set2 [- 2.5 -2.5Y [2.5 2.5Y [2.5 -2.5]T [-2.5 2.sY 

Data set3 [- 2 -2Y [2 2Y [2 -2Y [-2 2Y 
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Data set4 [ -1.5 -1.5]T [1.5 1.5Y [1.5 -L5Y [-1.5 1.sY 

Table 1 Mean vectors used to generate artificial data for Datasets 1, 2, 3 and 4. 

The artificial data sets used in this section were constructed as follows. We first 

constructed a 2D data set which consists of four different multivariate normal distribution 

classes. After creating the first data set, three different data sets, each with the same 

covariance and sample numbers but different mean vectors were also constructed. Each class 

was given 300 samples. The covariance matrices of the four classes were (same for all data 

s.ets · a = a = a = and a = [
1.5 0.4] [ 3 0.1] [ 2 0.2] [ 3 

). 
1 0.4 1.5 ' 2 0.1 4 ' 3 0.2 3 4 

.. 0.8 
0.8] 
8 

. The mean 

vectors of the four classes for each data set are summarized in Table 1. 

5.1 Reconstruction of probability distribution from ECOC probability estimation 

To evaluate directly our proposed ECOC probability estimation algorithm, we used it to 

estimate the known probability distributions of the above artificial 2D data sets. In this 

experiment, ECOC was implemented with a sparse matrix that was selected from 10000 

randomly generated 4x10 matrices. To select the optimum matrix in the set of 10000, we 

calculated the minimum Hamming distance between all pairs of the rows for each matrix. 

The matrix with the biggest minimum distance was chosen [21]. Since the four artificial 2D 

data sets have known distributions, the ideal probability distributions of the classes can be 

easily calculated. Fig. 6 plots the ideal class probability of the samples in Data set 2 against 
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their coordinates. The EeOC-reconstructed class probability distribution is shown in Fig. 7. 

As one can see from the figures, the reconstructed probability distribution matches the ideal 

distribution very well. 

Fig. 8 gives a quantitative evaluation of the mean square error (MSE) of the ECOC 

probability estimation. This result is shown in comparison with the result provided by the 

pairwise coupling method proposed of Hastie and Tibshirani [17]. As indicated in the figure, 

our ECOC algorithm is superior to the pairwise coupling method for three of the four test 

classes. Therefore, ECOC probability estimation has a higher overall accuracy. 

0.8 

,1;- 0.6 

:g 
-8 0.4 
a: 

5 

0 

X2 

-5 

-10 
-8 -6 -4 

Fig.6 Ideal class probability distribution of Data set 2. 
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Fig. 7 Class probability distribution of Data set 2, estimated by our ECOC probability estimation method. 
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Fig. 8 Comparison of probability estimation errors of our ECOC probability estimation and the pairwize (1 

vs. 1) probability estimation by Hastie and Tibshirani. The ideal probability distribution was used as 

reference. 

5.2 Comparison of extended ECOC with other methods 
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Using the above artificial2D data sets, we systematically compared the proposed ECOC 

probability estimation method with other widely used approaches: 1) 1 vs.all; 2) 1 vs. 1 

(pairwise coupling by Hastie and Tibshirani); 3) ECOC with Hamming decoding; 4) ECOC 

with L1-Norm based decoding and 5) ECOC with L2-Norm based decoding. We used 

randomly generated sparse code matrices as described in Section 5.1 for all ECOC-based 

methods. For inconsistent labels (ties and contradictory votes), we adapted the strategy 

described in [3] and randomly chose labels for them. Results are shown in Fig. 9. As 

expected, ECOC-based methods are generally superior to non-ECOC approaches, i.e. 1 vs. 

all and 1 vs. 1. Even within ECOC-based methods, the extended ECOC with probability 

estimation method produces the highest classification accuracy. Finally and most 

interestingly, all candidate methods perform very well on Data set 1, which represent a very 

simple case. However, as the scenario gets more and more complex, ECOC-based methods 

show a greater advantage over other approaches. 
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Fig. 9 Classification accuracy of different methods on the artificial data sets. The methods used are 1) 1 

vs.all; 2) 1 vs. 1 by Hastie and Tibshirani; 3) ECOC with Hamming decoding; 4) ECOC with L1-Norm 

based decoding; 5) ECOC with L2-Norm based decoding; 6) ECOC with probability estimation. 

We hypothesized that the superiority of ECOC methods was largely due to the fact that 

these methods generated more decision boundaries, which can greatly reduce inconsistent 

labeling areas, i.e. areas in which sample points can not be consistently labeled using the 

majority voting strategy. To verify this hypothesis, the decision boundaries of different 

candidate methods were plotted and compared (Fig. 10). Figs. 10 (a) and (b) show decision 

boundaries of Data set 1 that are generated by the 1 vs. all and ECOC probability estimation 

method, respectively. Figs. 10 (c) and (d) show those of Data set 4. One can see that although 

there exist many areas with inconsistent labeling in Fig. 10 (a), most areas are very close to 

class interfaces. Since there is little overlap in Data set 1, few sample points fall into these 

areas. Therefore, 1 vs. all method works almost as well as ECOC probability estimation, 
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which dramatically eliminates the inconsistent labeling areas (Fig. 10 (b)). On the other hand, 

since there is a large overlap in Data set 4, a great proportion of the sample points fall into 

the inconsistent labeling areas when the 1 vs. all method is used. In this case, ECOC 

probability estimation outperformed the 1 vs. all method by a very large margin. Our 

hypothesis is very consistent with the experimental results shown in Fig. 9. 
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X1 
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Fig. 10 Examples of decision boundaries generated by different methods on Data sets 1 and 4. (a) 1 vs. all 

on Data set 1; (b) ECOC probability estimation on Data set 1; (c) 1 vs. all on Data set 4; (d) ECOC 

probability estimation on Data set 4. 

6. EXPERIMENTS WITH BRIGHT FIELD IMAGES OF LIVING CELLS 

In this section, we evaluate quantitatively the extended ECOC-based cell detection 

method for bright field images of cell mixture prepared by mixing cells from three different 

cell lines. The overall framework of this approach has been described in Section 3. In what 

follows, the detailed experiment is described in steps. The experimental result is also 

quantitatively analyzed. 
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6.1 Pixel patch extraction and construction of preclassified training set 

Since individual cells typically occupy only a small percentage of total image area, it is 

advantageous to decompose an image using pixel patches that just large enough to contain 

the largest cells in the image. In actual experiments, 39x39 pixel patches centered at all 

possible locations in the 640x480 microscope image were extracted (except in the 20-pixel 

margin around the edges). Our experiments indicate that performance is not very sensitive to 

small variations in patch size, e.g. a patch size of 37x37 produced similar results (data not 

shown). Since many locations in the image are uniform background, a "mask" was created to 

exclude these patches. Essentially, the "mask" eliminated all pixel patches whose average 

pixel intensities were below a user-chosen threshold. 

A training set was created with the aid of an interactive program that displays the 

digitized microscope images and allows a user to select the locations of cell centers with a 

mouse cursor after manual comparison of bright field and fluorescence images. For each cell 

type, the pixel patches extracted from the selected cell locations were preprocessed by PCA 

[1], [22] and used as input vectors of that class. The pixel patches in the "Non-cell" class 

were then generated automatically by extracting all the pixel patches whose centers were r~8 

pixels away from any of the manually selected cell locations. The value of r was empirically 

chosen in relation to the sizes of cells and pixel patches. PCA preprocessing was used to 

reduce dimensionality to 10 for all input vectors. After all input vectors are preprocessed, 

each attribute of the PCA-preprocessed vectors was linearly scaled to the range [-1, +1]. The 
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main advantage of scaling is to avoid computational difficulties and to avoid the dominance 

of attributes with greater numeric ranges over those with smaller numeric ranges [21]. Finally, 

the classes were labeled with ordinal numbers. 

6.2 ECOC training 

We followed the procedure described in the simulation experiment and used randomly 

generated sparse code matrices for all ECOC-based methods in this section. For each binary 

SVM classifier, the parameters are independently optimized following the aforementioned 

two-step grid search procedure. During the process of binary classifier training, the 

Compensatory Iterative Sample Selection (CISS) algorithm [2], a new SVM training 

procedure which we developed previously, was employed to address the imbalance problem 

caused by the large "Non-cell" sample set. This algorithm maintains a fixed-size "working 

set", in which the training samples are kept balanced by iteratively choosing the most 

representative training samples for the SVM. These samples are close to the boundary and 

are therefore more difficult to classify. This scheme can make the decision boundary more 

accurate, especially when applied to difficult scenarios. 

6.3 Identification and localization of living cells in bright field images 
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(a) (b) 

(c) 

Fig. 11 Sample images for living cell experiment. (a) Scenario 1: mixture of 2 types of microspheres and 1 

type of cells; (b) Scenario 2: mixture of 1 type of microspheres and 2 types of cells; (c) Scenario 3: 
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mixture of 3 types of cells. 

In order to examine the effect of our algorithm on images with different levels of 

complexity, three different scenarios were created. In Scenario 1, both red and green 

fluorescent microspheres were used as two types of model cells and mixed with the K562 

cells. Since the microspheres have obviously different size, color and texture from living 

cells, this scenario represents a very simple case. Scenario 2 is more complex since it is the 

mixture of only one type of microspheres (red) and cells from two cell lines (K562 and 

CRlO.PF.G). Scenario 3 represents the most complex case where three kinds of living cells 

(K562, CRlO.PF.G and EAT) were mixed without the addition of any microspheres. Typical 

images from these three scenarios are shown in Fig. 11. For each scenario, there is a total of 4 

classes: one for each of the desired objects (microspheres or cells) and one for all objects that 

are neither cells nor microspheres (the "non-cell" class). 

An ensemble of SVM classifiers was trained and tested on each scenario. For each 

ensemble, testing samples were from the same scenario as the training samples. However, 

none of the samples used for training were used for testing. 
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Fig. 12 Classification accuracy of different methods on living cell testing sets. The methods used are 1) 1 

vs.all; 2) 1 vs. 1 by Hastie and Tibshirani; 3) ECOC with Hamming decoding; 4) ECOC with Ll-Norm 

based decoding; 5) ECOC with L2-Norm based decoding; 6) ECOC with probability estimation. 

After training, we first tested the classifier ensembles on manually extracted pixel 

patches. This is done with 3 testing sets. Each set has 2000 manually extracted pixel patches 

from one scenario. Testing set 1 consisted of pixel patches of 500 K562 cells, 500 green 

fluorescent microspheres, 500 red fluorescent microspheres and 500 background from 

Scenario 1. Testing set 2 consisted of pixel patches of 500 K562 cells, 500 CRlO cells, 500 

red fluorescent microspheres and 500 background from Scenario 2. Testing set 3 consisted of 

pixel patches of 500 K562 cells, 500 CR10 cells, 500 EAT cells and 500 background from 

Scenario 3. The classification accuracy is shown in comparison with other candidate methods 

in Fig. 12. 

The classifier ensembles were also applied to pixel patches obtained by automatic pixel 
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patch decomposition of entire microscope images (640x480) described in Section 3. Fig. 13 

shows the confidence maps for Fig. 11 (c). The range of the confidence value ([0,1]) in the 

confidence maps has been linearly scaled to [0,255] for grayscale representation. In Figs. 14, 

15 and 16, the cell and microsphere positions detected are denoted by different symbols 

(diamond, square and cross, one for each class) in the image. 

(a) (b) 
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(c) 

Fig. 13 Confidence maps for Fig. 11 (c). (a) confidence map for CRlO cells; (b) confidence map for EAT 

cells; (c) confidence map for K562 cells. The confidence values are linearly scaled to 0-255 for display. 

Statistical cell detection results for whole microscope images in Scenarios 1, 2 and 3 are 

summarized in Figs. 17, 18 and 19, respectively. For each scenario, ten testing images 

(640x480) were used. We employed a "Free-response Receiver Operating Characteristics" 

method (FROC) [25] with the average false positive (FP) number of all cell types in each 

image and the average sensitivity (true positive percentage, i.e., the percentage of cells that 

are identified correctly) of all cell types as performance indexes. As described above, the cell 

positions are identified as "peaks" of the "mountains" in the confidence maps. This requires a 

user-defined threshold for the definition of "peak". The FROC curve plots the relationship of 

false positives and sensitivity as a function of the threshold (not explicitly represented in the 

plot). In a practical application, a suitable threshold can then be selected to achieve the 

required behavior. Generally speaking, the bigger the area under the curve, the better the 
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result is. A total of 3 methods were compared in the experiment: 1) 1 vs.all; 2) 1 vs. 1 by 

Hastie and Tibshirani; 3) ECOC with probability estimation. 

Fig. 14 Detecting result of the image in Scenario 1 using SVM with ECOC probability estimation. The 

positions detected are denoted by black symbols in the image. Diamond: green fluorescent microspheres; 

Square: red fluorescent microspheres; Cross: K562 cells. 

Fig. 15 Detecting result of the image in Scenario 2 using SVM with ECOC probability estimation. The 

positions detected are denoted by black symbols in the image. Diamond: CR1 0 cells; Square: red 

fluorescent microspheres; Cross: K562 cells. 
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Fig. 16 Detecting result of the image in Scenario 3 using SVM with ECOC probability estimation. The cell 

positions detected are denoted by white symbols in the image. Diamond: CRlO cells; Square: EAT cells; 

Cross: K562 cells. 

96 

(!) 93 

~ 
ffi 90 
e 
cf 87 

~84 
~ 81 
'gj 
a.. 78 
(!) 
::J 
~ 75 
(!) 

~ 72 
(!) 

~ 69 

•••••-onoon•noo 

i 

·····;· ........... T .............. : ............. r ............. , ................ "J' .............. ~ ......... .. 
""'"'''!• '' ,, "''''''''~'" "'',;,,'"!"moon on'''(" 

......... ; ..... t.vs.~IJ ....... .,i. ............ ! ......... ·{· ........... . 
- -el- 1 vs tl (HT Pairwise icouplirlg) 

.... , .. , ... f·"· .. Ecob·Probability· E$timatio)r· ........... . 
: ! ; : ; 

' o '' "' ' ; """ •"" •! '".," '' n i,:,, ''' "'"' •;" »' ' ' '•!" • ••"' •• ~.:, '' n" •• "' 

l l i . j ! 
•m·--·:··········m·····r~·~···· .. ·~····r .... ·~·~···· .. ··;···~····"·····"t"'"'"'''""'"'j"" .. m···~ .... 

1 
...... ~··--··~··· 

·-"'''' ;• "''''''~'"'"i''"''''~'"'"''''l''"' •• ""''"'"' !' ,_,,. '' 

0 2 3 4 5 6 7 

Average False Positive(FP) number 

Fig. 17. FROC plots of different candidate methods when applied to Scenario 1: 1) 1 vs.all; 2) 1 vs. 1 by 

Hastie and Tibshirani; 3) ECOC with probability estimation. The testing set includes 10 images. 

34 



wo 2006/055413 PCT /US2005/040905 

Ql 

~ 72 
Ql 

~ 69 

0 2 3 4 5 6 7 

Average False Positive(FP) number 

Fig. 18. FROC plots of different candidate methods when applied to Scenario 2: 1) 1 vs.all; 2) 1 vs. 1 by 

Hastie and Tibshirani; 3) ECOC with probability estimation. The testing set includes 10 images. 
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Fig. 19. FROC plots of different candidate methods when applied to Scenario 3: 1) 1 vs.all; 2) 1 vs. 1 by 

Hastie and Tibshirani; 3) ECOC with probability estimation. The testing set includes 10 images. 

Results with both manually and automatically extracted pixel patches show that for 

Scenario 1, a very easy case, all methods produce very good results. For Scenario 2, where 
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the images are more complex, our ECOC probability estimation method (and other 

ECOC-based methods) starts to show some advantage. A much greater advantage is seen in 

the very difficult case represented by Scenario 3. For example, in Scenario 3, if the average 

false positive acceptance number in each image is set at 1, ECOC probability estimation 

achieves a sensitivity of 84.5%, which is 4 percentage points greater than that of 1 vs. 1, and 

15 points greater than that of the 1 vs. all approach. The result closely parallels that obtained 

in the simulation experiments with artificial data as shown in Fig. 9. 

As noted previously, our results with the artificial data shown in Figs. 9 and 10 suggest 

that ECOC-based methods can greatly reduce the inconsistent labeling by introducing 

redundancy, and therefore can partition the sample space more accurately than other methods. 

The experimental results with living cells described in this section add further support to this 

claim. 

It should also be noted that a close inspection of results yielded by our algorithm suggests 

that it can distinguish between different cell lines according to the subtle difference in the 

cell appearance, similar to a human observer. For example, to a human observer, the CRlO 

cells in the testing images are relatively small, and are rough-looking in texture. The K562 

cells and the EAT cells are about the same size. However, the edge and texture of the K562 

cells are slightly smoother than those of EAT cells. Our experimental results suggest that our 

algorithm can actually make these subtle distinctions, and thereby emulate a human expert 

quite well. 

36 



wo 2006/055413 PCT /US2005/040905 

With regard to the processing speed, when our current method is used with a 39x39 pixel 

patch, a 640x480 image requires a processing time of 5-15 minutes, depending on the 

number of objects present in the image. However, as yet, optimization of speed has not been 

attempted. 

7. CONCLUSION 

An extended ECOC algorithm for multiclass classification has been described. Unlike 

prior ECOC methods, which only assign class labels, this algorithm also calculates class 

probabilities for each sample. This extension in conjunction with a strategy developed in our 

previous studies not only facilitates assignment of class membership but also permits 

localization of identified objects relative to pixel coordinates. Our algorithm therefore makes 

possible both subtyping and localization of unstained cells in bright field images of cell 

mixtures. Our extended ECOC strategy has been shown to be superior to many other 

currently existing approaches, especially for complex scenarios. The speed and accuracy of 

our multiclass cell detection framework suggest that it can be useful in some systems that 

require automatic subtyping and localization of cells in cell mixtures. 

In this study, our goal has been simply to explore the efficacy of the ECOC approach 

using a conveniently available model system. The successful results described in this paper 

raise possibilities for further optimization. For example, we have considered images of 

unstained cells obtained with bright field illumination. With respect to microscopy, these 
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images represent a worst-case scenario. Images that contain much more discriminatory 

information can be obtained with other, commonly used transmitted light microscopy 

techniques such as phase contrast, differential interference contrast, and Hoffman modulation 

contrast. With these inherently more discriminatory images, we believe that our algorithm 

will achieve higher accuracy and will have wide applicability to systems with diverse 

combinations of cell types. 
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CLAlMS 

What is claimed is: 

1. A method of identifying one or more objects, wherein each of the one or more 

objects belongs to a first class or to a second class, the first class being heterogeneous and 

having C subclasses, the second class being less heterogenous than the first class, 

comprising: 

deriving a plurality of vectors each being mapped to one of the one or more 

objects, wherein each of the plurality of vectors is an element of anN-dimensional space; 

preprocessing each of the plurality of vectors using a Fisher Linear Discriminant, 

wherein the preprocessing reduces the dimensionality of each of the plurality of vectors to 

M dimensions, wherein M is less than or equal to C; and, 

classifying the preprocessed vectors by (i) grouping the preprocessed vectors 

belonging to any of the C subclasses of the first class into a first set of vectors, and (ii) 

grouping the preprocessed vectors belonging to the second class into a second set of 

vectors. 

2. The method of claim 1, wherein each of the plurality of vectors includes 

information mapped from a digital image. 

3. The method of claim 2, wherein the information mapped from a digital image 

includes a pixel patch. 

4. The method of claim 1, wherein the preprocessed vectors are classified with an 

artificial neural network. 

5. The method of claim 1, wherein the preprocessed vectors are classified with a 

support vector machine. 

6. The method of claim 5, further including training the support vector machine with 
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a compensatory iterative sample selection technique. 

7. The method of claim 6, wherein the compensatory iterative sample selection 

technique comprises: 

(a) selecting a first working set of pre-classified objects from a set of training 

objects; 

(b) training the support vector machine with the first working set; 

(c) testing the support vector machine with pre-classified objects from the set of 

training objects not included in the first working set so as to produce a set of correctly 

classified objects and a set of incorrectly classified objects; 

(d) selecting a replacement set of pre-classified objects from the set of incorrectly 

classified objects, and replacing a subset of the working set with the replacement set; 

(e) repeating steps (b), (c) and (d) until the set of incorrectly classified objects 

does not decrease in size for subsequent iterations of steps (b), (c) and (d). 

8. A method of identifying one or more objects in a digital image, wherein each of 

the one or more objects belongs to a first class or to a second class, the first class being 

heterogeneous and having C subclasses, and the second class being less heterogeneous 

than the first class, comprising: 

deriving a plurality of pixel patches from the digital image, each being mapped to 

one of the one or more objects, wherein each of the plurality of pixel patches is an 

element of an N -dimensional space; 

preprocessing each of the plurality of pixel patches using a Fisher Linear 

Discriminant, wherein the preprocessing reduces the dimensionality of each of the pixel 

patches to M dimensions, wherein M is less than or equal to C; and, 

classifying the preprocessed pixel patches by (i) grouping the preprocessed pixel 

patches belonging to any of the C subclasses of the first class into a first set of pixel 

patches, and (ii) grouping the preprocessed pixel patches belonging to the second class 
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into a second set of pixel patches. 

9. The method of claim 8, wherein the preprocessed pixel patches are classified with 

an artificial neural network. 

10. The method of claim 8, wherein the preprocessed pixel patches are classified with 

a support vector machine. 

11. The method of claim 10, further including training the support vector machine 

with a compensatory iterative sample selection technique. 

12. The method of claim 11, wherein the compensatory iterative sample selection 

technique comprises: 

(a) selecting a first working set of pre-classified objects from a set of training 

objects; 

(b) training the support vector machine with the first working set; 

(c) testing the support vector machine with pre-classified objects from the set of 

training objects not included in the first working set so as to produce a set of correctly 

classified objects and a set of incorrectly classified objects; 

(d) selecting a replacement set of pre-classified objects from the set of incorrectly 

classified objects, and replacing a subset of the working set with the replacement set; 

(e) repeating steps (b), (c) and (d) until the set of incorrectly classified objects 

does not decrease in size for subsequent iterations of steps (b), (c) and (d). 

13. The method of claim 8, further including localizing an object in the digital image 

by identifying a pixel patch having an object that is centered within the pixel patch. 

14. The method of claim 8, wherein the first class homogeneous class includes cells, 

and the second heterogeneous class includes non-cells. 
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15. A method of identifying and localizing one or more objects, wherein each of the 

one or more objects belongs to either a first class or a second class, comprising: 

deriving a plurality of vectors each being mapped to one of the one or more 

objects, wherein each of the plurality of vectors is an element of anN-dimensional space; 

training a support vector machine with a compensatory iterative sample selection 

technique; and, 

processing the plurality of vectors with the support vector machine, so as to 

classify each of the plurality of vectors into either the first class or the second class. 

16. . The method of claim 15, wherein each of the plurality of vectors includes 

information mapped from a digital image. 

17. The method of claim 16, wherein the information mapped from a digital image 

includes a pixel patch. 

18. The method of claim 15, wherein the compensatory iterative sample selection 

technique comprises: 

(a) selecting a first working set of pre-classified objects from a set of training 

objects; 

(b) training the support vector machine with the first working set; 

(c) testing the support vector machine with pre-classified objects from the set of 

training objects not included in the first working set so as to produce a set of correctly 

classified objects and a set of incorrectly classified objects; 

(d) selecting a replacement set of pre-classified objects from the set of incorrectly 

classified objects, and replacing a subset of the working set with the replacement set; 

(e) repeating steps (b), (c) and (d) until the set of incorrectly classified objects 

does not decrease in size for subsequent iterations of steps (b), (c) and (d). 

19. A method of identifying and localizing one or more objects in a digital image, 
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wherein each of the one or more objects belongs to either a first class or a second class, 

comprising: 

deriving a plurality of pixel patches from the digital image, each of the plurality of 

pixel patches being mapped to one of the one or more objects, wherein each of the 

plurality of pixel patches is an element of anN-dimensional space; 

training a support vector machine with a compensatory iterative sample selection 

technique; and, 

processing the plurality of pixel patches with the support vector machine, so as to 

classify each of the plurality of pixel patches into either the first class or the second class. 

20. The method of claim 19, wherein the compensatory iterative sample selection 

technique comprises: 

(a) selecting a first working set of pre-classified objects from a set of training 

objects; 

(b) training the support vector machine with the first working set; 

(c) testing the support vector machine with pre-classified objects from the set of 

training objects not included in the first working set so as to produce a set of correctly 

classified objects and a set of incorrectly classified objects; 

(d) selecting a replacement set of pre-classified objects from the set of incorrectly 

classified objects, and replacing a subset of the working set with the replacement set; 

(e) repeating steps (b), (c) and (d) until the set of incorrectly classified objects 

does not decrease in size for subsequent iterations of steps (b), (c) and (d). 

21. The method of claim 19, further including localizing an object in the digital image 

by identifying a pixel patch having an object that is centered within the pixel patch. 

22. A method of identifying one or more cells in a digital image, wherein each of the 

one or more cells belongs to one of three or more classes, comprising: 

deriving a plurality of pixel patches from the digital image, each of the plurality of 
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pixel patches being mapped to one of the one or more objects, wherein each of the 

plurality of pixel patches is an element of anN-dimensional space; 

training an ensemble of binary classifiers using training sets generated with an 

Error Correcting Output Coding technique; and, 

processing the plurality of pixel patches with the ensemble of binary classifiers, so 

as to classify each of the plurality of pixel patches into one of the three or more classes. 

23. The method of claim 22, wherein each of the ensemble of binary classifiers is a 

support vector machine. 

24. The method of claim 22, wherein processing the plurality of pixel patches further 

includes, for each pixel patch: 

calculating a probability that the pixel patch belongs to a particular one of the two 

or more classes, using an Error Correcting Output Coding probability estimation 

technique. 

25. The method of claim 22, further including localizing a cell in the digital image by 

identifying a pixel patch having a cell that is centered within the pixel patch. 

26. The method of claim 25, wherein localizing a cell further includes: 

for each cell, calculating a probability that the pixel patch of that cell belongs to a 

particular one of the two or more classes, using the Error Correcting Output Coding 

probability estimation technique; 

generating a confidence map for each cell type using the probability calculated for 

the pixel patch as a confidence value within the confidence map; 

comparing peaks in the confidence map for the cell type with corresponding peaks 

in confidence maps for other cell types, and using a highest peak to assign class 

membership; 

determining localization of the cell corresponding to the highest peak by 
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determining pixel coordinates of the highest peak. 

27. A method of identifying one or more objects, wherein each of the one or more 

objects belongs to one of three or more classes, comprising: 

deriving a plurality of vectors, each being mapped to one of the one or more 

objects, wherein each of the plurality of vectors is an element of anN-dimensional space; 

training an ensemble of binary classifiers with a compensatory iterative sample 

selection technique, using training sets generated with an Error Correcting Output Coding 

technique; and, 

processing the plurality of vectors with the ensemble of binary classifiers, so as to 

classify each of the plurality of vectors into one of the three or more classes. 

28. The method of claim 27, wherein the compensatory iterative sample selection 

technique comprises: 

(a) selecting a first working set of pre-classified objects from a set of training 

objects; 

(b) training the support vector machine with the first working set; 

(c) testing the support vector machine with pre-classified objects from the set of 

training objects not included in the first working set so as to produce a set of correctly 

classified objects and a set of incorrectly classified objects; 

(d) selecting a replacement set of pre-classified objects from the set of incorrectly 

classified objects, and replacing a subset of the working set with the replacement set; 

(e) repeating steps (b), (c) and (d) until the set of incorrectly classified objects 

does not decrease in size for subsequent iterations of steps (b), (c) and (d). 

29. A method of identifying one or more objects in a digital image, wherein each of 

the one or more objects belongs to one of three or more classes, comprising: 

deriving a plurality of pixel patches from the digital image, each of the plurality of 

pixel patches being mapped to one of the one or more objects, wherein each of the 
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plurality of pixel patches is an element of anN-dimensional space; 

training an ensemble of binary classifiers with a compensatory iterative sample 

selection technique, using training sets generated with an Error Correcting Output Coding 

technique; and, 

processing the plurality of pixel patches with the ensemble of binary classifiers, so 

as to classify each of the plurality of pixel patches into one of the three or more classes. 

30. The method of claim 29, wherein the compensatory iterative sample selection 

technique comprises: 

(a) selecting a first working set of pre-classified objects from a set of training 

objects; 

(b) training the support vector machine with the first working set; 

(c) testing the support vector machine with pre-classified objects from the set of 

training objects not included in the first working set so as to produce a set of correctly 

classified objects and a set of incorrectly classified objects; 

(d) selecting a replacement set of pre-classified objects from the set of incorrectly 

classified objects, and replacing a subset of the working set with the replacement set; 

(e) repeating steps (b), (c) and (d) until the set of incorrectly classified objects 

does not decrease in size for subsequent iterations of steps (b), (c) and (d). 

31. The method of claim 29, further including localizing an object in the digital image 

by identifying a pixel patch having an object that is centered within the pixel patch. 

32. A method of identifying and localizing one or more objects, wherein each of the 

one or more objects belongs to one of three or more classes, comprising: 

deriving a plurality of vectors, each being mapped to one of the one or more 

objects, wherein each of the plurality of vectors is an element of anN-dimensional space; 

training an ensemble of binary classifiers with a compensatory iterative sample 
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selection technique, using training sets generated with an Error Correcting Output Coding 

technique; 

for each object, calculating a probability that the associated vector belongs to a 

particular one of the three or more classes, using the Error Correcting Output Coding 

probability estimation technique; 

generating a confidence map for each class using the probability calculated for the 

vector as a confidence value within the confidence map; 

comparing peaks in the confidence map for the class with corresponding peaks in 

confidence maps for other classes, and using a highest peak to assign class membership; 

and, 

determining localization of the object corresponding to the highest peak by 

determining pixel coordinates of the highest peak. 

33. A method of identifying and localizing one or more objects in a digital image, 

wherein each of the one or more objects belongs to one of three or more classes, 

comprising: 

deriving a plurality of pixel patches from the digital image, each of the plurality of 

pixel patches being mapped to one of the one or more objects, wherein each of the 

plurality of pixel patches is an element of anN-dimensional space; 

training an ensemble of binary classifiers with a compensatory iterative sample 

selection technique, using training sets generated with an Error Correcting Output Coding 

technique; 

for each object, calculating a probability that the pixel patch associated with the 

object belongs to a particular one of the three or more classes, using the Error Correcting 

Output Coding probability estimation technique; 

generating a confidence map for each cell type using the probability calculated for 

the pixel patch as a confidence value within the confidence map; 

comparing peaks in the confidence map for the cell type with corresponding peaks 
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in confidence maps for other cell types, and using a highest peak to assign class 

membership; and, 

determining localization of the cell corresponding to the highest peak by 

determining pixel coordinates of the highest peak. 

34. A method of identifying and localizing one or more objects, wherein each of the 

one or more objects belongs to one of three or more classes, comprising: 

deriving a plurality of vectors, being mapped to one of the one or more objects, 

wherein each of the plurality of vectors is an element of an N -dimensional space; 

training an ensemble of binary classifiers using training sets generated with an 

Error Correcting Output Coding technique; and, 

for each object, calculating a probability that the associated vector belongs to a 

particular one of the three or more classes, using the Error Correcting Output Coding 

probability estimation technique; 

generating a confidence map for each object type using the probability calculated 

for the vector as a confidence value within the confidence map; 

comparing peaks in the confidence map for the object type with corresponding 

peaks in confidence maps for other classes, and using a highest peak to assign class 

membership; and, 

determining localization of the object corresponding to the highest peak by 

determining pixel coordinates of the highest peak. 

35. A method of identifying and localizing one or more objects in a digital image, 

wherein each of the one or more objects belongs to one of three or more classes, 

comprising: 

deriving a plurality of pixel patches from the digital image, each of the plurality of 

pixel patches being mapped to one of the one or more objects, wherein each of the 

plurality of pixel patches is an element of anN-dimensional space; 
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training an ensemble of binary classifiers using training sets generated with an 

Error Correcting Output Coding technique; and, 

for each object, calculating a probability that the pixel patch associated with the 

object belongs to a particular one of the three or more classes, using the Error Correcting 

Output Coding probability estimation technique; 

generating a confidence map for each class using the probability calculated for the 

pixel patch as a confidence value within the confidence map; 

comparing peaks in the confidence map for the class with corresponding peaks in 

confidence maps for other classes, and using a highest peak to assign class membership; 

and, 

determining localization of the object corresponding to the highest peak by 

determining pixel coordinates of the highest peak. 

36. A method of generating a training set of pre-classified objects for training a 

classifier, comprising: 

applying one or more fluorescent markers to a sample containing objects to be 

classified; 

generating one or more fluorescence images of the sample containing objects to be 

classified; 

generating a transmitted light illumination image of the sample containing objects 

to be classified; 

for each of the one or more fluorescence images, superimposing at least a portion 

of the fluorescence image with a corresponding portion of the transmitted light 

illumination image; and, 

using information from the one or more fluorescence images to identify 

characteristics of corresponding objects in the transmitted light illumination image, 

thereby producing a transmitted light illumination image having one or more pre

classified objects. 
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37. The method of claim 36, further including using information from the transmitted 

light illumination image having one or more pre-classified objects to identify 

characteristics of corresponding elements in one or more subsequently generated 

fluorescent images. 

38. A computer readable medium including stored instructions adapted for execution 

on a processor, comprising: 

instructions for deriving a plurality of vectors each being mapped to one of the one 

or more objects, wherein each of the plurality of vectors is an element of anN

dimensional space; 

instructions for preprocessing each of the plurality of vectors using a Fisher Linear 

Discriminant, wherein the preprocessing reduces the dimensionality of each of the 

plurality of vectors to M dimensions, wherein M is less than or equal to C; and, 

instructions for classifying the preprocessed vectors by (i) grouping the 

preprocessed vectors belonging to any of the C subclasses of the first class into a first set 

of vectors, and (ii) grouping the preprocessed vectors belonging to the second class into a 

second set of vectors. 

39. A computer readable medium including stored instructions adapted for execution 

on a processor, comprising: 

instructions for deriving a plurality of pixel patches from the digital image, each 

being mapped to one of the one or more objects, wherein each of the plurality of pixel 

patches is an element of anN-dimensional space; 

instructions for preprocessing each of the plurality of pixel patches using a Fisher 

Linear Discriminant, wherein the preprocessing reduces the dimensionality of each of the 

pixel patches to M dimensions, wherein M is less than or equal to C; and, 

instructions for classifying the preprocessed pixel patches by (i) grouping the 

preprocessed pixel patches belonging to any of the C subclasses of the first class into a 
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first set of pixel patches, and (ii) grouping the preprocessed pixel patches belonging to the 

second class into a second set of pixel patches. 

40. A computer readable medium including stored instructions adapted for execution 

on a processor, comprising: 

instructions for deriving a plurality of vectors each being mapped to one of the one 

or more objects, wherein each of the plurality of vectors is an element of anN

dimensional space; 

instructions for training a support vector machine with a compensatory iterative 

sample selection technique; and, 

instructions for processing the plurality of vectors with the support vector 

machine, so as to classify each of the plurality of vectors into either the first class or the 

second class. 

41. A computer readable medium including stored instructions adapted for execution 

on a processor, comprising: 

instructions for deriving a plurality of pixel patches from the digital image, each of 

the plurality of pixel patches being mapped to one of the one or more objects, wherein 

each of the plurality of pixel patches is an element of anN-dimensional space; 

instructions for training a support vector machine with a compensatory iterative 

sample selection technique; and, 

instructions for processing the plurality of pixel patches with the support vector 

machine, so as to classify each of the plurality of pixel patches into either the first class or 

the second class. 

42. A computer readable medium including stored instructions adapted for execution 

on a processor, comprising: 

instructions for deriving a plurality of pixel patches from the digital image, each of 

the plurality of pixel patches being mapped to one of the one or more objects, wherein 
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each of the plurality of pixel patches is an element of anN-dimensional space; 

instructions for training an ensemble of binary classifiers using training sets 

generated with an Error Correcting Output Coding technique; and, 

instructions for processing the plurality of pixel patches with the ensemble of 

binary classifiers, so as to classify each of the plurality of pixel patches into one of the 

two or more classes. 

43. A computer readable medium including stored instructions adapted for execution 

on a processor, comprising: 

instructions for deriving a plurality of vectors, each being mapped to one of the 

one or more objects, wherein each of the plurality of vectors is an element of anN

dimensional space; 

instructions for training an ensemble of binary classifiers with a compensatory 

iterative sample selection technique, using training sets generated with an Error 

Correcting Output Coding technique; and, 

instructions for processing the plurality of vectors with the ensemble of binary 

classifiers, so as to classify each of the plurality of vectors into one of the three or more 

classes. 

44. A computer readable medium including stored instructions adapted for execution 

on a processor, comprising: 

instructions for deriving a plurality of pixel patches from the digital image, each of 

the plurality of pixel patches being mapped to one of the one or more objects, wherein 

each of the plurality of pixel patches is an element of anN-dimensional space; 

instructions for training an ensemble of binary classifiers with a compensatory 

iterative sample selection technique, using training sets generated with an Error 

Correcting Output Coding technique; and, 

instructions for processing the plurality of pixel patches with the ensemble of 
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binary classifiers, so as to classify each of the plurality of pixel patches into one of the 

three or more classes. 

45. A computer readable medium including stored instructions adapted for execution 

on a processor, comprising: 

instructions for deriving a plurality of vectors, each being mapped to one of the 

one or more objects, wherein each of the plurality of vectors is an element of anN

dimensional space; 

instructions for training an ensemble of binary classifiers with a compensatory 

iterative sample selection technique, using training sets generated with an Error 

Correcting Output Coding technique; 

instructions for calculating for each object, a probability that the associated vector 

belongs to a particular one of the three or more classes, using the Error Correcting Output 

Coding probability estimation technique; 

instructions for generating a confidence map for each object type using the 

probability calculated for the vector as a confidence value within the confidence map; 

instructions for comparing peaks in the confidence map for the object type with 

corresponding peaks in confidence maps for other classes, and using a highest peak to 

assign class membership; and, 

instructions for determining localization of the object corresponding to the highest 

peak by determining pixel coordinates of the highest peak. 

46. A computer readable medium including stored instructions adapted for execution 

on a processor, comprising: 

instructions for deriving a plurality of pixel patches from the digital image, each of 

the plurality of pixel patches being mapped to one of the one or more objects, wherein 

each of the plurality of pixel patches is an element of anN-dimensional space; 

instructions for training an ensemble of binary classifiers with a compensatory 
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iterative sample selection technique, using training sets generated with an Error 

Correcting Output Coding technique; 

instructions for calculating for each object, a probability that the pixel patch 

belongs to a particular one of the three or more classes, using the Error Correcting Output 

Coding probability estimation technique; 

instructions for generating a confidence map for each class using the probability 

calculated for the pixel patch as a confidence value within the confidence map; 

instructions for comparing peaks in the confidence map for the class with 

corresponding peaks in confidence maps for other classes, and using a highest peak to 

assign class membership; and, 

instructions for determining localization of the object corresponding to the highest 

peak by determining pixel coordinates of the highest peak. 

47. A computer readable medium including stored instructions adapted for execution 

on a processor, comprising: 

instructions for deriving a plurality of vectors, being mapped to one of the one or 

more objects, wherein each of the plurality of vectors is an element of anN-dimensional 

space; 

instructions for training an ensemble of binary classifiers using training sets 

generated with an Error Correcting Output Coding technique; and, 

instructions for calculating for each object, a probability that the associated vector 

belongs to a particular one of the three or more classes, using the Error Correcting Output 

Coding probability estimation technique; 

instructions for generating a confidence map for each object type using the 

probability calculated for the vector as a confidence value within the confidence map; 

instructions for comparing peaks in the confidence map for the object type with 

corresponding peaks in confidence maps for other classes, and using a highest peak to 

assign class membership; and, 
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instructions for determining localization of the object corresponding to the highest 

peak by determining pixel coordinates of the highest peak. 

48. A computer readable medium including stored instructions adapted for execution 

on a processor, comprising: 

instructions for deriving a plurality of pixel patches from the digital image, each of 

the plurality of pixel patches being mapped to one of the one or more objects, wherein 

each of the plurality of pixel patches is an element of an N-dimensional space; 

instructions for training an ensemble of binary classifiers using training sets 

generated with an Error Correcting Output Coding technique; and, 

instructions for calculating, for each cell, a probability that the pixel patch belongs 

to a particular one of the three or more classes, using the Error Correcting Output Coding 

probability estimation technique; 

instructions for generating a confidence map for each class using the probability 

calculated for the pixel patch as a confidence value within the confidence map; 

instructions for comparing peaks in the confidence map for the class with 

corresponding peaks in confidence maps for other classes, and using a highest peak to 

assign class membership; and, 

instructions for determining localization of the object corresponding to the highest 

peak by determining pixel coordinates of the highest peak. 

49. A computer readable medium including stored instructions adapted for execution 

on a processor, comprising: 

instructions for applying one or more fluorescent markers to a sample containing 

objects to be classified; 

instructions for generating one or more fluorescence images of the sample 

containing objects to be classified; 

generating a transmitted light illumination image of the sample containing objects 
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to be classified; 

instructions for superimposing, for each of the one or more fluorescence images, 

at least a portion of the fluorescence image with a corresponding portion of the 

transmitted light illumination image; and, 

instructions for using information from the one or more fluorescence images to 

identify characteristics of corresponding objects in the transmitted light illumination 

image, thereby producing a transmitted light illumination image having one or more pre

classified objects. 

50. The computer readable medium of claim 49, further including: 

instructions for using information from the transmitted light illumination image 

having one or more pre-classified objects to identify characteristics of corresponding 

elements in one or more subsequently generated fluorescent images. 
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