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Abstract 
UV laser micro-machining of metallic materials has been used in microelectronic and other in

dustries. Knowledge and-data about the process vary with feature size, material, laser wavelength 
and pulse duration. This paper carries out experimental and numerical investigation of micro
machining of copper using a frequency tripled Nd: YAG laser with 50 nanosecond pulse duration. 
An axisymmetric model is developed and allows consideration oflaser beam distribution and its 
coupling with the target material. This is important for the process where the removal extent is in 
the same order of the removal depth. The model uses enthalpy method to track the solid/liquid 
interfuce, Stefan and kinetic boundary conditions are applied at the liquid-vapor interface, and 
property discontinuity across the Knudsen layer is considered. Relevant experimental results are 
also presented and compared with the model predicted results. The range of thermal vaporization 
dominated machining of copper using nanosecond time scale lasers was studied, and optimum la
ser intensity for micro-machining of copper was suggested. 

1. Introduction 
Laser micro-machining is an established method for production of high precision features, es

pecially in the microelectronic industry, such as via formation. The quality and profile of drilled 
holes have drawn increasing attention because of the increasingly reduced level of size and higher 
level of integration. UV lasers have been widely used for this purpose due to their better absorp
tion. Using the Q-Switch techniques, they offer short pulse duration and high peak power, which 
limits heat affected zone and makes the material removal process dominated by ablation. Excimer 
jasers and frequency-tripled Nd: YAG lasers are among the most popular. Although copper is an 
important material in many applications, detailed study on laser machining of copper at micron 
level is not readily available. 

Experimental work were done to investigate the laser ablation processes in order to under
stand the physics of laser material interactions. The process of thin Cu film removal at wave
length of532 nm was studied (Hayashi and Miyamoto, 1995) and the effects of laser intensity on 
ablation mechanism was revealed. Thin film selective multishot ablation at 248 nm was also in
vestigated (Hunger, et a!., 1991 ). A systematic review of experimental results involving UV la
sers can be found in Duley (1996). Many models of!aser drilling have also been developed. Paek 
developed a theoretical model to predict the temperature profile assuming a laser beam of circular 
cross section and uniform intensity (Paek and Gagliano, 1972). Dabby calculated the transient 
temperature and penetrating velocity during the vaporization process (Dabby and Paek, 1972). 
The models more recently developed (Ho, eta!., 1995; Kar and Mazumder, 1994) considered ef
fects of gas dynamics and Knudsen layer discontinuity during the ablation process. These models 
assume 1D heat transfer in target material, recognizing that the machining depth is much smaller 
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than the diameter of the hole, which is reasonable for relatively large holes (a few hundred mi
crons). As a result, however, the effects of beam profiles and cavity profiles are not considered. 
These factors are important when the size of the hole is comparable to the drilling depth. Modest 
developed a transient three-dimensional heat conduction model for material volume being ma
chined (Modest, 1996). However, the model assumes that vaporization occurs in a single step 
without melting. Gas dynamics and discontinuity layer were not taken into account. This is not 
suitable for laser machining of metals on nanosecond time scale. Other models have been devel
oped to study the phenomena of vapor plume and plasma during laser-plasma-solid interactions 
(Aden, eta!., 1992; Singh and Narayan, 1990), some of which were developed with the applica
tion of thin-film deposition via laser ablation in mind. 

The model in this paper concentrates on heat transfer and associated phase changes inside the 
target material, which is of major-concern in machining applications. Stefan and kinetic boundary 
conditions are applied at the liquid-vapor interface, and property discontinuity across the Knudsen 
layer is considered. Heat conduction is calculated using enthalpy method. Most importantly, the 
axisymmetric model allows considerations of laser beam distribution and its coupling with the tar
get material, which is important when the ablation extent is in the same order as the ablation 
depth. The model is capable of simulating the formation of cavity under the irradiation of pulsed 
UV laser beams with laser intensities less than 5x 109 W/cm2

• Relevant experiments were also car
ried out. 

2. Modeling background 
Under the irradiation of a laser beam, target material is first heated from room temperature to 

melting temperature at which point melting takes place. Depending on laser intensity and material 
properties, the molten part of material will be evaporated by additional heating when it reaches the 
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vaporization point and a vapor-filled cavity is formed 
(Fig. 1). A thin, so-called Knudsen layer exists at the 
melt-vapor interface, where the state variables undergo 
discontinuous changes across the layer (Knight, 1979). 
When the incident laser intensity exceeds a certain thresh
old, vaporization leads to plasma formation, which will 
absorb a certain percentage of laser energy. The more the 
intensity goes beyond the threshold, the denser the 
plasma, and the more percentage of absorption. In prac
tice, an assisting gas jet could disperse the plasma plume 
sideward and lower the plasma density. But the plasma 

. . . effects still exist. By introducing a correction coefficient 
Ftg. 1 CalculatiOn domant in the modeling of laser intensity, the plasma effects are 

corrected for. The motion of molten material caused by Marangoni Effect (Bennett, eta!., 1997) 
is neglected. 

The governing equation for energy balance can be written as 
iJh om a ah 1 a ah 
-+--=-(a-)+ --(ra-) 
iJt iJt ax ax r ar ar 

(1) 

where a is heat diffiisivity and pis density, x and rare distances along axial and radial directions 
as shown in Fig. 1. The enthalpy of the material (the total heat content) can be expressed 
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asH = h + &l, i.e., the sum of sensible heat, h = c PT ( cp is the heat capacity, and Tis the tem

perature), and latent heat &/. It either varies with Lm, the latent heat for melting, or is zero. 
The enthalpy formulation allows one to trace the melting boundary as functions of time without 
regeneration of calculation grids (V oiler and Prakash, 1987). 

At the melt-vapor front, the Stefan boundary condition is applied, 
ar ar 

Q+k(8x +r 8r)+p1v;Lv-Pvvv(cPT,+Ev)=O, 

E = RTv +.!.v 2 

v (y-1)Mv 2 v ' 

(2) 

where Q is the laser heat flux which depends on reflectivity Rl, absorptivity f3 and the plasma cor
rection coefficient C. I is the laser intensity which is a function of time, and b is the laser beam 
radius. The subscripts l, v and i denote liquid phase, vapor phase and vapor-liquid interface, re
spectively. The gas energy Ev includes the internal energy and the kinetic energy. k is the heat 
conductivity, v the velocity, R the universal gas constant, ythe specific heat ratio, Lv the latent 
heat of vaporization, and Mv the molecular mass. The velocity, the laser energy flux and the heat 
conduction flux are valued along the normal direction of the cavity profile. The vapor-liquid front 
is determined by tracing the temperature. As long as the temperature at certain grid points reach 
vaporization temperature, the grids which have temperatures larger than vaporization temperature 
are taken out as the gas phase and the calculation starts from the newly determined vapor-liquid 
front. 

A photo diode sensor is used to record the actual temporal distribution of the laser intensity. 
In simulation I(t) takes the interpolated values at the current time. The plasma correction coeffi
cient C is decided as follows. 

C=1 ifi(t}<Ic, 
I -2.4(I -I) 

C = 0.62927-0.5 tanh wong c if Ic :'> I(t) < 1.8 X I wong, 
2.4(/ wong -I c) 

C = 0.7118 if I(t):? 1.8xistmng (3) 
where Ic is the critical plasma generation value and lstrong is the strong plasma generation value. 
For copper at 355 nm, Ic=5x108 W/cm2

, I,,.ong=5x109 W/cm2
, then C = 0.87 at I= I,,.0 ng· 

The reflectivity for UV wavelengths is 

(n-1)2 +k2 
ill= ~ 

(n+1)2 +k2 

where n is the index of refraction and k the extinction coefficient. For pure copper at wavelength 
2 = 0.355~-trn, n= 1.34 and k= 1.93, the absorption coefficient is given by 

f3 = 4nk (5) 
2 

The following analytic relationships (Knight, 1979) are applied to account for the discontinuity 
of Knudsen layer. 
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T, =[ 1+1C(m y-1) 2 _.J;m y-1]
2 

~. 2y+1 2y+1 

Pvi ftli [ 2 1 m' ,1: ( m ] 1 ~~ [ I m' ·1 -= - (m +-)e eljc m)-- +--[1-v1l"me erfc(m), 
Pn T,, 2 .f; 2 T,, 

em' erfc(m)"" 0.34802a- 0.09588a2 + 0. 74786a3
, 

a=11(1+0.47047m),m= v,, 
~2RT,,I Ma, 

(6) 

where subscript vi denotes the values of the vapor adjacent to the Knudsen layer and li the values 
of liquid adjacent to the Knudsen layer. Ma, is the vapor Mach number. and erfc(m) the comple
mentary error function. 

The gas velocity is obtained from mass conservation: 
p1v, = p,(v, +v,), (7) 

where v1 is the velocity of melt-vapor interface and v,isthe vapor velocity. 
The boundary conditions given by Eq. (2) depend on the vapor temperature, which is back re

lated to vapor-liquid interface temperature through Eq. (6). Some thermal properties of copper 
are treated as temperature sensitive. The calculation process is thus iterative between the gas, liq
uid and solid phase until proper convergence is achieved. The properties used in simulation are 
listed in Appendix. 

A control-volume based computation scheme was developed to solve the coupled governing 
equations. The two-dimensional discrete equations are written in the fully implicit form. The co
efficients of variables are linearized between each time step to facilitate the convergence. The 
computational domain is taken large enough ( 5 times of beam radius in both x and r directions) so 
that the temperatures at external boundaries can be considered as room temperature. The convec
tive and radiative heat transfer on the top surface is negligible compared with conduction heat loss 
and thus is not considered. 

3. Experimental setup and beam property analvsis 
. A Q-switched Nd: YAG laser with its fundamental frequency tripled (A,= 355 nm) and 50 
nanosecond pulse duration was used as the UV energy source for experiments. The laser micro
machining system includes UV laser source, polarizer, beam collimator, optical focus systems, 
CCD camera, TV monitor, micrometer table, and control software. Polarizer is used to adjust the 
laser intensity without affecting the stable operation of laser source and beam collimator is used to 
parallel and expand the beam for minimum focused spot size. A photon diode sensor is used to 
monitor the output laser pulses in real time. Copper foils with 99.9% purity and 0.3 mm thickness 
were polished before laser machining. 

The focused laser beam size is required for laser intensity computation. But it is usually diffi
cult to directly measure the focused beam, especially for cases when the focused spot size is be
low 10 microns. Experimental measurements were combined with optical calculations to over
come this difficulty. The spot size out of the collimator, which is several millimeters, was meas
ured. For such dimension and intensity, knife-edge method was readily applied. Three measure
ments at different distances from the collimator were taken to obtain (Zn, Dn), n = 1, 2, 3, where 



Dn is the beam size at location Zn. The laser beams satiszy the following equation (Orazio, 1998 
and Steen, 1994): 

D 2 =D 2 (4M2A.)2 (Zn-Zo)2 I 2 3 
n 0 + 2 'n= ' ' ' 

1! Do 
(8) 

where Do is the beam waist, Zo is the beam waist location, and M2 is the beam quality parameter 
to be determined. Knowing M2

, one can quickly calculate the beam divergence, focused spot size 
and depth of focus (DO F). For the laser used, it was found that M = 1.497, minimum beam size 
Dmin = 4.558 IJ.ID, divergence at large distance B;nftniry= 44.96 ~J.rad, and DOF = ±9.822 ~J.m. 

4. Results and discussions 
The computation domain of simulation is five times of the beam radius in both x direction and 

r direction. Uneven grids are used with denser grids near the center and the top, and the number 
of grids is 120x 120. The laser beam intensity has a Gaussian distribution with lle2 beam radius b 
= 2.25 IJ.ID. The time step is I 0 ns and the temperature field is considered converged when the 
relative error is less than 1 o·5• From the simulation, cavity geometry, temperature distribution and 
melting surface recessing speed are predicted. 
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(d) Temperature contour at I= 6x108 W/cm2 

Fig. 2 Cavity profiles at the end of a 50 ns laser pulse (a) I= 4x107 W/cm2
, (b) I= 8xl07 W/cm2

, 

(c) I= 1.15x108 W/cm2
; and (d) Temperature contour at I= 6x108 W/cm2 (Wavelength A,= 355 

nm, Gaussian beam, beam radius b= 2.25 ~liD, Cu. Vertical lines denote molten layer) 



Fig. 2 a, b and c show the simulation results of the cavity profiles at the end of a 50-ns pulse at 
different levels of beam intensities. The material starts melting at 4x 107 W/cm2 (Fig. 2a). The 
material starts vaporization at 9.8x107 W/cm2 and at 1.15xl08 W/cm2 a cavity on top is visible 
(Fig. 2c). In between pure melting evolves (Fig. 2b). The vertical lines denote the molten layer. 
Fig. 2d shows the temperature contours in the material after 50 ns for the intensity of 6x I 08 

W/cm2
• It is seen that the temperature quickly drops to room temperature about three times of 

beam radius away from the cavity center with larger gradient close to the cavity surface. 
Studying hole features at various laser intensities, it is found that melting is always present for 

metal ablation like copper at pulse duration of 50 ns. Only a very narrow range of iUtensity 
(l.0-!.8x108 W/cm2

) was found to be dominated by vaporization. Outside of this range, molten 
metal motion develops gradually from nearly stationary at low energy levels (I< 3 x 108 W/cm2

) to 
smooth flows at medium energy levels (3x108 W/cm2< I< 8xl08 W/cm2

) and to turbulent flows at 
high energy levels (I> 8 x108 W/cm2

). 

(c) (d) 
Fig. 3 SEM micrographs of laser drilled holes (a) I= 6x108 W/cm\ 10 pulses; (b) I= 6x!08 

W/cm2
, 50 pulses; (c) I= 2.5x109 W/cm2

, 10 pulses; and (d) I= 2.5x109 W/cm2
, 50 pulses 

(Gaussian beam, beam radius b = 2.25 !J.In, pulse duration 50 ns, repetition rate 2KHz, Cu) 

Fig. 3 shows SEM micrographs of typical laser drilled holes. Fig. 3a and 3b are holes drilled at 
I= 6x 108 W/cm2 using 10 pulses and 50 pulses, respectively. Fig. 3c and 3d are holes drilled at I 
= 2.5x 109 W/cm2 using 10 pulses and 50 pulses, respectively. In both cases, samples were elec
tro polished by about 0.15 !J.m for Fig. 3 a & band 0.4 !J.m for Fig. 3 c & d. Holes drilled at 
2.5x1 09 W/cm2 show effects of stronger fluid motion than holes drilled at 6x 108 W/cm2

• There
~t layers of the holes are clearly seen. At 6x108 W/cm2 the heat affected zones (HAZ) of the 



holes are around I micron, while at 2.5x I 09 W/cm2 the heat affected zones expand to more than 
three microns. The surface quality of the holes at 6x108 W/cm2 is slightly better than that at 
2.5xl09 W/cm2

• The diameters ofthe holes changed from 3.3 f.tm at 6x108 W/cm2 to 7.3 f.liD at 
2.5xl09 W/cm2

, while they remain ahnost the same for 10 pulses and 50 pulses at the same energy 
level. Thus choosing the suitable laser energy level is important for reducing drilling diameters 
and this diameter is relatively stable for pulse numbers larger than 1 0. 
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Fig. 4 (a) Drilling depth per pulse; and (b) Drilling efficiency (Wavelength A,= 355 nrn, Gaussian 

beam, beam radius b = 2.25 f.trn, pulse duration 50 ns, Cu) 

Fig. 4a shows the relationship between the depth of hole and laser intensity. Both simulation 
and experiments show that although vaporization starts at I> 0.98x 108 W/cm2

, obvious vaporiza
tion starts at energy levels higher than 2x 108 W/cm2

• Ablation depth per pulse increases with in
tensity, but at higher intensities (/ > 2e9 W/cm2

) the slope levels off. This is primarily due to 
plasma effects and part of the laser energy is absorbed and dissipated by the plasma. For laser in
tensity higher than 5x 108 W/cm2

, plasma effect correction is necessary for the simulation model 
(Equation (3)). It is shown in Fig. 4a that simulation with correction agrees with the experimental 
data better than simulation without correction, especially when laser intensity is higher than 1 x 109 

W/cm2
• Experimental drilling depth per pulse is lower than simulation results. This is likely due 

to the neglect of radiation heat losses. Another reason is that the experimental data is the average 
of multi-pulse drilling depth. The saturation of drilling depth for multi-pulses is shown in Fig. 6. 

Fig. 4b shows how the drilling efficiency varies with laser intensity. Drilling efficiency is de
fined as (Duley, 1996) 

[Lm +Lv +cP(Tv -T0 )]X 

7J = (1- R[)I 
(9) 

where To is the initial temperature, X is the ablation depth per pulse, (1-Rl)I is the absorbed laser 
energy. Peak efficiency of 0.837 is reached at 6.0x 108 W/cm2

• Drilling efficiency is above 50% in 
the range of3.35x108 W/cm2 -1.95x109 W/cm2

• Fig. 6b also shows that drilling efficiency with 
plasma effects correction agrees better with experimental data than those without correction. 
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Fig. 5 shows how diameters ofholes in
crease with laser intensities. Shrinkage in the 
cooling stage causes smaller holes than esti
mated values, so experimental diameters of 
holes are smaller than the simulation results. 
At intensities less than 1 x 109 W/cm2 this 
difference is small and at higher intensities 
the diameters level off: This figure shows 
that below 5x 109 W/cm2 the fluid motion is 
relatively weak for the model to be effective. 
Beyond 5x 109 W/cm2 recoil pressure and 
strong fluid motion effects must be consid
ered to give satisfactory predictions of the 
diameters of holes. 

Fig. 6 shows the relationship between 
drilling depth and number of pulses at three 
energy levels. Depth of hole increases with 
the number of pulses, but after 5 pulses this 
increase deviates from the linear relation. 
The reason is that defocusing oflaser beam 
and changes of cavity shape take effi:ct. So 
real time focus control is necessary for preci
sion deep-hole drilling. Fig. 7 shows the 
AFM analysis of a hole feature. The hole is 
drilled by two laser pulses at 6x 108 W/cm2

• 

o+-T2~--r3~--r.--r--r,~--r.--r--r,~--r.-1 The profile is smooth and shallow, the depth 

Nuniler of pulses is 1. 681 f.tm and the diameter is 4.4 f.tlll. 
Fig. 6 Depth of holes at different energy levels vs. Fig. 8 shows the simulation results of the 
number of pulses (Beam radius 2.25 f.tlll, pulse dura- surface recess velocity distribution along the 
tion 50 ns, repetition rate 2KHz, Cu) radial direction at!= 6xl08 W/cm2

• The 
velocity distribution clearly reflects the effect 

of Gaussian beam intensity distribution. The central velocity increases with time but saturates af
ter 30 ns. It is obvious that the distribution at 10 ns and 20 ns have relatively flat distributions. 
The difference of the velocity distnbution at different times is due to the change of cavity shape 
that alters the absorption oflaser energy in the irradiated area. As time goes on, the central area 
absorbs more energy than the surrounding areas and the cavity becomes deeper and steeper. The 
recess velocities increase with time due to continuous energy accumulation within the pulse dura
tion period, but the profile does not expand proportionally. Since the increase in central area is 
larger than that in other areas, the central area deepens faster than the surrounding area. This ex
plains the tapering phenomena in laser drilling. 

5. Concluding remarks 
Physical aspects ofUV laser micro-machining of copper are discussed. A numerical model to 

simulate the micro-scale cavity formation under a high-intensity, pulsed laser irradiation is pro-

... 



vided. The simulation results ofUV laser machining of copper at nanosecond and micron scales 
are presented and compared with experimental results. Drilling depth and hole diameter for a 
wide range of laser intensities are predicted for 1..=355 nm and 50 ns pulse duration. Results show 
that melting of copper starts at around 6x 107 W/cm2

, vaporization at around 1.06x 108 W/cm2
, 

and obvious vaporization at 2x108 W/cm2
• Fluid flow is relatively weak below 1x109 W/cm2 and 

plasma effects and gas dynamic effects should be considered at high intensities (I> 5x109 W/cm2
). 

Only a very narrow range (1.06x108 to 1.8x108 W/cm2
) of vaporization dominated ablation exists 

for such nanosecond lasers. 
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Fig. 7 AFM analysis of a hole drilled by 2 pulses at 6x108 W/cm2 (Wavelength A,= 355 run, 
Gaussian beam, beam radius b = 2.25 lllTI, Cu) 
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7. Appendix 
Properties of copper used in this paper: 

Density p = 8960 kg/m3
, melting temperature 

Tm = 1083°C, latent heat of melting Lm = 13.0 
kJ/mol at 1 atm, vaporization temperature T, = 

2543°C, and latent heat of vaporization L, = 

302 kJ/mol at 1 atm. Other thermal properties of copper are treated as temperature sensitive and 
are interpolated from tabulated data in order to obtain reasonable calculation results (Grigoriev, et 
a!., 1997). The isotropic specific heat capacity is given by c P (T) = 116.0 * ln(T)- 31.8.27. The 



thermal conductivity for solid copper is 

k(T) = 406.375-0.02241 * T- 3.13091x 10-5 T 2 + 4.521x 10-9 T 3
, and for liquid copper 

k(T) = 27.892 + 0.17392 * T- 6.39142 x 10-5 T 2 + 7.74766x 10-9 T 3
• 
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