RASE: RANDOM SUBSPACE ENSEMBLE CLASSIFICATION
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Introduction

High-dimensional classification and sparsity

We are dealing with the binary classification problem, where x|y = j ~ f v ), 7 =0,1.
and € RP. Suppose we have training data {x;, y; }' ;.
e In the high-dimensional problem, we often have p > n.

e Only a small feature subset S™ with cardinality p® < p contributes to the model,
: d
ie. yle = ylxrgs.
Some examples: sparse linear discriminant analysis (LDA), sparse quadratic discrim-
inant analysis (QDA), ...

Random subspace method
[t was first applied in decision trees 2|, then extended to various models including

LDA, QDA, kNN, .. .. Its main idea is

e randomly generates some feature subsets

e train models within each subset
e merge these learners to get an ensemble learner

However, in high-dimensional problem, most random subspaces are useless!

RaSE Framework
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Fig. 1. A two-layer ensemble framework motivated by [1]

Vanilla RaSE algorithm
e Forby=1,..., DBy
— Independently generate Bo subspaces {55152}52:1, where Sp 3, 18 sampled

from hierarchical uniform distribution

* Sample d ~ Unif({1,...,D})
* Sp,p, < randomly choose d features with equal probability

— Choose the best Sy, . via some criterion T

Spye—T

— Trained classifier C), < training data in Sy,

Spox—T
e Ensemble learner CEE (g) 1 (Bl_ ! Z[ﬁlzl !

(x) > a)

Criterion to evaluate subspaces

e Multiple choices, e.g. AIC, BIC, eBIC, cross-validation error, ...
e A new criterion, ratio information criterion (RIC) [4], is defined as

RIC(S) = —2moKL(fg || f§)) — 2mKL(FG |1 £§) + cn - dea(S)

Iterative RaSE
Assigning sampling weights based on the selected frequency of each feature in the last
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round.

e Features in S™ can be more easily sampled out.
o [t allows us to rank tmportance of features |3, 4.

Theoretical Properties

Notations

e P/P/P: probabilities w.r.t. randomness from samples/subspaces/all sources.
e E/E/E: expectations w.r.t. randomness from samples/subspaces/all sources.
e Var: variance w.r.t. randomness from subspaces.

e Risk of classifier C: R(C) =P(C(x) # y).

¢ 55, =15:|5/<D,SDS5}, SH={S:15|<D,5 25}

Impact of B

The following results hold except for finite values of a:
o [E[R(CRSE)] — R(CRISE)| = O(exp {~CaBy}), where

17 :uTL(w) > «,
CﬁaSE*(m> _ < O7 Nn(m) < q,
Bemoulli(%), un(x) = a,

\

and pp(x) =P (Cgl*(@ = )
o Var[R(CESE)| = O(exp {—CB1})
Consistency of RIC

e (Weak) Under some conditions, P
SeSH, SESY,

e (Strong) With additional conditions, P (RICn(S*) = | Si|n<fD RICn(S)> — 1.

Expected risk upper bound

E sup [R(C;?) - R(CBayes)] + P(Sl* Z S*>
SEST,

E{E[R(CﬁaSE) — R(OBayes)]} <

min(a, 1 — «)

e E sup [R(CY) — R(C Bayes)|: caused by limited samples/noisy features
SEST,

o P(S14 2 9%): caused by inaccurate subspace selection

Benefits of iterative RaSE
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Fig. 2: Iterative RaSE is “fishing” S™ step by step.
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e When p is large (e.g. p > 100), it’s hard to sample a subspace covering the whole S™.
(thinking about 1/ (1g0) ~ 107%). = stringent requirement of By
e But it’s still possible to cover partial S™. ((945) (?)/(1%}) ~ 0.21)

e Under some stepwise detectable conditions, after several iterations, P(S1, 2 S*) — 1
holds with moderate By settings.

A Simulated QDA Example

Model set-up

o x|y =1~ Flr) = N(,LL<T>, Zm),r = 0,1. And p = 200.
o 5 =1{1,2,10,30,50}, where {1,2} contributes to the linear part while {10,30,50} con-
tributes to the quadratic part.

Test error rates

sup RIC,(S*) < inf RIC,(S) | — 1.

Method n=200 n=400 n = 1000

RBSE—LDA 37-262.86 36.081_99 35.671_65

RBSE—QDA 32.192_37 30-572.82 29.051.91

RaSE-kNN 30.92292 27.72241 25.281.75

RaSEl-LDA 35.812_97 33.362_13 32.811_64

RaSE{-QDA 27.18269 25.19197 24.201.44

RaSE{-kNN | 29.44515 27.05230 25.47153

RaSE»>-LDA 36.7724> 33.67179 32.701.49

RaSE2-QDA | 27.12304 24.78105 24.0913g *. the best classifier
RBSEQ-kNN 30.343 48 26.95546 24.761 59 **: the one Wlthln 1 Sd
RP-LDA 44 80184 43.03189 40.2071 75 .
RP-QDA 4315503 40.26003 36.35; 77 —: not applicable
RP-£NN 4413179 42.74171 40.79 19

LDA 49.07,,0 43.13;g3 38.5571 g7

QDA — — 45.191.75

ENN 45.35181 44.45191 43.231.70

sLDA 36.77334 34.05213 33.13155

RAMP 37.53605 33.03204 32.471.80

NSC 41.76429 37.93368 35.41513>

RF 37.40315 31.7423 27.46157

Sig-QDA 2346150 22.75141 22.381.29

Selected percentages of each feature
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