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Abstract

We develop a model of multi-candidate electoral competition in a multi-dimensional policy space with strategic voters. We show that when the distribution of voter ideal points is log-concave, there exist pure-strategy subgame perfect equilibria in weakly undominated strategies in which platforms are located in the minmax set. Analytical and numerical results suggest that the size of the minmax set is relatively “small” under reasonable assumptions.
1. Introduction

Almost all democracies have multi-party systems rather than two-party systems, and almost all democracies for which there are good data appear to have a multi-dimensional policy space. Yet, the formal theory literature offers relatively little to help us understand these systems.

In this paper we consider a standard game of multi-dimensional spatial electoral competition with three or more parties. We show that, under rather general conditions, pure-strategy, subgame-perfect Nash equilibria exist. If the minmax set is open, then we can always find equilibria where all parties locate inside the minmax set. We also begin to explore the limits on the set of equilibria. A key idea is that parties that are ranked last by too many voters cannot win in equilibrium.

We have not found these results previously in the literature. One reason they may have been overlooked is that most formal work on multi-party electoral politics has adopted the assumption of “sincere,” or “naive,” voting. And, given sincere voting, pure-strategy Nash equilibria in the multi-party spatial location game rarely exist, even in a one-dimensional setting.\(^1\)

Almost all of the classic papers on multi-party spatial competition assume sincere voting, and most of the more recent papers do as well – e.g., Prescott and Visscher (1977), Palfrey (1984), Greenberg and Weber (1985), Cox (1985, 1987, 1989, 1990a, 1990b), Breyer (1987), Greenberg and Shepsle (1987), Shepsle and Cohen (1990), Weber (1992), Myerson (1993), and Osborne and Slivinski (1996). All of the papers on multi-party competition under probabilistic voting also assume sincere voting.\(^2\) Also, the papers that assume some form of

---

\(^1\)Cox summarizes the situation with the following conjecture: “Multicandidate equilibria are just as rare in one dimension as two-candidate equilibria in many dimensions” (Cox, 1990a, p. 183; original in italics).

\(^2\)See, e.g., Wittman (1987), de Palma, Hong, and Thissen (1990), Anderson, Kats, and Thissen (1992), Schofield, Sened and Nixon (1998), Adams (1999a, 1999b), Lin, Enelow, Dorussen, (1999), Schofield (2004), and McKelvey and Patty (2006). This line of work strikes us as quite promising. But many (most?) theorists dislike the idea of relying on a probabilistic voting framework as the starting point for a general theory – even those who think a probabilistic voting framework is more “realistic” than a deterministic one. Also, the Nash equilibria of these models are complicated, and the characterization of equilibria is typically based on computational work of specific cases. As a result, they convey relatively little intuition.
strategic voting also assume a one-dimensional policy space.\footnote{See, e.g., Austen-Smith and Banks (1988), Feddersen, Sened and Wright (1990), Feddersen (1992), Cox (1994), and Cox and Shugart (1996). See also Austen-Smith (1996) for a model of multi-district legislative elections with strategic voting. Much of the literature on legislative behavior assumes highly strategic voting, including Miller (1980), Banks (1985), Austen-Smith (1987), and Ordeshook and Palfrey (1988). Also, the most recent literature on voting-as-information-aggregation (Condorcet jury theorem) also assumes highly strategic voting – see, e.g., Austen-Smith and Banks (1996), and Feddersen and Pesendorfer (1996, 1998, 1999). These papers do not model electoral politics, however.}

Rather than assume sincere voting, we allow for strategic voting. In fact, we make a very weak assumption about voting strategies, which is that they are weakly undominated. This is what makes the existence of an equilibrium a relatively simple problem. There are a variety of different voting equilibria, and parties can have “conservative” beliefs – “we are doing okay where we are, and voters might turn against us if we change our positions” – that are consistent with rational voter behavior. The drawback is that the set of equilibria is large – too large, perhaps, to be very useful. The problem, then, is to limit the set of equilibria in some reasonable way. We establish one result on this, but it is only a start.\footnote{For a more general discussion of multi-candidate, multidimensional electoral competition with strategic voting, see Patty (2006). His work focuses primarily on conditions for equilibrium existence (which turn out to be quite weak), while we are interested primarily in characterizing a plausible set of winning election platforms.}

A potentially promising alternative is to adopt a strategic voting model is in the spirit of Myerson and Weber (1993). This places more restrictions on what voters are allowed to believe and do, and may reduce the set of equilibria.\footnote{A different strategic voting logic, developed in Feddersen, Sened and Wright (1990) and used in Feddersen (1992) and Besley and Coate (1997), makes it less likely that a multi-party equilibrium exists, even under strategic voting. The logic is as follows. Suppose the number of voters is finite. Suppose two or more parties are “winning” – i.e., tied for first place in the election. Then, each voter is pivotal. So, each voter must prefer the lottery over the positions of the set of winning parties to the individual position of each of the winning parties for which the voter did not vote. Otherwise, the voter could change her voting strategy and increase her payoff. This implies, among other things, that each voter must be voting for her top choice among the set of winning parties. Since this logic relies on exact ties, we hesitate to apply it to elections involving thousands or millions of voters. Palfrey (1989) explores another strategic voting logic.}

2. Model and Results

2.1 The Game

Assume the policy space is \( X \subset \mathbb{R}^n \), where \( X \) is convex. Assume there is a continuum
of voters. Each voter has Euclidean preferences over \( X \) with an ideal point \( z \in X \). The distribution of voter ideal points is given by a log-concave density \( f \). Note that many probability distributions are log-concave, including the uniform, normal, exponential, and many elements of the Beta and Gamma families.

There are \( I \geq 3 \) political parties. Parties care only about winning votes or offices. Let a voting outcome be a vector \( \mathbf{v} = (v_1, \ldots, v_I) \) such that \( \sum_i v_i = 1 \). Thus, \( v_i \) is the share of votes received by party \( i \). Thus, each party \( i \) receives a payoff of \( u(\mathbf{v}) \), where \( \partial u / \partial v_i \geq 0 \) for all \( \mathbf{v} \), and \( \partial u / \partial v_i > 0 \) for some \( \mathbf{v} \).

The sequence of play is as follows. First, each party \( i \) takes a position \( x_i \in X \) simultaneously. Let \( \mathbf{x} = (x_1, \ldots, x_I) \) denote a vector of party positions. Second, all voters vote simultaneously for one of the candidates. We denote voter \( z \)'s strategy by \( e_z : X^I \to I \), where \( e_z \) is a measurable function of \( \mathbf{x} \). Finally, the election winner is determined by plurality rule, and the elected politician implements her ideal policy. We assume that election ties are broken fairly.

Voters vote strategically. Since there is a continuum of voters, however, no voter is ever pivotal. Thus, to restrict the possible voting equilibria in a natural way, we assume that all voters use weakly undominated strategies. An equilibrium is then a pure-strategy, subgame-perfect Nash equilibrium in weakly undominated strategies.

While many equilibria exist to this game, we focus on equilibria satisfying two criteria. The first is symmetry, which requires that all parties receive the same \((1/I)\) proportion of votes.

The second requirement is that some parties choose positions inside the minmax set (Kramer, 1977). This set is defined as follows. For each pair of policies \( x \) and \( y \) with \( x \neq y \), let \( n(x, y) \) be the fraction of voters who strictly prefer \( y \) to \( x \). Let \( \bar{n}(x) = \sup_y n(x, y) \) be the “vulnerability level” of \( x \). And, let \( m^* = \inf_x \bar{n}(x) \). This is the minmax number – the minimum vulnerability level. Finally, let \( M^* = \{x|\bar{n}(x) = m^*\} \). This is the minmax set – the set of policies with vulnerability level equal to the minmax number.

Note that since the distribution of voter ideal points has a log-concave density \( f \), for any
pair of policies $x$ and $y$ with $x \neq y$, the share of voters who are indifferent between $x$ and $y$ is zero. Thus, the fraction of voters who strictly prefer $x$ to $y$ is $n(y, x) = 1 - n(x, y)$.

Caplin and Nalebuff (1991a) show that, given a convex set of alternatives $X$ and a log-concave distribution of voter ideal points, the minmax number is bounded from above by $1 - 1/e \approx 0.632$. In the simplest case, where $X$ is unidimensional, $M^*$ is simply the median voter and $m^* = 1/2$. Their result allows us to derive the following propositions.

2.2 The Minmax Set and Winning Platforms

Let $b_i(x)$ be the number of voters who rank party $i$ last given $x$. The first result is that if the minmax set contains at least $I$ points, then there exists a symmetric equilibrium in which all platforms are located inside.

**Proposition 1.** Suppose $|M^*| \geq I$. Let $x$ be any vector of party positions such that $x_i \in M^*$ for all $i$, and $x_i \neq x_j$ for all $i$ and $j$. Then there exists an equilibrium in which $v_i = 1/I$ for all $i$.

**Proof.** Evidently, for each party $i$, $b_i(x) \leq \tilde{n}(x_i) = m^* \leq 0.64$. This means, in particular, that $\tilde{n}(x_i) = m^* \leq 2/3$. Thus, the fraction of voters that do not rank party $i$ last is $1 - b_i(x) \geq 1/3$. Thus, we can always construct a voting equilibrium with $v_i = 1/I$ for all $i$.

Consider voting strategies satisfying the following: (1) no voter votes for their least favorite party; (2) if the parties adopt the positions specified by $x$, then voters divide their votes so $v_i = 1/I \leq 1/3$ for all $i$; (3) if any party $i$ deviates, then all voters who would have voted for it under $x$ vote for one of the other parties that they do not rank last, so $v_i = 0$.

To show the existence of an allocation of votes satisfying (1) and (2), we construct a voting partition of $X$ iteratively. Pick any partition $\{X_i\}_{j=1}^I$ of $X$ such that $e_z = i$ for all $z \in X_i$ and $v_i = 1/I$ for each $i$. Consider each $X_j$ ($j = 1, \ldots, I$) in order. For each $j$, let $\mu_{-j}$

---

Their Theorem 1 states that with a $\rho$-concave distribution of ideal points, the mean point of the density $f$ has a vulnerability level of $1 - \left[\frac{n+1/\rho}{n+1/\rho+1}\right]^{n+1/\rho}$, where $n$ is the dimensionality of $X$. This expression is monotonically increasing in $n$, less than .64, and has a limit as $\rho \to 0$ (i.e., log-concavity) of $1 - 1/e$. However, the mean point is not necessarily in the minmax set.

For an overview of other applications of these developments, see Caplin and Nalebuff (1991b).
be the measure of voters in \( X_j \) who rank party \( j \) last. If \( \mu_{-j} = 0 \), then iteration \( j \) is finished. Otherwise, the minmax set and log-concavity imply the existence of a measure of at least

\[
\overline{\mu}_{-j} = (I - 1)/I - .64 + \mu_{-j}
\]

voters not voting for party \( j \) who do not rank party \( j \) last. Since \( I \geq 3 \), \( \overline{\mu}_{-j} > \mu_{-j} \). Now for the set of voters in \( X_j \) ranking party \( j \) last, we can find a set of measure \( \mu_{-j} \) of voters not voting for party \( j \) who do not rank party \( j \) last. Finally, exchange the votes of these two sets. Thus no voters in \( X_j \) choose their lowest-ranked candidate and no voters who switch votes to party \( j \) rank it last, while the voting outcome remains \( v_i = 1/I \) for each \( i \).

Thus each voter is choosing a weakly undominated strategy, and no party wants to deviate, so we have a subgame perfect equilibrium in weakly undominated strategies. Q.E.D.

The intuition of Proposition 1 is that since \( m^* < 2/3 \), then at least \( 1/3 > 1/I \) voters do not rank each candidate last. This makes it possible for \( 1/I \) voters not to choose a weakly dominated strategy in voting for each candidate.\(^8\)

There are subgame perfect equilibria in which some parties adopt the same positions in \( M^* \), but not all of these parties can win in such equilibria. Thus, equilibria featuring policy convergence are not necessarily symmetric. As an example, suppose that \( I = 3 \) and \( x_1^* = x_2^* \). Then all voters who prefer \( x_3^* \) to \( x_2^* \) must vote for party 3. This is true for at least 36% of voters, so party 3 wins with certainty if parties 1 and 2 split the remaining 64% evenly. Note, however, that this argument does not hold when there are at least three distinct platforms.

There can also be subgame perfect equilibria where some parties locate “far away” from the minmax set, but such parties cannot win in a plurality-rule contest. In particular, if party \( i \) is ranked last by at least \( (I - 1)/I \) of the voters, then it cannot come in first.

One issue with Proposition 1 is that the number of parties may exceed the size of the minmax set. This will be true when \( n = 1 \) (in which case the minmax set is simply the median voter), and in some cases for higher dimensions as well.\(^9\) Caplin and Nalebuff (1988)

---

\(^8\)The result can be also be stated more generally in terms of the minmax number, rather than the minmax set.

\(^9\)Kramer (1977) argues that the size of the minmax set is increasing in the level of social agreement, and so more uniform distributions of voter ideal points will tend to have smaller minmax sets.
show that if \( f \) is uniform and \( X \) is a triangle, then the minmax set is the triangle’s center of gravity. For such cases, as well as others in which the minmax set is not open, it is still possible to show the existence of a symmetric equilibrium in which some platforms are in the minmax set.

**Proposition 2.** There exists an equilibrium in which \( x_i \in M^* \) for some \( i, x_i \neq x_j \) for \( i \neq j \), and \( v_i = 1/I \) for all \( i \).

**Proof.** Without loss of generality, suppose that \( x_1^* \in M^* \). We construct a vector of \( I \) platforms \( x \) such that \( b_i < 1 - 1/I \) for each platform \( x_i \). Since \( m^* < .64 \), this holds trivially for \( x_1 \). Observe that for any platform \( z \), there exists another platform \( y \) such that \( n(z, y) > 0.36 \). Let \( z = x_1 \) and choose any such \( y \) as \( x_2 \). Repeat this operation for \( i > 2 \) by substituting \( x_{i-1} \) for \( z \) and setting \( x_i = y \), where \( x_i \neq x_j \) for all \( j < i \). To ensure that distinct platforms can be chosen, note that because \( f \) is continuous and preferences are Euclidean, for any \( y' \) and \( z \) and \( \lambda \in (0, 1) \), \( n(z, \lambda z + (1 - \lambda)y') \) is strictly increasing in \( \lambda \). Thus there are an infinite number of points \((\{y'\})\) satisfying the desired criteria for \( y \).

As constructed, at least .36 of citizens prefer each \( x_i \) to some \( x_j \) (\( j \neq i \)). Thus, \( b_i(x) < 1 - 1/I \) for \( I \geq 3 \). We may therefore apply the argument from Proposition 1, establishing the result. Q.E.D.

This result uses the continuity of \( f \), which ensures that for any platform \( z \) there exists a nearby platform \( y \) that many voters will prefer to \( z \). Since \( m^* \geq 1/2 \) for all \( n \), it is always possible to find \( y \) such that \( n(z, y) \) is near \( 1/2 \). As a result, \( y \) will not be the least-preferred choice of enough voters, which makes the construction of a symmetric equilibrium possible.

2.3 A Partial Characterization of the Minmax Set

For many distributions, the minmax set is difficult to characterize analytically. However, we may exploit a relationship between the minmax set and Pareto sets to derive an analytical bound of the minmax set. To see this, denote by \( B_z(p) \) the ball centered around \( z \) containing proportion \( p \) of voter ideal points. The next result shows that the minmax set must be
contained within the intersection of all $B_z(m^*)$.

**Proposition 3.** $M^* \subseteq \bigcap_{z \in X} B_z(m^*)$.

**Proof.** Let $P(m^*)$ be any Pareto set that contains at least proportion $m^*$ of voter ideal points. Since preferences are Euclidean and $f$ is continuous and log-concave, for any $x \notin P(m^*)$, there exists some $x' \in P(m^*)$ such that $n(x, x') > m^* + \epsilon$ for some $\epsilon > 0$. Thus, $M^* \subseteq P(m^*)$. Since any $B_z(m^*)$ is a Pareto set, $M^*$ must belong to all such balls. Q.E.D.

With a log-concave distribution of ideal points, $M^*$ is then a subset of all balls $B(2/3)$, since $M^*$ lies in the intersection of all Pareto sets with more than $m^*$ voters in them, and $m^* < 2/3$. Thus, for equilibria of the type identified in Propositions 1 and 2, one can derive an “outer bound” on platform locations simply by constructing the intersection of balls with probability mass $2/3$.

3. Examples

3.1 Numerical Examples

The following numerical example illustrates the preceding construction. The program, written in R, first draws a random sample of $N$ points from a multivariate normal distribution. The distribution is centered at 0 and has uniform variance and no covariance. It then estimates the boundary of the intersection of the two-thirds balls, and categorizes points as inside or outside this boundary.

The categorization algorithm works as follows. Along each dimension in a given sample, points are sorted from lowest to highest. The distances between 0 and the points at which two-thirds of the points have lower and higher values provide two estimates of the bounds of $\bigcap_{z \in X} B_z(m^*)$. This is based on the fact that a ball centered sufficiently far from 0 along this dimension has an arc approximated by an orthogonal hyperplane intersecting either of the aforementioned points. Each point with a rank order higher than one third of the points along

---

10 Code available upon request.
this dimension is therefore within the ball $B_z(2/3)$, where the element of $z$ in this dimension is $\infty$; likewise, each point with a rank lower than two thirds of the points along this dimension is within $B_z(2/3)$, where the element of $z$ in this dimension is $-\infty$. Note that these two-thirds boundaries provide the smallest estimate of the theoretical radius of $\cap_{z \in X} B_z(2/3)$ along this dimension, as they are the limiting case for all circles. Due to radial symmetry, finding the value in one dimension provides an estimate of the radius in all directions, but estimating in more than one direction provides greater accuracy. The estimated radius is calculated by averaging across both estimates from all dimensions. Distances from 0 can be easily calculated for each point, and all points further than the radius are classified as outside $\cap_{z \in X} B_z(2/3)$.

Table 1 summarizes the results from 150 trials. The program was run 10 times for each combination of dimensions (1, . . . , 5) and variance (1, 2, 3). Each trial drew $N = 10,000$ points, except for the five-dimension trials, which drew $N = 100,000$ for greater accuracy. As intuition suggests, the proportion of points within all $B_z(2/3)$ is about one third for the unidimensional case. Note that for each dimension, the proportion within the ball is invariant with respect to variance, and that for each variance level, the proportion within the ball is invariant with respect to dimension. The table clearly shows that the proportion of points in the intersection falls dramatically as the number of dimensions increases. Even with three dimensions, only about 2% of the points are located within our estimated upper bound of the minmax set.

[Table 1 here]

The following figure plots the results of one of the trials for the two dimensional case.

[Figure 1 here]

One possible objection to this example is that the symmetry of the normal distribution implies the satisfaction of the Plott (1967) conditions, which are sufficient for the existence of a majority rule core. We therefore modified the simulation slightly to accommodate
multivariate Type I extreme value distributions. As the next figure illustrates, the results remain similar to those of the normal case.

[Figure 2 here]

3.2 An Analytical Example

In some cases, the bounds on the minmax set suggested by Proposition 3 can be derived analytically. Suppose that $X \equiv \{x \mid -1 \leq x_1 \leq 1, 0 \leq x_2 \leq \sqrt{1-x_1^2}\}$ is a unit half-circle, and $f(z) = 2/\pi$ is uniform over $z$. Using the same argument as in the proof of Proposition 3, it is straightforward to derive some Pareto sets which bound the minmax set.

Consider the following four Pareto sets; $P_1 \equiv \{x \in X \mid x_1 \leq k_1\}$, $P_2 \equiv \{x \in X \mid x_1 \geq k_2\}$, $P_3 \equiv \{x \in X \mid x_2 \leq k_3\}$, and $P_4 \equiv \{x \in X \mid x_2 \geq k_4\}$. We are therefore interested in finding $k_i$ such that each $P_i$ has probability mass $2/3$. The integral of the boundary of $X$ is $[\sqrt{1-x^2} + \sin^{-1} x]/2 + c$. From this, it is easily seen that $k_1 \approx 0.265$ and $k_3 \approx 0.553$. By symmetry, $k_1 = -k_2 = k_4$. Taking the intersection of these sets yields a rectangular superset of the minmax set with an area of 0.153, or about 9.7% of the probability mass of the ideal points under $f$.

4. An Extension: The Centrality of Platforms

Our results suggest that the minmax set deserves some attention as a “solution set” for multi-dimensional electoral competition. The main intuition behind our results has been the importance of not being the lowest-ranked candidate by at least $1/I$ of the voters. Here we push that logic a step further, and derive a more general result on the centrality of equilibrium platform locations.

As before, let $B_z(p)$ be a ball centered at $z$ containing proportion $p$ of the ideal points, and let $r(p)$ be its radius. Let $B_z^3(p)$ be the ball centered at $z$ with radius $3r(p)$. The next result uses weak dominance (but not the minmax set) to establish that in a symmetric equilibrium, if all platforms but one are centrally located in the sense of being located within some $B_z(p)$, then none can be outside of $B_z^3(p)$.
Proposition 4. Let $p > (I - 1)/I$. For any symmetric equilibrium and $B_z(p)$, if $|\{x_i \mid x_i \in B_z(p)\}| = (I - 1)/I$, then $x_i \in B^3_z(p)$ for all $i$.

Proof. Let the equilibrium platform be $x$. Suppose to the contrary (and without loss of generality) that $x_1, \ldots, x_{I-1} \in B_z(p)$ and $x_I \notin B^3_z(p)$. Clearly, all voters in $B_z(p)$ rank party $I$ last. It follows that $b_I(x) > (I-1)/I$, or equivalently that less than $1/I$ do not rank party $I$ last. But for party $I$ to win under weakly undominated strategies, at least $1/I$ of the voters must not rank it last: contradiction. Q.E.D.

To see the intuition for Proposition 4, let $I = 3$ and suppose that parties 1 and 2 both locate inside $B_z(2/3)$ and party 3 locates outside $B^3_z(2/3)$. Then all voters in $B_z(2/3)$ must rank party 3 lowest, which implies that less than one third of voters do not rank party 3 lowest. Thus, party 3 cannot win without some voters using weakly dominated strategies, and no symmetric equilibrium exists.

This result applies to all values of $p$ and any ball center $z$, and therefore restricts the extent to which platforms may be dispersed across $X$. Taking $p = 2/3$ allows us to connect the result with those of the minmax set. If $I - 1$ platforms are located in the minmax set, then by Proposition 3 they are also located within $\cap_{z \in X} B_z(2/3)$. In a symmetric equilibrium, the remaining platform is therefore located within $\cap_{z \in X} B^3_z(2/3)$.

Note finally that since Proposition 4 bounds the locations of possible election winners, it also has implications for games of electoral competition with endogenous and costly entry. Consider a citizen-candidate model with strategic voters. Given the presence of at least two “centrist” citizen-candidates, no sufficiently extreme citizen can enter and expect to win with positive probability. Thus the result provides some modest limits the set of candidates that can be expected in citizen-candidate competition.

5. Discussion

We have developed a model of multi-party elections in a multi-dimensional policy space. While this scenario describes electoral competition in many countries, there are relatively few
results that characterize the equilibria of such games. In our game, voters are strategic and play subgame-perfect Nash equilibrium strategies. We show that the minmax set can provide considerable guidance in predicting the location of party platforms. Additionally, these locations can be shown to be relatively small subsets of the policy space under reasonable conditions.

A useful direction for future work will be to impose restrictions on voting behavior that may further restrict the set of plausible platform locations. One natural alternative is to examine the role of voter beliefs. A simpler one may be to explore different voter coordination strategies. For example, voters may coordinate on a candidate if she is preferred by a majority over all other candidates. In this case, there must be one platform in every $B^3_z(1/2)$ ball, as a party could “defect” to a location within $B_z(1/2)$ and attract majority support. Under either approach, it may be possible to explore the intuition that in multi-party competition, losing (extremist) parties can play a role in constraining winning (centrist) parties.
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Table 1
Approximate Bounds of Minmax Set

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>$N$</th>
<th>Variance</th>
<th>Mean Radius of $\cap_{z \in \mathcal{X}} B_z(2/3)$</th>
<th>Mean Proportion in $\cap_{z \in \mathcal{X}} B_z(2/3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10,000</td>
<td>1</td>
<td>0.4367</td>
<td>0.3334</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.6078</td>
<td>0.3334</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>0.7478</td>
<td>0.3329</td>
</tr>
<tr>
<td>2</td>
<td>10,000</td>
<td>1</td>
<td>0.4310</td>
<td>0.0886</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.6077</td>
<td>0.0887</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>0.7463</td>
<td>0.0888</td>
</tr>
<tr>
<td>3</td>
<td>10,000</td>
<td>1</td>
<td>0.4300</td>
<td>0.0202</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.6087</td>
<td>0.0208</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>0.7451</td>
<td>0.0206</td>
</tr>
<tr>
<td>4</td>
<td>10,000</td>
<td>1</td>
<td>0.4288</td>
<td>0.0038</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.6123</td>
<td>0.0044</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>0.7477</td>
<td>0.0040</td>
</tr>
<tr>
<td>5</td>
<td>100,000</td>
<td>1</td>
<td>0.4308</td>
<td>0.0007</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.6094</td>
<td>0.0008</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>0.7461</td>
<td>0.0007</td>
</tr>
</tbody>
</table>

* averaged over ten trials per dimension/variance set.
Figure 1: *Approximate upper bound on the minmax set.* Bivariate Normal distribution with variance 2 and zero covariance; $N = 10,000$. The central white area is the approximate intersection of all balls with mass of $2/3$. It has a radius of 0.61 and contains 9% of the ideal points.
Figure 2: *Approximate upper bound on the minmax set.* Bivariate Type I extreme value distribution with $\alpha = 0.6$; $N = 10,000$. The central white area is the approximate intersection of all balls with mass of $2/3$. It has a radius of 0.49 and contains 10.9% of the ideal points.