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A new molecular dynamics model in which the point charges on atomic sites are allowed to fluctuate 
in response to the environment is developed and applied to water. The idea for treating charges as 
variables is based on the concept of electronegativity equalization according to which: (a) the 
electronegativity of an atomic site is dependent on the atom’s type and charge and is perturbed by 
the electrostatic potential it experiences from its neighbors and (b) charge is transferred between 
atomic sites in such a way that electronegativities are equalized. The charges are treated as 
dynamical variables using an extended Lagrangian method in which the charges are given a 
fictitious mass, velocities, and kinetic energy and then propagated according to Newtonian 
mechanics along with the atomic degrees of freedom. Models for water with fluctuating charges are 
developed using the geometries of two common fixed-charge water potentials: the simple point 
charge (SPC) and the four-point transferable intermolecular potential (TIP4P). Both fluctuating 
charge models give accurate predictions for gas-phase and liquid state properties, including radial 
distribution functions, the dielectric constant, and the diffusion constant. The method does not 
introduce any new intermolecular interactions beyond those already present in the fixed charge 
models and increases the computer time by only a factor of 1.1, making this method tractable for 
large systems. 

I. INTRODUCTION 

In simple molecular force fields, the intramolecular elec- 
tronic structure is often modeled by point charges fixed on 
well-defined sites in the molecular frame. The charges are 
constant and thus cannot change in response to changing 
electrostatic fields which arise from mqvement of the atoms 
during the simulation. In reality, molecular electronic struc- 
ture can be strongly influenced by the molecular environ- 
ment. For example, the total dipole moment of water changes 
from 1.85 D in the gas phase to approximately 2.5 D in the 
liquid phase. Thus the charges used in simulations based on 
fixed charge force fields must reflect average or mean field 
charge values for the particular phase and are not transfer- 
able to different thermodynamic states or to different media. 
In addition, the self-energy involved in the change in charge 
accompanying the transition from gas phase to liquid phase 
is commonly neglected in most force field parametrizations. 
This “missing term” in fixed charge pair potentials can be 
significant (2 to 5 kcal/mol for water).’ Charge induction 
effects are not pairwise additive and improved models must 
go beyond pair potentials. The purpose of this paper is to 
present a new simulation method in which the charges are 
responsive to environmental changes. 

The approach taken here combines the electronegativity 
equalization (EE) method for determining atomic charges 
and the extended Lagrangian method for treating fictitious 
degrees of freedom as dynamical variables. The calculation 
of atomic electronegativities using density functional theory, 
basis set methods, or empirical data and the use of this in- 
formation to estimate charges for large molecules has a long 
history.2-7 The electronegativity of an atomic site is depen- 
dent on its charge and the electronegativities of the neighbor- 
ing atoms. Parr has shown that the Mulliken electronegativ- 
ity (xi) of an isolated atom i is the negative of the chemical 

potential (pi) of the electron gas surrounding its nucleus 

dE dE 
/Li=z =-Xi=-e aQi, (1.1) 

where E is the ground state energy, N is the number of elec- 
trons in the atom (treated as a continuous variable), Q is the 
charge on the atom, and e is the elementary charge. Use has 
been made of the fact that Q is related to N by Q = - e(N 
- Z), where Z is the atomic number of the atom. In a many- 
atom system, the electron gas will equilibrate with the in- 
stantaneous positions of the nuclei in such a way that the 
electrochemical potential of the electron gas will be equal at 
all atomic sites. In this picture, electrons will then move 
among atoms from regions of low electronegativity (or high 
electrochemical potential) to regions of high electronegativ- 
ity (low electrochemical potential). For the ground state elec- 
tronic configuration, the electrochemical potentials are equal. 
The approach we take is to treat charges on the molecular 
sites as dynamical variables by introducing fictitious kinetic 
energy terms and self-energy terms for these charges into the 
Lagrangian for the system along with Lagrange constraints 
representing various conditions of electroneutrality. In this 
extended Lagrangian approach,s-l’ the charges are propa- 
gated according to Newtonian mechanics in a similar way to 
the atomic degrees of freedom. Although the fluctuating 
charge model provides a convenient starting point for the 
discussion of complex solutes like n-methylacetamide and 
proteins, we focus here on its application to the simulation of 
neat water. 

Liquid water was chosen for the first application of this 
fluctuating charge (or flue-q) model because charge polariza- 
tion effects should be important for water. Simple water 
models, such as the simple point charge (SPC)12 or the four- 
point transferable intermolecular potential (TIP4P),13 with a 
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Lennard-Jones interaction between oxygen atoms and three 
charge sites with fixed liquid state charges, can give accurate 
predictions for many equilibrium properties of liquid water, 
including the energy and radial distribution functions. Due to 
their simplicity and relative accuracy, these are perhaps the 
two most widely used water potentials. However, the trans- 
lational and rotational time scales of these models are too 
fast, although the SPC/E’ reparametrization gives improved 
relaxation times. More importantly, these models are unable 
to deal accurately with heterogeneous environments. Simu- 
lations of sodium octanoate micelles in SPC water predict 
too much penetration of water molecules into the micelle’4~15 
in contrast to experiments.16 The purpose of this paper is to 
add fluctuating charges to the SPC and TIP4P potentials and 
to thus devise a model which has improved static and dy- 
namical properties relative to the fixed charge models and 
which is easily extended to more complex solutions. 

Electrical induction can also be described to lowest order 
using fixed gas phase charges and point polarizabilities. 
Many dipole polarization models have been used to simulate 
liquid water.‘7-25 The flue-q model presented here is an al- 
ternative which differs from the dipole polarizable models in 
two respects. First, the flue-q models have polarizabilities to 
all orders in the charge moments and not only dipolar polar- 
izability. In addition, the dipole polarizability models intro- 
duce a new interaction (the l/r3 dipole-dipole interaction) 
and in order to solve for the induced dipole moments, either 
the induced dipole equations are solved iteratively, by matrix 
inversion, or the polarizations are treated in an extended La- 
grangian framework. The iterative solution method increases 
the cost by a factor of 2 (Ref. 23) and the extended Lagrang- 
ian methods by a factor of 2 (Ref. 26) to 4.20 The flue-q 
method introduces no new intermolecular interactions be- 
yond the fixed-charge models and increases the CPU time by 
a factor of only 1.1. Of course the dipole polarizability 
model can also be cast in terms of Drude dispersion oscilla- 
tors, a system that also lends itself to treatment by the ex- 
tended Lagrangian method. 

This paper is organized as follows: Section II describes 
the flue-q method and the form of the water-water interac- 
tions. Section III describes our implementation of molecular 
dynamics. Section IV describes the results of these models 
and Sec. V summarizes the conclusions. 

II. DYNAMICAL FLUCTUATING CHARGE MODELS 

The central idea for treating charges as dynamical vari- 
ables is based on the electronegativities of atomic sites. Parr 
has shown, using the Kohn-Sham theory, that in an atom, 
the atomic electrons, regarded as an electron gas, have a 
chemical potential which is the negative of the Mulliken 
electronegativity.2 In a many-atom system, the full electron 
gas will distribute itself so that its electrochemical potential 
takes the same value at every nuclear site. This principle of 
electronegativity equalization (EE) was first proposed by 
Sanderson. If a given site moves so that it feels a different 
electrostatic potential, it will take on a different charge. In 
this way, the charges on molecular sites will respond to the 
environment. 
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In the isolated atom, the energy of creating a partial 
charge QA can be expanded to second order as 

E(QA,=EA(O)+X::QA+~J~,Q:, (2.1) 

where 2 and JiA are parameters dependent on the atom 
type. Values of ii and JzA can be calculated using basis set, 
density functional theory methods or empirical data. ;ii is the 
Mulliken electronegativity (per electronic charge e) and J,!& 
is twice the hardness of the electronegativity of the isolated 
atom. The energy of a system of Nmolec molecules each with 
N atom atoms is 

uiI(Q),(r)l=N~ NF [ E,(O)+iiQia+k JtaQb] 
i=l a=1 

+ C Jap(ria~p)QiaQj~ 
ia<jp 

+ C V(ri,jp>, 
ia<jp 

(2.2) 

where E,(O) is the ground state energy of atom a, rirrjp is 
the distance, Jop(riajp) is the Coulomb interaction, and 
V(ri,ip) is any additional non-Coulombic interaction be- 
tween ia and jp. The electronegativity per unit charge of 
atom A is given by 

(2.3) 

The charges, by the EE principle, are then those for which 
the electronegativities are equal. This is equivalent to mini- 
mizing the energy, subject to a charge neutrality constraint. 
Since the potential is quadratic in the charges, the minirniza- 
tion will lead to a set of coupled linear equations for the 
charge. 

The charges are not independent variables since there is 
a charge conservation constraint. For uncharged molecular 
systems, the constraint can be of two types: 

(1) The entire system is constrained to be neutral, so indi- 
vidual molecules can carry a nonzero charge because 
there can be intermolecular charge transfer 

N Natom molec 
2 2 Q,,=O. (2.4a) 
i=l CY=l 

Each molecule is constrained to be neutral, so there is no 
intermolecular charge transfer. Thus for all i 

N atOm 
C Qia=O* 
a=1 

(2.4b) 

With intermolecular charge transfer, the chemical potentials 
of all the atoms of the system will be equal. Without charge 
transfer, the chemical potential of an atom will only be equal 
to the chemical potential of atoms on the same molecule. The 
simplest way to treat the charge neutrality constraint is to 
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treat the charges as independent and use the method of un- 
determined multipliers to enforce the constraint. The 
Lagrangians for cases (1) and (2) are 

- U[(Q),(r),-ANT ‘5 Qj, 

and 

i=l a=1 

NIllOkC 
-W(Q),(r)]- C hjNF Qinr 

(2Sa) 

(2.5b) 
i=l a=1 

where m, is the mass of atom cr and MQ is a fictitious charge 
“mass,” which has units of energy time2/charge2 and the X 
are Lagrange multipliers. The nuclear degrees of freedom 
evolve according to Newton’s equation 

. . ~~[(Q),(r)l maria= - Jria 
and the set of charges evolve in time according to 

(2.6) 

M*(jja= - ~UI(Q),(r)l 
aQia 

-Xj=-~ja-Xj, (2.7) 

where Xi is the Lagrange multiplier for the charge neutrality 
constraint, given either by Eq. (2.4a) or Eq. (2.4b). It should 
be noted that if the total charge in the liquid is a constant of 
the motion, then 

(2.8a) 
i=l lY=I 

whereas if the total charge on molecule i is a constant of the 
motion, then for all i 

C ~ja=O. 
a=1 

Substitution of Eq. (2.7) into each of the above two equa- 
tions yields, respectively, 

x= -~,,~,,, NFJ z iia (2.9a) 

where X is equal to the negative of the average of the sys- 
tem’s total electronegativity and 

, N Z3f”lll 
Xj=-~ C Xjar 

atom a=1 
(2.9b) 

1 NlllOkC N atom . . 
MQQia’ -NmolecNatom j= 1 p= 1 

C C t,fja-Xjp) (2.104 

and 

hfQ~j,=-~ ttorn NT (xia-iip). 
/3=1 

(2.10b) 

Whether or not charges are allowed to transfer between at- 
oms of different molecules or just between atoms on the 
same molecule makes little difference in the algorithm. The 
force on the charge is simply the difference between the 
average electronegativity and the instantaneous electronega- 
tivity at that site. For example, if the electronegativity is 
greater than the average, then the force acts to decrease the 
charge until the electronegativities are all equal. In the 
present application, we have included a charge neutrality 
constraint on each water molecule; there is no charge transfer 
between molecules [case (2)]. 

There have been many different applications of the EE 
principle, with differing values for the parameters jiA and 
J,,,* (some with higher order terms) which have been applied 
to a variety of molecules.3-7 Some of these applications have 
been used as potential input into simulations. However, in 
order to fully treat the charge fluctuations which arise in the 
course of a simulation, each new configuration would require 
the calculation of a new set of charges. This can be done by 
simply using the extended Lagrangian method to derive the 
equations of motion for Hamiltonians which depend on aux- 
iliary degrees of freedom.*“’ 

The above approach in which there is intermolecular 
charge transfer makes no allowance for the possibility that 
there can be barriers to the charge transfer preventing charge 
equilibration. Thus, e.g., two atomic sites separated by a 
great distance will in reality not transfer charges because the 
probability of tunneling through a wide barrier is small, yet 
the above model will allow charge transfer. This poses a 
major problem in principle when molecules are separated in 
vucuo, a problem that also exists in the Car-Parrinello 
method.” For this reason, we have restricted the charge 
equilibration to intramolecular charge transfer. It would be 
useful to generalize this model to include such kinetic re- 
strictions on charge transfer. 

The charge mass kfQ, a fictitious quantity, should be 
chosen to be small enough to guarantee that the charges re- 
adjust very rapidly to changes in the nuclear degrees of free- 
dom. This is equivalent to the Born-Oppenheimer adiabatic 
separation between the electronic and nuclear degrees of 
freedom. When kfQ is sufficiently small, there will be essen- 
tially no thermal coupling between the nuclear and electronic 
degrees of freedom. For numerical convenience, we choose 
the mass small enough to satisfy the foregoing requirement, 
yet large enough so that the time step required for the solu- 
tion of the equations of motion is not too small. The charge 
degrees of freedom are to remain near 0 K, since they are to 
be near the values which minimize the electrostatic energy. 

where Xi is the negative of the average electronegativity on . Within the context of molecular dynamics, this can be 
molecule i. Substitution of Eqs. (2.9a) and (2.9b) into the achieved by Nosd thermostatting” the charge at a much 
equations of the motion for the charges gives lower temperature (4 K) than the nuclei as is done in Car- 
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hi(r) 

100 

0 

FIG. 1. Coulomb interaction for H-H pairs, comparing the intramolecular Coulomb overlap interaction (solid line) with the intermolecular pure Coulomb l/r 
interaction (dotted line), in kcal/mol/e*. 

Paninello ab initio molecular dynamics.28-30 However, with 
a charge mass of 6.OX1O-5 for the TJP4P-FQ model and 
6.9X 10e5 (ps/e)2 kcal/mol for the SPC-FQ model and a 1 fs 
time step for both models, there is almost no thermal cou- 
pling and the charge degrees of freedom remain at a tempera- 
ture of less than 6 K for the duration of a 50 ps simulation. 
For simulations of this duration or shorter, no thermostatting 
is needed to keep the charge degrees of freedom near 0 K 
and the atomic degrees of freedom near the desired, much 
higher temperature. With this time step and bfQ , the flue-q 
models have the same energy conservation as the fixed 
charge models. However, that small charge mass requires the 
use of a time step no greater than about 1 fs. This problem 
could be surmounted using multiple time scale molecular 
dynamics.31 

Following Rappd and Goddard,6 the Coulomb interac- 
tion Jij(r) for intramolecular pairs is taken to be the Cou- 
lomb overlap integral between Slater orbitals centered on 
each atomic site 

Jij(r)= I dri drjIAi(ri)12 I,,-~~-~~ I 14hjtrj)12~ (2.11) 

The Slater orbitals are given by 
+ni(r)=Ajrni-le-~ir (2.12) 

and are characterized by a principal quantum number nj and 
an exponent 5j. Ai is a normalization factor. The value of 
Jjj(r) for r= 0 is Ji and therefore the value of li uniquely 
determines Jyje For hydrogen, nn=l and JiH=slH, and for 
oxygen, no- -2 and J&,=(93/256)5,. The intermolecular 

Coulomb interaction is set equal to the pure Coulomb inter- 
action l/r for consistency with other force fields. The inter- 
action J, is shown in Fig. 1. 

Two different water geometries were used, correspond- 
ing to the commonly used SPC12 and TIP4P13 water models. 
Both of these models have three charged sites, two positive 
charged hydrogen sites, and a negative charged site, and a 
Lennard-Jones interaction between oxygen sites 

iJu(r)=4s[ (9) 12-( :)“I (2.13) 

TABLE I. Potential parameters for the fixed-charge potentials SPC and 
TIP4P and the flexible charge SPC and TIP4P (WC-FQ, TIWP-FQ) models. 
The last four terms JAB are determined by & and co and so are not inde- 
pendent parameters. 

WC’ TIP4pb WC-F0 TIP4P-FO 

e (kcaI/mol) 0.1554 0.1550 0.2941 
u (4 3.166 3.154 3.176 
‘%OH (degrees) 109.47 104.52 109.47 
rOH (4 1.0 0.9572 1.0 
TOM (A) 0.0 0.15 0.0 
QH (e) 0.41 0.52 
x0-,& [kcal/(mol e)] 73.33 
50 (6’) 1.61 
tH (ai') 1.00 
Jb [kcal/(mol e’)] 367.0 
JoHH [kcal/(mol e’)] 392.2 
Jotdrod b.xUmol e’)] 276.0 
Jdr,.d baNmo1 e*)I 196.0 

0.2862 
3.159 

104.52 
0.9572 
0.15 

68.49 
1.63 
0.90 

371.6 
353.0 
286.4 
203.6 

aReference 12. 
bReference 13. 
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with a well depth E and a diameter o. The SPC potential 
places the negatively charged site on the oxygen position; the 

Q 
w 

cx:- i”,) 

TIP4P potential places this site (called the “M site”) a dis- =2.&+ &- 4~~d W) + ~~~~ rHH) 
(2.14) 

tance of 0.15 8, from the oxygen position along the dipole 
direction toward the center of mass. The O-H bond length 

and the gas phase energy is thus 

and H-O-H bond angle for the potentials are listed on Table 
I. The TIP4P model has the added complexity (and compu- E= 

-~ik&>’ 
’ 

(2.15) 

tational cost) of an additional interaction site, but has the 
gp 2&+&- 4JOH( rMH) + JHH( rHH) 

correct water geometry. The potential energy contains the 
Lennard-Jones part [Eq. (2.13)] and the electrostatic part 

where rMn is the distance between the hydrogen and the M 

[Eq. (2.2)], and since we are defining the energies relative to 
site for the TIP4P model, and for the SPC model, it is the 

the isolated gas-phase energy, the gas phase energy E, 
distance between the hydrogen and the oxygen site. We have 

needs to be subtracted. For the isolated gas phase water mol- 
dropped the charge independent term [E,(O)], taking this as 

ecule, the charge constraint gives Qo=-2Qn and it is 
our definition of the zero of energy. The total energy for 
Nmolec 

straightforward to find that the charge which minimizes the 
energy is 

molecules is a sum of the Lennard-Jones part, the 
intermolecular Coulomb part, an intramolecular self-energy, 
and the gas-phase energy correction, to give 

1 
- Nmo~ecEgp 9 (2.16) 

where rip,js is 1 ricr- Tjsl and a=0 indicates the oxygen atom.32 For periodic systems using the Ewald sum, the energy is 

EzNr c 
is, j<i 

XCC 
i a 

QiaQjp erfc( Krin,jp)lria,jp 

3 

QiaeiGarim,jp ,$Qia+i C QicrQi8[J,B(ria,i8)-erf(KTio,iS)/rio,iSI 
/9=1 

(2.17) 

where K is a screening parameter, G is a recripocal lattice 
vector of the periodic simulation cells, erf(x) is the error 
function, e&(x) is the complementary error function, and L 
is the side length of the primary simulation box.33 

There are three independent electrostatic parameters 
ii-%. 509 and &.t since the energy iS dependent on the 
difference of the atomic electronegativities and the Slater 
exponents describe J(r). We have adjusted these three pa- 
rameters plus the two Lennard-Jones parameters to obtain 
the correct gas-phase dipole moments and to optimize the 
energy, pressure, and pair correlation functions of the liquid. 
The parameters are given in Table I. In order to implement 
the flue-q procedure for the rigid bond length and rigid angle 
potentials used here, the Coulomb overlap integral needs to 
be evaluated only at r= 0 and at the intramolecular bond 
lengths roH and rnn . These values are also given on Table I. 
This optimization procedure does not uniquely define a set of 
parameters and those listed in Table I are one possible good 
choice which leads to improved water properties relative to 
the fixed charge models, as discussed in the next section. The 
electrostatic parameters ii-k;, JoHH , and loo0 are within the 
range of values used in previous EE models.3-7 

III. NUMERICAL METHOD 

The molecular dynamics simulations were performed on 
the Connection Machine CM-5 with 256 molecules. Periodic 
boundary conditions were imposed, using the Ewald sum for 
the long-ranged electrostatic potentials. The screening pa- 
rameter K was set to 5/L and 256 reciprocal lattice vectors 
were used in the Fourier space sum. A time step of 1 fs and 
the SHAKE algorithm for enforcing bond constraints were 
used.33 The data reported in the next section is from 20 sepa- 
rate 50 ps runs for each FQ model. MD is implemented on 
the parallel architecture of the CM-5 by arranging data on a 
two-dimensional grid, so that each virtual node (i,j) con- 
tains all the information (namely, ria,jp and Qi,.Qja) for the 
interactions between molecules i and j.34 This is done as 
follows: 

(1) For a=1 to a)=N,,,, ri, is placed on the first row of 
an Nmo~ec XNmo1.x array [A,(i, 1) =ri,] and the data are 
then spread through each row of the array using the par- 
allel copy operation (this step takes 3% of one time 
step). 
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TABLE II. Properties for potentials with the TTP4P geometry: the fixed-charge TIP4P and Watanabe-Klein (WK) models; the SRWK dipole polarizable model 
(SRWK-P); and the flexible charge model (TIP4P-FQ). Properties listed are the the gas-phase dipole moment, the dipole polarizabilities aii (the y and z 
directions lie in the plane of the molecule, with the z axis along the Cs axis), the energy of the dimer in its minimum energy configuration, the distance 
between oxygen atoms for the minimum dimer configuration, and properties of the liquid as indicated. 

Gas-phase dipole moment (Debye) 
QLZ (A31 
ayy (A3) 
ax* (A31 
Dimer energy (kcal/mol) 
Dimer O-O length (A) 
Liquid state properties (T=298 K, p= 1.0 g/cm3) 
Energy (kctimol) 
Pressure (kbar) 
Dipole moment (Debye) 
6 
cc 
Diffusion constant (10e9 m%) 
7NMR (Ps) 
TD (ps) 

aReference 13. 
bReference 36. 
Reference 37. 
“Reference 55. ’ 
tReference 38. 
‘Reference 56. 

TrP4pa 

2.18 
0 
0 
0 

-6.3 
2.75 

- 10.lP 
o.oh 
2.18 

5322s 
1 

3.61?0.2~ 
1.4rt0.2b 

7~?2~ 

WKb SRWK-PC TIP4P-FQ Experimental 

2.60 1.85 1.85 1.85d 
0 1.44 0.82 1.468 +0.003’ 
0 1.44 2.55 1.528?0.013’ 
0 1.44 0 1.415~o.013c 

-4.5 -5.420.7f 
2.92 2.98’ 

- 10.2b -ll.lC -9.9 -9.9a 
O.lb 0.6” -0.16t0.03 0.0 
2.6Ob 2.63’ 2.62 

80?8b 86-c loc 79C8 78b 
1 1.592zbO.003 1.79h 

1.120.3b 2.420.3’ 1.920.1 2.30’ 
3.8+0.3b 2.1kO.l 2. ij 
22?4b 822 8.27?0.02k 

kReference 5 1. 
hReference 46. 
‘Reference 57. 
jReference 54. 
‘Reference 47. 

(2) Similarly, ria is placed on the first column of a different 
matrix [B,( 1 ,i) =ria] and spread though each column 
(3%). 

(3) 

(4) 

Nearest image ria,jp values can now be computed from 
A,( i,j) and Bp(i,j) without any communication be- 
tween different virtual nodes (14%). 
A similar “spread-spread” algorithm is used to place 
Qi, and Qjp on each virtual node i, J’ (3%) and Qi,.Qj, 
is calculated (1%). 

(5) 

05) 

All pairwise forces and potential energy terms can be 
calculated on each virtual node without communication 
(the Lennard-Jones term takes about 3%, the real space 
Ewald term takes 33%, and the Coulomb self-term takes 
3% of a time step). The Fourier part of the Ewald sum 
[see Eq. (2.17)] d oes not involve pair terms and is cal- 
culated separately from the Niolec process (21%). 
The total energy and the force on atom i from all other 
atoms j are found from a parallel add operation across 
the virtual nodes (10%). 

(7) The positions and charges are propagated using Eqs. 
(2.6) and (2.7) (O%), bond constraints are enforced using 
SHAKE (4%), and the steps are repeated. 

On a 16 processor CM-5, we found performances of 
about 0.4 s/time step, which is about a factor of 10 faster 
than a comparable program on an IBM 580.35 The CP.U re- 
quired for the fluctuating charge model is only a factor of 
1.10 larger than for the corresponding fixed-charge model. 

IV. RESULTS 

The properties of the fixed-charge and flue-q models for 
the water monomer, water dimer, and liquid water are listed 
in Tables II and III. Our reported error bars represent two 
standard deviation error estimates. Table II lists the results 

for the TIP4P-FQ model, in comparison to other TIP4P ge- 
ometry models TIP4P,13 the Watanabe-Klein (WK) mode1,36 
and the dipole polarizable SRWK (SRWK-P) mode1.37 The 
SRWK model has a slightly different geometry than TIP4P, 
and the length rOM is 0.26 A rather than 0.15 A. Table III 
lists the results for some of the many models with a SPC 
geometry, including SPC,12 SPC/E,’ polarizable SPC 
(PSPC)? and flexible charge SPC (SPC-FQ). The TIPLCP, 
WK, SPC, and SPC/E models are all nonpolarizable fixed- 
charge models, and the WK and SPC/E models include a 
correction for the polarization energy discussed below. The 
WK model also includes a correction for the quantum libra- 
tional energy. 

For the monomer, the electrostatic parameters are chosen 
to give the correct gas phase dipole moment. Another prop- 
erty of the isolated molecule is the dipole polarizability ten- 
sor LY defined by 

,p, (y. E, (4.1) 
where pind is the dipole moment induced by the external 
electric field E. pind can be determined by adding a term 
-p-E to Eq. (2.2) for the monomer and minimizing the total 
potential energy with respect to the charge. If the plane of the 
molecule is in the zy plane and the dipole (C, axis) is along 
the z direction, then it is found that 

2dfH 

4LZ=2~~o+~~H-4~OH(r~H) +JHH( rHH) ' 

4H 
(4.2) 12 

CTYY = pm -hH(rHH) 
9 @xx = 0, 

where ZMH is the z component of the distance from the nega- 
tive charge site (the M site for TIP4P, the oxygen site for 
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TABLE III. Properties for potentials with the SPC geometry: the fixed-charge SPC and SPC/E models; dipole polarizable model (PSPC); and the flexible 
charge model (SPC-FQ). Properties listed are the gas-phase dipole moment, the dipole polarizabilities ail (the y and z directions lie in the plane of the 
molecule, with the z-axis along the Ca axis), the energy of the dimer in its minimum energy configuration, the distance between oxygen atoms for the 
minimum dimer configuration, and properties of the liquid as indicated. 

Gas-phase dipole moment (Debye) 
a,, (A”) 
ayy (A? 
ax, (A3) 
Dimer (kcaYmo1) energy 
Dimer O-O length (A) 
Liquid state properties (T=298 K, p=l.O g/cm3) 
Energy (kcaVmo1) 
Pressure (kbar) 
Dipole moment (Debye) 
Q 

&usion constant (lo-’ m*/s) 
TN, (Ps) 
70 (ps) 

*Reference 12. 
bRefemnce 1. 
%eference 2 1. 
dReference 55. 
‘Reference 38. 
‘Reference 56. 
‘Reference 36. 

SPC 

2.27 
0 
0 
0 

-6.7 
2.75 

- 10.09 
0.39 
2.27 

68?3 
1 

3.3’0.29 
1.1t0.29 

11-c2s 

SPC/Eb 

2.35 
0 
0 
0 

-9.gh 
-0.08t0LMh 

2.35 
67%lt?’ 

1 
2.4?0.4h 
1.9t0.1h 

1043s 

hReference44. 
‘Reference 13. 
jReference 58. 
kReference 46. 
‘Reference 57. 
“Reference 54. 
“Reference 47. 

PSPC” 

1.85 
1.44 
1.44 
1.44 

-9.1= 

2.gc 

2.0t0.2h 

SPC-FQ 

1.85 
1.02 
2.26 

0 
-4.4 
2.94 

-9.9 
0.03 ~0.05 

2.83 
116218 

1.606-c0.002 
1.7+-0.1 
2.220.1 

923 

Experimental 

l.85d 
1.468?0.003e 
l.528~0.013e 
1.415+0.013= 

-5.4r0.7’ 
2.98’ 

-9.9’ 
0.0 

78k 
1.79k 
2.30’ 
2.1rn 

8.27-‘0.02” 

3.5 I I I I I 

4 5 

r/A 

6 7 8 

FIG. 2. Oxygen-oxygen radial distribution function for the TIP4P-FQ (solid line) and TIP4P (dotted line) potentials, compared to the neutron diffraction 
results of Soper and Phillips (dashed line). 
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SPC) to the positive charge sites, and LY,, is zero since all the 
charges are in the zy plane and no dipole induction is pos- 
sible out of plane. Experimentally, LY is almost isotropic,38 so 
the lack of polarizability in the x direction is clearly a defi- 
ciency in flue-q models, but corrections are possible.39 

The dimer properties listed in Tables II and III are the 
energy of the minimum energy configuration and the 
oxygen-oxygen distance of this configuration. Pair poten- 
tials, such as SPC and TIP4P, are parametrized to give the 
measured liquid state energies and radial distribution func- 
tions. It is known that this parametrization of these pairwise 
interaction models overestimates the gas phase water dimer 
energy. The fluctuating charge potentials predict an oxygen- 
oxygen separation closer to the experimental value, but un- 
derestimate the dimer energy. 

We have calculated both static and dynamical properties 
of liquid state water at a temperature T= 298 K and p= 1 
g/cm3. The error bars represent two standard deviations. The 
parameters for both flue-q models are chosen to give a bind- 
ing energy of -9.9 kcal/mol. This energy, unlike the fixed- 
charge potential energies, includes the self-polarization con- 
tribution arising from the difference in the internal energy 
given by Eq. (2.1) for the liquid state charges and the gas 
phase charges 

3 

AE self p01= c UUQ:q))-&(Q:% 
LX=1 

This self-polarization energy is the difference between the 
self-energy in the liquid phase and the gas phase Coulombic 
energy. The average self-polarization energy is 5.7 kca.l/mol 

2 

for TIP4P-FQ and 7.6 kcaYmo1 for SPC-FQ, which repre- 
sents a large contribution to the total energy. The dipole po- 
larizable model of Sprik and Klein has a polarization energy 
of 5.9 kcal/mol. It has been noted that because the polariza- 
tion energy is ignored in the parametrization of the SPC and 
TIP4P interaction potentials, these models underestimate the 
attractive pair interactions in water.’ One simple correction 
for this is to subtract an estimate of the polarization energy 
(~liq-~,,)2/2a from the experimentally measured binding 
energy and to use the result to parametrize the pair potential. 
Here ptiq and CC,~ are, respectively, the liquid state and gas 
phase permanent dipole moments used in the models. From 
this, it follows that the strength of the pairwise interaction 
must be increased to give the correct energy of - 10 kcal/ 
mol. This has been done for the SPC model (giving the 
SPC/E model’) and TIP4P (giving the WK modeP6), both of 
which have increased atomic charges and reduced diffusion 
constants compared to SPC or TIP4P. 

The pair correlation functions give detailed information 
about the structure of the liquid. The TIP4P and TIP4P-FQ 
oxygen-oxygen radial distribution functions, goo( r) are 
shown in Fig. 2 and are compared to the neutron diffraction 
results of Soper and Phillips.4o Recent experiments of Soper 
and Turner indicate that there is a large experimental uncer- 
tainty in the peak heights of the pair correlation functions, 
perhaps due to the use of different methods for removing the 
contribution from self- or single atom scattering.41 The peak 
positions show much less uncertainty and therefore provide 
more reliable points for comparison. goo(r) of the flexible 
charge model has a first peak at a larger r than the fixed 

I I I I I 

1 2 3 4 

r/A 

5 6 

FIG. 3. Oxygen-hydrogen radial distribution function for the TIP4P-FQ (solid line) and TIP4P (dotted line) potentials, compared to the neutron diffraction 
results of Soper and Phillips (dashed line). 

J. Chem. Phys., Vol. 101, No. 7, 1 October 1994 



Rick, Stuart, and &me: Flu ctuating charge force fields 6149 

charge model and shows more long-ranged ordering due to 
the increased charges. The oxygen-hydrogen (Fig. 3) and 
hydrogen-hydrogen radial distribution functions (Fig. 4) for 
TIP4P-FQ and TIP4P models are also shown. The radial dis- 
tribution functions for the SPC-FQ potential are shown in 
Figs. 5, 6, and 7. Again, the flexible charge goo(r) shows 
more long-range correlation than the corresponding fixed 
charge model, but, in general, the SPC-FQ model does not 
give as accurate pair correlation functions as the TIP4P-FQ 
model. The number of nearest neighbors can be determined 
by integrating goo( r) over the first peak. Experimentally, the 
first minimum occurs at 3.3 A and using this value as the 
limit of the first peak gives essentially the same coordination 
number for all modelsA. (SPC-FQ). 4.3 (TIP4P), and 4.4 
(TIPLFP-FQ, experiment, and WC). 

The average dipole moment (,z) is increased for both 
fluctuating charge models over the corresponding fixed- 
charge models. The value of the liquid state dipole moment 
is not known experimentally. The experimental value for ice 
is 2.6 D.42 Theoretical studies which use potentials which 
have the correct dipole polarizability and quadrupole mo- 
ments find a dipole moment of 2.5 (Ref. 18) and 2.45-2.7 D, 
depending on the details of the nonelectrostatic part of the 
potential (Ref. 43). Additionally, it has been observed that 
the dependence of the dielectric constant on the dipole mo- 
ment is such that to have a dielectric constant close to 80, the 
potential must have a dipole moment in the range of 2.3 to 
2.6 D.37 The distributions of the dipole moment are shown in 
Fig. 8. The full width at half-maximum is 0.42 for SPC-FQ 
and 0.49 for TIP4P-FQ. The SPC geometry, with greater dis- 
tances between the charge sites, is more polarizable and 

1.5 

gHH (r) 

therefore the distribution of the \/A/ is broader. In the fluctu- 
ating charge models, the instantaneous dipole moment does 
not always lie along the Ca direction (what we have previ- 
ously defined as the z axis). The average of the component of 
the dipole moment along the C2 axis pz for the TIP4P-FQ 
model is 2.59 D, which when compared to the total dipole 
moment of 2.62 D indicates that there are small fluctuations 
of the dipole moment away from the C2 axis. For the 
SPC-FQ model, ,+ is 2.81 D and the total dipole moment is 
2.83 D. 

The static dielectric constant e,, for the FQ potentials, 
calculated from the fluctuations in the total dipole of the 
central simulation box M according to33 

(4.3) 

is 7928 for TIP4P-FQ and 1162 18 for SPC-FQ. Equation 
(4.3) was evaluated from a 1 ns run. The dielectric constant 
of the TIP4P-FQ model is in good agreement with experi- 
ment, which is consistent with earlier findings that models 
with a dipole moment of 2.6 D have a dielectric constant 
near 80.3637V43 The SPC-FQ model is in poorer agreement 
due to the fact that the liquid state dipole moment is large. A 
large dipole moment21’BYz and dielectric constant4 are also 
seen in dipole polarizable SPC models. From this perspec- 
tive, the TIP4P geometry is better than SPC. 

The fluctuating charge models have a dielectric response 
characterized by an infinite frequency dielectric constant coo. 
Neumann and Steinhauser have derived expressions for cal- 

1 2 3 4 5 6 7 
r/A 

FIG. 4. Hydrogen-hydrogen radial distribution function for the TIP4P-FQ (solid line) and TIP4P (dotted line) potentials, compared to the neutron diffraction 
results of Soper and Phillips (dashed line). . 
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FIG. 5. Oxygen-oxygen radial distribution function for the SPC-FQ (solid line) and WC (dotted line) potentials, compared to the neutron diffraction results 
of Soper and Phillips (dashed line). 

2 

gOH(r) 1 

0.5 

0 
1 2 3. 4 5 6 7 

r/A 

FIG. 6. Oxygen-hydrogen radial distribution function for the SPC-FQ (solid line) and SPC (dotted line) potentials, compared to the neutron diffraction results 
of Soper and Phillips (dashed line). 
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gHH(r) 

0.5 

0 
1 2 3 4 5 6 7 

r/A 

FIG. 7. Hydrogen-hydrogen radial distribution function for the SPC-FQ (solid line) and SPC (dotted line) potentials, comparing to the neutron diffraction 
results of Soper and Phillips (dashed line). 

2 

P(M) 1 

0 
1.5 2 2.5 3 3.5 4 

FIG. 8. Distribution of the absolute value of the dipole moments of the TIP4P-FQ (solid line) and SPC-FQ (dashed line) liquids. 
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culating E, for dipole polarizable models.45 Expressions for where Q is a 2N,,, dimensional vector containing the hy- 
Ed for fluctuating charge models are similar. The Coulomb drogen charges (the oxygen charges are eliminated from the 
energy can be written as equation using the charge neutrality constraint), I is the iden- 

U(Q)= (,$-,&Q-I+ @J.Q, 
tity vector, and J is a (2NmolecX2Nmolec) matrix. The ele- 

(4.4) ments of J are given by 

I 

Jia,jp= 
llriajp- llri~~jhf - llriM,jp+ lfrihf,jM 9 i#j 

Jap(riu,& - Ja0Crin.p )-Jop(riM,jS)+Joo(riM,jM), i=j’ 
(4.5) 

With the Ewald sum-which we are using in the present 
calculations-for the long range Coulomb interaction, each 
l/r and JOB interaction in Eq. (4.5) is replaced as follows:33 

l/ri,,jpjerfc(Kria,jS)lria,jS 

4Tr 
+z 

C ’ -G2’4K2 cos(G*ria,jp)v 
GfO 77” 

J,,@( ria,ip)*J,,p( ri,,ip) - erf( Kria,ip)‘riu,iS 

4TT 
+z C ’ -G2’4K2 cos(G*ri,,i,g). 

G#O -6Ze 

The minimum energy charges are given by 

Q= -(&-&)J-‘4, (4.6) 

where J-’ is the inverse of J. In the presence of a spatially 
homogeneous external electric field E, the charges are 

Q=Q’+J-‘.Gr.E, (4.7) 

0.8 

I 

where Q” are the charges in the absence of the field and 
6ri, = ricr - rio . The energy is 

u= u”-M.E- ;E.A.E, (4.8) 

where U” is the energy in the absence of the field and A is 
the polarizability of the system given by 

Aia,jp= Sri,* arjaJF&p (4.9) 

Following Ref. 45, Q is 

e,=l+g Nr Nr i i (Aia,ja)o (4.10) 
r=l j=l a=2 /3=2 

Equation (4.10) was evaluated every 50 ps in the course of 
the simulations, which is a frequent enough sampling rate to 
provide a precise estimate of (Ain,ja). The value obtained for 

I I I I 

0 0.2 0.4 0.6 0.8 1 

tfpsec 

FIG. 9. Time autocorrelation function for the system dipole for the SPC-FQ (top line) and TIP4P-FQ (bottom line) models and the exponential 1ong:time 
approximation (dash lines), shown on semilog axes. 
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FIG. 10. Real (top) and imaginary (bottom) parts of the frequency dependent dielectric constant for the TIWP-FQ model (solid lines), compared to 
(dotted lines). 

’ - 1 I I 
1 10 100 1000 

w/psecel 

Q from both fluctuating charge models is about 1.6, close to 
the experimental value of 1.79.& C& is underestimated be- 
cause the perpendicular polarizability aXX is zero. To leading 
order in LY, and thus G- 1, the total system polarizability A is 
proportional to Tr((Y).45 It then follows that to order cr, 

dFQ)- 1 Tr[cu(FQ)I 
&(exact) - 1 =T$ cu(exact)] ’ (4.11) 

which holds for the data from Tables II and III. Therefore, 
a xT = 0 produces an do smaller than the experimental value. 

The frequency dependent dielectric constant can be cal- 
culated from45 

E(W)-& 
EC-- ECZ 

= 1 -ioJ$&)[+(t>] 

where .Y2YiU denotes the Laplace operator and 4(t) is the 
normalized time autocorrelation function of the system’s to- 
tal dipole (M=&), 

4(f) = (M(t) +W>)/(M2). (4.13) 

4(t) has a short-time oscillatory part, due to librational mo- 
tions of the hydrogen atoms. At long times, 4‘(t) decays 
exponentially and the decay constant is the Debye relaxation 
time r. (see Fig. 9). In order to perform the Laplace trans- 
form to get e(o), we set 4(t)=A exp( - t/rD) for times 
longer than 0.5 ps. The parameters A and rn were chosen to 
give a smooth interpolation between the calculated 4(t) and 
the exponential fit (see Fig. 9). The frequency dependent 
dielectric constant for the TIP4P-FQ model is shown in Fig. 
10. The agreement with the experimental resuIts47-4p is very 
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w/psec-l 

FIG. 11. Real (top) and imaginary (bottom) parts of the frequency dependent dielectric constant for the SPC-FQ model (solid lines), compared to experiment 
(dotted lines). 

good. The close agreement in the low-frequency microwave 
range is due to the fact that the model gives accurate values 
of ~0 and rD. The features at frequencies higher than 300 
ps-’ are due to bond stretches and bends and so are not 
present in the rigid geometry models used here. The highest 
frequency feature given by the TIP4P-FQ model is the libra- 
tional mode, which shows’ a peak in 2’ at 130 ps-‘. The 
experimental peak is at 90 ps -1.4p Another notable feature is 
at 25 ps-‘, which has been interpreted as a translational vi- 
bration of a water molecule in its cage of nearest 
neighbors.” This feature is not present in the spectrum for 
nonpolarizable water models such as TIP4P5i or 
Matsuoko-Clementi-Yoshimine.52 As argued by Neumann, 
this translational motion will not change the system’s dipole 
moment much for nonpolarizable models, but for polarizable 
models, the translation motion will induce a change in the 
dipole moment?l Therefore this feature can only be seen in 

polarizable models. The fluctuating charge models support 
that argument. The frequency dependent dielectric constant 
for SPC-FQ is shown in Fig. 11. The agreement with experi- 
ment is not as good as the TIPLFP-FQ model, primarily be- 
cause the static dielectric constant is overestimated. The li- 
brational peak is at 160 ps-’ for the SPC-FQ model. 

Lastly, we examine the dynamical properties of the fixed 
and flue-q model potentials. In general, the flexible charge 
models have slower translational and rotational time scales 
than the fixed-charge models, due primarily to the stronger 
electrostatic interactions from the higher charges. The trans- 
lational diffusion constant D is determined from the Einstein 
relation 

(4.14) 
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0 0.5 1 
t/psec 

1.5 2 

FIG. 12. Rotational correlation function for TIP4P-FQ (solid line) and SPC-FQ (dotted line). 

where r;.“(t) is the position of the center of mass of mol- 
ecule i at time t. The diffusion constants for the flexible- 
charge models are smaller than the fixed-charge models and 
closer to the experimental value (see Tables II and III). Ro- 
tational time constants are calculated from 

C?(t) = (~~[e~(~>~e~(o)l>, (4.15) 

where P, is a Legendre polynomial and e; is a unit vector 
along molecule i’s principle axis of rotation.53 Rotations 
around the axis connecting the hydrogen atoms (the y axis) 
can be measured by proton nuclear magnetic resonance 
(NMR). The zero frequency component of the Fourier trans- 
form of C{(t) gives the NMR relaxation time rmR. The 
correlation function C{(T) has a long-range exponential de- 
cay, given by A$ exp( - t/r?J, and a short-range, oscillatory 
part (see Fig. 12). The zero frequency part of the Fourier 
transform of C$(t) is, to a good approximation, given by 
Ay23, since the short-range part will not contribute much to 
the transform. The flexible-charge models exhibit slower re- 
orientational dynamics than the fixed-charge models and are 
in closer agreement with the experimental value.54 

V. CONCLUSIONS 

The fluctuating charge (flue-q) water models, using ei- 
ther a TIP4P or SPC geometry, were shown to give important 
improvements over fixed-charge models. The electronic 
properties of the flue-q models are such that in the gas phase 
they give the correct dipole moment (this is by construction), 
and in the liquid phase, the dielectric properties are well 
reproduced for a range of frequencies (see Figs. 10 and 11). 
The dielectric properties are best for the TIP4P-FQ model, 
which gives a static dielectric constant eo, an infinite fre- 

quency dielectric constant G, and a Debye relaxation time 
r. close to the experimental values. The SPC-FQ model 
overestimates 6, but em and r. are accurate. The flue-q 
models also show (at 25 ps-‘) a feature in the dielectric 
spectrum originating from translational motion of a water 
molecule in the cage of its neighbors. This is a feature not 
present in fixed-charge models.51’52 Translations will have a 
large effect on the system’s dipole moment only for polariz- 
able models, so this feature of E(o) is an indication of the 
coupling between the electronic and nuclear degrees of free- 
dom. 

In addition, the flue-q models give good estimates for the 
liquid-state radial distribution functions (see Figs. 2-7) and 
dynamical properties such as the diffusion constant and rNMR 
(see Tables II and III). Since the charges are not fixed to 
values which represent mean field values for a particular 
single-component phase, this method should be transferable 
to studies of heterogeneous systems in which deviations 
from the mean field charge values should be greater than in 
pure systems.‘* The flue-q method assigns two parameters to 
each element corresponding to the two terms in the energy 
expansion [Eq. (2.1)]. The first order term is the Mullikan 
electronegativity i and the second order term is determined 
by a Slater exponent 5 through the Coulomb overlap integral 
[Eq. (2.11)]. E x ensions t to more complex molecules would 
require additional terms for other elements, perhaps to be 
taken from other electronegativity equalization schemes.3-7 

All in all, the flue-q water models are as successful as 
the best of the dipole polarizable models, such as SRWK-P,37 
the reduced effective representation,23 and the polarizable 
SPC model of Dang.” The dipole polarizable models intro- 
duce an interaction (the dipole-dipole interaction) not 
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present in fixed-charge models, which, together with solving 
for the induced dipole moments, increases the CPU time by 
about a factor of 2 over fixed-charge models.23V26 The flue-q 
method introduces no new interactions and the propagation 
of the charges using extended Lagrangian methods increases 
the computational cost by only a modest amount (about 1.1). 
The dynamical fluctuating charge method is therefore a trac- 
table means for the inclusion of charge polarization effects 
and will be useful for the study of large systems, such as 
proteins in aqueous environments. 
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