
JOURNAL OF CHEMICAL PHYSICS VOLUME 108, NUMBER 12 22 MARCH 1998
Constructing ab initio force fields for molecular dynamics simulations
Yi-Ping Liu, Kyungsun Kim, B. J. Berne, Richard A. Friesner, and Steven W. Ricka)

Department of Chemistry and Center for Biomolecular Simulations, Columbia University, New York,
New York 10027

~Received 15 May 1997; accepted 19 December 1997!

We explore and discuss several important issues concerning the derivation of many-body force
fields from ab initio quantum chemical data. In particular, we seek a general methodology for
constructingab initio force fields that are ‘‘chemically accurate’’ and are computationally efficient
for large-scale molecular dynamics simulations. We investigate two approaches for modeling
many-body interactions in extended molecular systems. The interactions are adjusted to reproduce
the many-body energy in small molecular clusters. Subsequently, the potential parameters affecting
only pair interactions are then varied to reproduce theab initio binding energy of dimers. This
simple procedure is demonstrated in the design of a new polarizable force field of water. In
particular, this new model incorporates the usual many-body interactions due to electrostatic
polarization and a type of nonelectrostatic many-body interactions exhibited in bifurcated
hydrogen-bonded systems. The static and dynamical properties predicted by the newab initio water
potential are in good agreement with the successful empirical fluctuating-charge potential of Rick
et al.and with experiment. The aforementioned ‘‘cluster’’ approach is compared with an alternative
method, which regards many-body interactions as manifestations of the electrostatic polarization
properties of individual molecules. The effort required to buildab initio databases for force field
parametrization is substantially reduced in this alternative method since only the monomer
properties are of interest. We found intriguing differences between these two approaches. Finally
our results point to the importance of discriminatingab initio data for force field parametrization.
This is essentially a consequence of the simple functional forms employed to model molecular
interactions, and is inevitable for large-scale molecular dynamics simulations. ©1998 American
Institute of Physics.@S0021-9606~98!51412-2#
le
ri

te
se
s
a

s
ge
re

te
er
nt
-
th
i-
d,
ta
la
o
ili

cu-
ay

nd

ics

een

m-
ob-
e
n-
cu-
i-

ds
in-
ach.
ctly

in-
be-
ol-

n
n-
tion,

dic
elo
I. INTRODUCTION

Large-scale numerical simulations of complex molecu
serve as a bridge between experiments and analytic theo
The value of the predictions based on simulation is limi
by the accuracy of the potential energy functions. Con
quently, much research effort has been devoted to the de
of potential energy functions. In general, simple function
forms are used in the design of potential energy function
order to reduce the computational cost entailed by lar
scale simulations.1 The parameters in a potential model a
usually derived either empirically or fromab initio data at
various molecular configurations. The most accurate po
tial functions to date are derived empirically since high
order many-body effects are inherent in the experime
data and are thuseffectivelyincorporated in the fitted param
eters. This approach, however, lacks generality due to
following limitations. First and foremost, it requires empir
cal input that is often unavailable or unattainable. Secon
set of parameters derived from empirical data for a cer
thermodynamic state is not generally appropriate for simu
tions under a different set of conditions and different m
lecular environment. As has been recognized, transferab

a!Present address: Structural Biochemistry Program, Frederick Biome
Supercomputing Center, SAIC Frederick Cancer Research and Dev
ment Center, Frederick, Maryland 27102. National Cancer Institute.
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cannot be rigorously realized unless many-body intermole
lar interactions are explicitly treated. These obstacles m
appear irrelevant with the advent of thedirect dynamics
methodology, which replaces force fields with energy a
forces acquired directly fromab initio quantum chemical
calculations whenever they are needed during a dynam
calculation. While much progress has been made inab initio
molecular dynamics methods, and useful insights have b
obtained thereby, applications ofab initio molecular dynam-
ics methods to simulations of long-time dynamics of co
plex extended molecular systems remain a distant future
jective. Be it rationalization of biochemical functions or th
intelligent design of new materials, simple force fields co
tinue to be the most practical representation of intermole
lar interactions. The challenge is how to construct ‘‘chem
cally accurate’’ab initio force fields.

A prerequisite forab initio force fields is accurateab
initio input for parametrization. Quantum chemical metho
for determining many-body intermolecular interactions
clude perturbation methods and the supermolecule appro
The former evaluates the intermolecular interactions dire
as perturbations, whereas in the latter, the intermolecular
teraction energy is calculated as the energy difference
tween the whole system and the sum of the constituent m
ecules in isolation.2 Combined with energy decompositio
analyses,3,4 perturbation methods provide information on e
ergy components, such as electrostatic, exchange, induc

al
p-
9 © 1998 American Institute of Physics
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dispersion, etc., in addition to the total intermolecular int
action energy. Such information not only advances our
derstanding of the nature of intermolecular interactions,
has also been exploited in the design of functional forms
various components of intermolecular interactions. Sev
ab initio water potentials under development5–7 may be
roughly classified in this category. Prior energy decompo
tion analyses on several prototype systems have shown
each energy component is usually large and the interac
energy resulting from their superposition is small due
cancellation.4,8 Thus, a prerequisite of this type of force-fie
fitting procedure is the availability of accurate estimates
each energy component. The estimates of these energy
ponents are, however, less accurate than the interaction
ergy itself based on ab initio quantum chemica
calculations.9 These energy components exhibit varyi
complex dependence on nuclear coordinates and must b
ted with complicated functional forms. As such, while ve
accurate potential functions have been obtained for so
small molecules, these functions must be substantially s
plified for molecular dynamics simulations,7 and thus addi-
tional ambiguity is introduced. Finally, the convergence
the perturbation expansion is always a serious considera
The supermolecule approach, on the other hand, provid
direct estimate of intermolecular interaction energy. In ad
tion, it is straightforward to include dynamic electro
correlation corrections with the localized molecular orbita
Thus the supermolecule approach is well suited for provid
ab initio databases for parametrizing force fields, particula
when the dominant component of the intermolecular inter
tion is known.

Perhaps the most challenging aspect in the quest for
curate force fields ishowand towhat extentcomplex reality
may be reduced to accommodate the computational cost,
to achieve transferability without undue numerical expe
for an individual system of interest. The simplified represe
tation of molecular interactions resulted from such a red
tion would determine theab initio input needed for force
field parametrization, and is inextricably linked to the str
egy for acquiring anab initio database as well as simulatio
techniques. The explicit inclusion of many-body interactio
for example, may be approached with two different mapp
strategies. In the first method, it is assumed that the pote
function parameters pertinent to many-body interactions
an extended molecular systems should also give a good
resentation of the many-body interactions in small molecu
clusters. Thus, the many-body interactions in small mole
lar clusters are partitioned progressively into terms involv
three bodies, four bodies, etc. If this sequence conve
within a reasonably small number of terms, parametrizat
can be carried out for each term in the sequence up to
order of satisfactory convergence. This procedure is log
and conceptually simple. Substantial effort is, howev
needed to build theab initio database. In particular, the de
termination and parametrization of each term in the seque
becomes exceedingly cumbersome for large molecules
the second procedure, many-body interactions are rega
largely as manifestations of the properties of individual m
ecules. Therefore, theab initio input for potential-function
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parametrization can simply be derived from calculations
monomers. According to prior energy decomposition ana
ses, electrostatic polarization is found to be the domin
many-body interaction, and severalab initio water potentials
under development model many-body interactions by incl
ing molecular polarizability in the force fields.6,7,10

Finally, we note that the reduction in the representat
of intermolecular interactions inevitably leads to the loss
one-to-one correspondence between the fitting parame
and the fitted properties. In modeling electrostation polari
tion, for example, the forces between molecules close to e
other are not purely electrostatic, but a mixture of both
electrostatic and nonelectrostatic interactions. The solutio
this problem is to construct a database free of inappropr
samples, or to perform a weighted parametrization. T
strategy can be easily executed for the above example, b
is not well defined when applied to fitting other properties
the monomer, dimer, or clusters. Research addressing
issue is relatively rare. Yet, understanding this problem is
great importance to establishing a general procedure for
riving accurate general-purposeab initio force fields.

This paper is our first step toward the goal of constru
ing accurateab initio force fields. The immediate objective i
to examine the aforementioned important issues, with an
phasis on intermolecular many-body interactions. Using w
ter as an example, we calculate the properties of the w
monomer, as well as dimers and trimers at various interm
lecular configurations. The two approaches of parametriz
many-body interactions mentioned in the preceding pa
graphs are compared, and their relation to each other is c
mented on. A major part of this work is focused on para
etrizing a newab initio water potential as a proof of concep
and we calculated the liquid-state properties of water, incl
ing the structure, diffusion constants, and frequen
dependent dielectric constants using molecular dynam
simulations. Inspired by the recent success of the empir
water potential of Rick, Stuart, and Berne,11 we have elected
to approach electrostatic polarization by the so-calledprin-
ciple of electronegativity equalization.12 The empirical fluc-
tuating charge potential of Ricket al. gives accurate gas
phase dipole moment and liquid-state properties, includ
radial distribution functions, dielectric constants, and the d
fusion constant. Moreover, in the same spirit asab initio
molecular dynamics methods, the fluctuations of the char
in their model are treated as dynamical variables and pro
gated in time as the nuclear coordinates, resulting in an e
cient molecular dynamics algorithm with computational co
~CPU time! only 1.1 times of that for the nonpolarizabl
water models.

We choose water as our prototype system because o
polarizability and hydrogen bonding capability. The coope
tive aspect of hydrogen bonding in water was first sugges
by Frank and Wen.13 Research on water in the past tw
decades shows that this kind of many-body effect is resp
sible for the three-dimensional sequential hydrogen-bon
network in liquid water, and that the anomalous properties
water arise from the competition between two packing p
terns, the relatively bulky local structures with nearly tetr
hedral angles and strong bonds, and the more compac
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rangements exhibiting more strain and undergoing b
breaking.14

This paper is organized as follows. In Sec. II, we give
brief review of the electronegativity equalization principl
the fluctuating charge~FQ! model is reformulated to illumi-
nate its properties, in particular, the polarization respons
this model; and the empirical FQ potential of Ricket al. is
briefly discussed. Computational details are given in Sec.
In Sec. IV, we analyze the polarization response of the
model with respect to uniform and nonuniform extern
fields; in particular, we use the water molecule as an exam
and compare the FQ model toab initio quantum chemica
calculations. This is followed by an examination of the thre
body interactions in water trimers obtained from quant
chemical calculations and the FQ model. We present
new ab initio FQ potential for water, including both th
many-body and the pair components in Sec. V. In particu
we introduce a new functional form to model the short-ran
nonelectrostatic many-body effects, and we parametrize
many-body interactions to the three-body energies fr
quantum chemical calculations. The static and dyna
properties predicted using the newab initio FQ potential are
discussed in this section. Several observations from
study are discussed in Sec. VI, followed by our conclusio

II. PROPERTIES OF DYNAMICAL FLUCTUATING
CHARGE MODEL

In the FQ model, molecules respond to their enviro
ment by intramolecular charge transfer according to theprin-
ciple of electronegativity equalization. This principle states
that the instantaneous electronegativities of individual ato
that make up a molecule are equal.12 The instantaneous elec
tronegativity,xa , of an atom depends on the partial char
of the atom as well as the electrostatic environment s
rounding the atom. Using a neutral atom as a reference p
the energy of an isolated atom can be expanded to the se
order in charge as15

u~$qa%!5ua~0!1x̃ a
0qa1

1

2
Jaa

0 qa
2, ~1!

where the coefficients for the linear (x̃ a
0) and the quadratic

(Jaa
0 ) terms are characteristics of each particular atom ty

The instantaneous electronegativity is defined as

xa5e
]u

]qa
. ~2!

Thus, the instantaneous electronegativity of an isolated n
tral atom is equal tox̃ a

0. If the partial derivative in Eq.~2! is
approximated by a finite difference,x̃ a

0 is found to be the
‘‘Mulliken electronegativity,’’ namely, one-half of the sum
of the ionization potential and the electron affinity.16 The
value forJaa

0 may be determined from the ionization pote
tial and the electron affinity as well, and it is the so-call
‘‘absolute hardness’’17 of atom typea in isolation. In an
aggregate of atoms, the total energy of the system consis
contribution from each atom and also interatomic inter
tions, and thus is a function of both the charges and
coordinates,U($r%,$q%). Typically when there is no exter
d
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nally applied fields, the intra- and intermolecular potent
energyU($r%,$q%) for theoretical simulations is partitione
into Coulombic and nonelectrostatic types of interactions

U~$r%,$q%!5 (
i 51

Nmole

(
a51

Nsite Fx ia
0 qia1

1

2
Jaa

0 qia
2 G

1 (
i 51

Nmole

(
a

Nsite

(
b.a

Nsite

Jia ibqiaqib

1 (
i 51

Nmole

(
j . i

Nmole

(
a

Nsite

(
b

Nsite

Jia j bqiaqj b

1 (
i 51

Nmole

(
j . i

Nmole

(
m

Natom

(
n

Natom

V~r im j n!, ~3!

where there areNmole molecules and each molecule consis
of Natom atoms andNsite charge sites; the termsJia ib and
Jia j b are related to the intra- and intermolecular electrosta
interactions, respectively; subscriptsi and j denote the mol-
ecules,a andb denote the charge sites, andm andn denote
the atoms. For the convenience of a later discussion, we
note the sum of the right-hand side of Eq.~3! without the
V(r im j n) terms byUee,

Uee~$r%,$q%!5 (
i 51

Nmole

(
a51

Nsite Fx ia
0 qia1

1

2
Jaa

0 qia
2 G

1 (
i 51

Nmole

(
a

Nsite

(
b.a

Nsite

Jia ibqiaqib

1 (
i 51

Nmole

(
j . i

Nmole

(
a

Nsite

(
b

Nsite

Jia j bqiaqj b . ~4!

At each molecular configuration$r %, the charges are redis
tributed among the atoms so as to equalize the instantan
electronegativities. That is, the ground-state charge distr
tion $qeq($r%)% satisfies

S ]U

]qia
D

$q%5$qeq%

5S ]U

]qib
D

$q%5$qeq%

, ~5!

or equivalently,

S ]Uee

]qia
D

$q%5$qeq%

5S ]Uee

]qib
D

$q%5$qeq%

, ~6!

and the ground-state energyUg($r%) is equal to
U($qeq%,$r%). An analogy may be drawn between the grou
state Born–Oppenheimer potential energy andUg($r%). The
charges$q% in this case play a role similar to the electron
wave functions, and they represent the electronic degree
freedom. In fact, Eq.~6! is the principle of chemical potentia
equalization18 in the density functional electronic structur
theory19 recast in the point-charge representation. In
adiabatic limit, the nuclei evolve dynamically on the Born
Oppenheimer potential energy surface. In the same fash
the principle of electronegativity equalization requires t
charge density to fluctuate adiabatically accordingly as
nuclear coordinates evolve in time. One can obtain the sa
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set of coupled linear equations by variationally minimizi
the total energyU($q%,$r%) with respect to the charge distr
bution, subject to the constraints of molecular charge con
vation,

(
a

qia50, ~7!

or the constraint of overall charge conservation,

(
i

(
a

qia50. ~8!

~We have formulated the Lagrangian equations for neu
molecules, however, extension to molecular ions is trivia!
Note that Eqs.~7! and~8! are holonomic constraints, and th
redundant variables in$q% may be eliminated by a transfor
mation to a set of ‘‘generalized’’ variables, denoted by$Q%
@NmoleNsite2Nmole for the constraint in Eq.~7!#:

q5C†Q, ~9!

where $Q% and $q% are represented collectively by colum
vectors Q and q; C is an (NmoleNsite) by (NmoleNsite

2Nmole) matrix, andC† denotes the transpose matrix ofC.
Thus, Eq.~4! becomes

Uee~$r%,$q%!5Q†CX1
1

2
Q†CJC†Q, ~10!

where $x% and $J% are represented collectively by a
NmoleNsite-dimension column vector,X, and anNmoleNsite by
NmoleNsite matrix, J, respectively. The requirement of ele
tronegativity equalization@Eq. ~6!# thus leads to

CJC†Q52CX. ~11!

It can be easily shown that

Uee
eq5Uee~$q

eq%,$r %!5
1

2 (
i

(
a

x ia
0 qia

eq5
1

2
qeq†X,

~12!

qeq52C†~CJC†!21CX52T X, ~13!

whereT denotesC†(CJC†)21C. When anexternalpoten-
tial, v(r ), is applied to the system, the charges redistribute
as to equalize the electronegativity at each charge sites. S
the external potential couples to the systemlinearly @i.e., the
total energy defined in Eq.~3! includes a term,(qiav(r ia)#,
Eq. ~11! becomes

CJC†QF52C~X1v!, ~14!

where the column vectorv represents collectively the exte
nal potential applied to each charge sites,$v(r )%. The above
equation suggests that the polarization response,DQ, de-
fined here as the change in charge distribution upon app
tion of an external electric field, satisfies

CJC†DQ52Cv, ~15!

when the principle of electronegativity equalization is a
plied in the presence of an external electric field. T
ground-state charges and the total energy in this case bec
r-

al

o
ce

a-
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e
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Uee
F 5Uee~$q

F%,$r%!5
1

2 (
i

(
a

@x ia
0 1v~r ia!#qia

F ,

~16!

qF52T ~X1v!5qeq2T v, ~17!

Dq52T v. ~18!

From Eqs.~12!–~18!, Eq. ~16! can be rewritten as

Uee
F 5Uee

eq1
1

2
v†qeq2

1

2
v†T X2

1

2
v†T v

5Uee
eq1v†qeq2

1

2
v†T v. ~19!

It is apparent from the above equation that the total energ
the system is the sum of the total energy free of an exte
field, the interaction energy between the ‘‘free’’ system a
the external field, and the polarization energy. If the appl
external potential corresponds to a spatially uniform elec
field, i.e.,

v~r !52r–E, ~20!

the total energy of the system is simply@see also, for ex-
ample, Eq.~4.8! of Ref. 11#

Uee
F 5Uee

eq2 (
i

Nmole

(
a

Nsite

qia
eqr ia–E

2
1

2 (
i , j

Nmole

(
a,b

Nsite

E–r iaT ia j br j b–E. ~21!

Thus, we find that the quadratic FQ potential function giv
rise to a linearly polarizable system, with the polarizabil
given by

A5(
i , j

(
a,b

T ia j br ia ^ r j b , ~22!

where ^ denotes a direct product. Equation~22! appears to
suggest that the polarizability would depend on the origin
the coordinate system. Such coordinate dependency is
moved by the structure of theT matrix. In addition, when all
the charge sites are in the same plane, the out-of-plane
larizability vanishes. This result may be obtained by a co
dinate transformation to place the system in, for example,
x-y plane~i.e.,z50!. Thezzcomponent of the polarizability
tensor thus becomes

Azz5const (
i , j

Nmole

(
a,b

Nsite

T ia j b , ~23!

and it vanishes because

(
i , j

Nmole

(
a,b

Nsite

T ia j b50, ~24!

which is apparent by noting that there would be no cha
transfer; that is, all charges are equal to zero ifx ia

0 are iden-
tical in Eq. ~13!.

As discussed above, the point charges$q% represent the
electronic degrees of freedom, just as wave functions do
molecular orbital theory. However, while both the Hartree
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Fock equation inab initio molecular orbital theory and th
Kohn–Sham equation in the density functional theory
nonlinear, and must be solved by iterative self-consist
procedures, the corresponding counterpart in the FQ mo
Eq. ~6!, comprises a set of coupledlinear equations. This is
because the total energy functional defined in Eq.~3! is qua-
dratic in $q%.

In the empirical FQ potential of Rick, Stuart, an
Berne,11 x ia

0 in Eq. ~3! is set equal tox̃a
0 and is independen

of $r %; the absolute hardnessJaa
0 and the intramolecula

screened Coulomb interaction,Jia ib , are evaluated analyti
cally as the two-electron Coulomb integral between t
s-type Slater orbitals,20

Jia ib~r ia ib!5E dradrbf ia
2 ~ra!

1

ura2rbu
f ib

2 ~rb!, ~25!

f ia~ra!5Naura2r iauna21e2za~ra2r ia!, ~26!

where ra and rb are the coordinates of the electrons; t
intermolecular Coulomb interactionJia j b is approximated by
1/ur ia2r j bu. The termV(r im j n) in Eq. ~3! represents the pai
interaction, which was taken to be a Lennard-Jones inte
tion between oxygens in the empirical FQ potential. In t
empirical FQ potential, the geometry of the charge sites
taken to be that of the TIP4P model; the Slater expone
the values forx̃a

0, and the Lennard-Jones parameters are
justed to reproduce the gas-phase monomer dipole, an
achieve optimal agreement with experiment regarding pr
erties such as the energy, pressure, and pair-correlation f
tions of the liquid phase.

III. NUMERICAL METHODS

A. Ab initio calculations

Ab initio calculations are performed for 57 water trime
and 94 dimers using thePSGVB program.21 The total interac-
tion energy for anNmole-molecule system is, in general, d
composed into components due to one body, two bod
three bodies,...,etc.:

U ~1!5 (
i 51

Nmole

U~wi !, ~27!

U ~2!5 (
i 51

Nmole

(
j . i

Nmole

U~wiwj !22U ~1!, ~28!

U ~3!5(
i 51

(
j . i

(
k. j . i

U~wiwjwk!2U ~2!2U ~1!, ~29!

...,etc.,

where wi , wiwj , wiwjwk , etc., denote water monomer
dimers, trimers, etc., respectively; subscriptsi , j , andk label
the individual water molecules that make up a cluster;
functional form of U in Eqs. ~27!–~29! depends on the
model@i.e., FQ, as defined in Eq.~3!, or ab initio energetics#,
and the argument ofU in Eqs. ~27!–~29! implies that it is
evaluated for one, two, and three water molecules,..., e
respectively. The two-body interaction energy is evalua
for 94 pairs of water molecules (Nmole52) using the local
e
nt
el,

c-
e
is
s,
d-
to
-

nc-

s,

e

c.,
d

Mo” ller–Plesset second-order perturbation~LMP2!
theory22–24 and Dunning’s correlation-consistent triple-ze
basis function, cc-pVTZ~-f! basis set25–28 ~3s2p1d for hy-
drogen and 4s3p2d for oxygen!:

UHF/LMP2
~2! 5UHF/LMP2~w1w2!2UHF/LMP2~w1!

2UHF/LMP2~w2!1UCP
~2! , ~30!

whereUCP
(2) denotes counterpoise corrections,29

UCP
~2!5HHF~w1!1UHF~w2!2UHF~w1$w2%!

2UHF~w2$w1%!, ~31!

in which UHF(wi) is the Hartree–Fock energy of monom
wi calculated with monomerwi ’s basis functions only, while
UHF(wi$wj%) is the Hartree–Fock energy of monomerwi

calculated using the basis functions for the complexwiwj .
The three-body interaction energy is calculated at

Hartree Fock level using the 6-31G** basis set,

UHF
~3!5U~w1w2w3!2UHF

~2!2UHF
~1! . ~32!

UHF
(2) in Eq. ~32! is calculated in the same way asUHF/LMP2

(2) in
Eq. ~31!, except thatUHF

(2) in Eq. ~32! is calculated at the
Hartree Fock level and that the basis functions of the trim
are used for the counterpoise correction. Likewise,UHF

(1) in
Eq. ~32! is calculated using the trimer basis functions. W
also calculated the three-body energies at the LMP2 le
using the cc-pVTZ~-f! basis set for a selection of 23 out o
the 57 trimers, and the results of 6-31G** basis set at the
Hartree Fock level are systematically less attractive~i.e., less
negative! than the results at the LMP2 level using the c
pVTZ~-f! basis set, but they are in agreement to within 0
kcal/mol. The higher-order many-body terms~i.e., U (n) with
n>4! are found to be negligible,30 and are therefore no
considered in the present modeling of force fields.

B. Extended Lagrangian method

In the preceding section, we have formulated the
model in a compact matrix representation, and a matrix
version is required to solve for the partial charge carried
each atom in the system. Matrix inversion, however, is
difficult proposition, if not impossible, for large-scale mo
lecular dynamics simulations. A more efficient strategy is
treat the electronic degrees of freedom along with the nuc
degrees of freedom as dynamical variables, and to use
so-called ‘‘extended Lagrangian method.’’31–34This method
relies on the presumption that the electronic degrees of f
dom evolve adiabatically with respect to the change in
nuclear degrees of freedom. The extended Lagrangian co
sponding to the energy defined in Eq.~3! is

L5
1

2 (
i 51

Nmole S (
m51

Natom

Mm ṙ im
2 1 (

a51

Nsite

mqq̇ia
2 D 2U~$r%,$q%!

2 (
i 51

Nmole

l i (
a51

Nsite

qia2 (
g51

Nbond

GgGg~$r%!, ~33!

whereMm is the mass of atom typem, andmq is the fictitious
mass associated with the charges$q%. It does not correspond
to any physical mass and is simply set to a value sm
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enough such that the charges follow the atomic coordin
adiabatically. The Lagrangian defined in Eq.~33! also in-
cludes an Nbond number of rigid bonding constraints
Gg($r%), and anNmole number of constraints to ensure th
each molecule remains electrostatically neutral. Read
should refer to Ref. 11 for a Lagrangian that allows interm
lecular charge transfer, and to Ref. 35 for a discussion on
problematic and unphysical charge transfer between at
that are far apart.18

Based on the Lagrangian defined in Eq.~33!, the equa-
tions of motion for the positions and charges are

Mim r̈ im52
]

]r im
FU~$r%,$q%!1 (

g51

Nbond

GgGg~$r%!G , ~34!

and

mqq̈ia52
]U~$r%,$q%!

]qia
2l i . ~35!

These equations of motion can be integrated by many s
dard schemes. The formulation here is for a constant ene
constant volume ensemble; other extended Lagrangians
be formulated for simulations at constant temperature
constant pressure.

An alternative to the extended Lagrangian method
solving Eq. ~6! is the iterative procedure.36,37 Various at-
tempts have been made to improve the accuracy, stability
well as efficiency of this approach.38–40 Although a direct
comparison between the iterative procedure and the exte
Lagrangian method is lacking, we found the two methods
be comparable in terms of computational speed based
indirect evidence from the literature. We note that on a m
sively parallel computer such as a CM5, the extended
grangian method is roughly 20 times faster than the stand
matrix inversion procedure. According to the benchmark c
culation of Bernardoet al.41 on CM5 using a different polar
izable water potential, the iterative method is roughly
times faster than direct matrix inversion to achieve a conv
gence of 1.031028 D in the induced dipole.

C. Parametrization and simulations

A nonlinear Newton–Raphson optimization scheme
used to search for a set of potential function parameters
give the optimal fit to theab initio data. This method is also
used to obtain the dimer and trimer minimum energy c
figurations for the empirical and the newab initio FQ poten-
tials.

Unless otherwise noted, all the intramolecularJia ib are
calculated using Eq.~25!, and all the intermolecularJia j b are
calculated as 1/r ia j b . All the molecular dynamics simula
tions are performed on CM5 for the NVE ensembles a
equilibrating their temperature to 298 K. The paramet
~e.g., the number of terms included in the Ewald sum, e!
and methods for molecular dynamics simulations are
same as in Ref. 11, unless otherwise noted. To calculate
frequency-dependent dielectric constants, we use Filo
method for Fourier–Laplace transformation.42,43
es

rs
-
e
s

n-
y,
an
d

r

as

ed
o
on
s-
-
rd
l-

r-

s
at

-

r
s
.
e
he
’s

IV. MODELING MANY-BODY INTERACTIONS

In this section, we examine the many-body interactio
exhibited in water trimers, and the polarization energy o
monomer in the presence of spatially uniform and nonu
form external fields, respectively. In particular, we look f
their similarity and differences within the framework of th
Fluctuating Charge Model@Eq. ~4!#.

Following Eq. ~19!, the polarization energy of any sys
tem with respect to an external electric potential in the
model is

Epol
FQ52

1

2
v†T v. ~36!

For a water molecule, it can be explicitly written as

Epol
FQ52

Czz

4
~vHa1vHb22vO!22

Cyy

4
~vHa2vHb!2,

~37!

where

Czz5@2JOO
0 1JHH

0 24JOH~r MH!1JHH~r HH!#21, ~38!

Cyy5@JHH
0 2JHH~r HH!#21, ~39!

and va is the external electric potentialv(r ) applied at the
ath charge site,r5ra . If the external field is uniform, i.e.,

v~r !52E–r , ~40!

the FQ polarization energy in Eq.~37! becomes

Epol
FQ52

1

2
azzuE–uzu22

1

2
ayyuE–uyu2, ~41!

whereuz and uy are the unit vectors along the C2 axis and
along the direction perpendicular to the C2 axis in the mo-
lecular plane; andazz andayy are

azz52zMH
2 Czz, ~42!

ayy5
1

2
r HH

2 Cyy , ~43!

with theuz component of the distance from theM site to the
hydrogen denoted byzMH and the distance between the tw
hydrogens denoted byr HH . It is apparent from Eq.~41! that
azz andayy correspond to the polarizabilities in the molec
lar plane in the presence of a uniform external field.

The number of independent variablesNv in the fitting of
polarization energy is, in general,

Nv5
1

2 H Nsite
2 2~2Nsite21!(

p

Np

Nip

1(
p

Np

Nip
2 12NpNsite2Nsite22NpJ , ~44!

where Nip denotes the number of charge sites that
equivalent under symmetry operation andNp denotes the
total number of such sets. For example, the two charge s
on the hydrogen atoms in the water molecule are ident
under symmetry operation. ThusNi1 andNp equal 2 and 1,
respectively, and there are two independent variables av
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able for fitting the polarization energy of a water molecu
~Note that in the empirical FQ potential of Ricket al., the
Slater orbital exponents of oxygen and hydrogen are va
to fit the empirical data. Since both theJOO

0 andJOH (r MH)
are calculated using the two-electron Coulomb integral in
empirical FQ potential of Ricket al. @see Eq.~25!#, this ad-
ditional constraint may make it impossible to obtain the o
timal azz with any value ofzO. Thus, a more flexible pa
rameter search is to vary, for example, the value ofzO for the
one-center two-electron integral while keeping the value
zO for the two-center two-electron integral fixed.!

In the following, we calculate the polarization energy
the FQ model@Eq. ~36!# in the presence of a nonuniform
external field, and the three-body energy in water trim
@Eq. ~29!# using various sets of values of the Slater exp
nentszO and zH , which, in turn, specify the values ofayy

and azz, the polarizabilities along the HH axis and the C2

axis.

A. Polarization due to nonuniform electric field

If many-body interactions could be approached
monomer properties, the simplest model would be a poten
function that accounts for the dipole polarization. In the ca
of the fluctuation charge model, one would then derive
potential function parameters by fitting the molecular pol
izabilities to theab initio values. This is equivalent to fitting
the polarization energy of a fluctuating charge model to
correspondingab initio polarization energy due to a uniform
external field. The instantaneous local electric field exp
enced by a molecule in the condensed phases is, how
not uniform. And it is not unlikely that distinct sets of po
tential function parameters would be obtained when theab
initio polarization energy due to external uniform and no
uniform electric fields are used in the parametrization. T
question is addressed below.

The molecular polarizability of the water monome
axx

QM , ayy
QM , andazz

QM , are estimated to be 0.7464, 1.183
and 0.9915 Å3, respectively, using the cc-pVTZ~-f! basis at
the Hartree–Fock level. Theab initio polarization energy of
a water molecule in a nonuniform field due to a probe cha
is calculated as follows. When a probe charge is pla
around a water molecule, it gives rise to a perturbation,Vext,
and theab initio polarization energyEpol

QM is calculated as the
difference between̂cFuVextucF& and^cvacuVextucvac&, which
are the expectation values ofVext evaluated in terms of the
wave functions in equilibrium with the external charge (cF)
and in vacuum (cvac), respectively. By varying the locatio
of the probe charge relative to the water molecule, and ke
ing the probe charge always at least 2 and 2.5 Å away fr
the hydrogen and oxygen, respectively, we calculateEpol

QM for
a set of 1034 positions of the probe charge relative to
water molecule. The probe charge is either20.2e or 10.2e.

Figure 1 shows the correlation between the polariza
ities anddpol , which measures the agreement betweenEpol

FQ

andEpol
QM, and is defined as the total absolute difference

tweenEpol
FQ and Epol

QM for the 1034 geometries~in kcal/mol!.
This quantity is plotted against the polarizability,ayy and
azz @panels~a! and ~b!, respectively#. The variation in the
polarizability along one direction is made while keeping t
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other constant. Figure 1 shows that the best agreemen
tween Epol

FQ and Epol
QM is obtained whenayy

FQ and azz
FQ are

0.8067 and 1.1587 Å3, respectively. Compared to theab ini-
tio results, ofayy

FQ is reduced by nearly 32% andazz
FQ in-

creased by 17%. Since the out-of-plane polarization is
present in the point-charge FQ model, it is tempting to
tribute the large difference betweenayy

FQ andayy
QM to the in-

clusion ofEpol
QM due to out-of-plane probe charges in the fi

ting. We found that this difference is reduced by only abo
11% when the out-of-plane configurations are excluded fr
the fitting, and thus it cannot be sufficiently accounted for
this line of reasoning. It may also be suggested that the e
tric fields created by the probe charges are beyond the ra
for which the linear response is valid. In Fig. 2 we plot t
actualab initio polarization energy of water with respect
the field strengths~data points! and the expected linear po
larization response~lines! using theab initio molecular po-
larizabilities listed in the preceding section. The fie
strength due to a probe charge of60.2e at a distance of 2.5
Å away is marked by a thin solid vertical line. It is clear fro

FIG. 1. The correlation betweendpol ~in kcal/mol! and the molecular polar-
izabilities,ayy andazz (Å 3) @panels~a! and~b!, respectively#. The quantity
dpol is the total absolute difference betweenab initio polarization energy
(Epol

QM) and that of the FQ models (Epol
FQ) for a set of 1034 configurations o

the external probe charge of (60.2e). This quantity is a measure of th
agreement betweenEpol

QM andEpol
FQ . In panel~a!, ayy is varied while keeping

azz fixed at a value of 1.1587 Å3. In panel~b! azz is varied andayy is fixed
at a value of 0.8067 Å3.

FIG. 2. Theab initio polarization energy (Epol) of a water monomer re-
sponding to homogeneous external electric fields applied along thex, y, and
z directions are represented by circles, diamonds, and squares, respec
The dashed line marks the magnitude of the electric field created by a p
charge of 0.2e at 2.5 Å away.
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Fig. 2 that the polarization response is nearly linear~with a
very slight deviation! in the presence of uniform fields wit
strengths up to 0.014 Hartree/e. Our results presented abov
thus show that two distinct sets ofa’s ~and therefore two
distinct sets of potential parameters! are obtained, dependin
on whether the polarization energy due to uniform or
nonuniform external fields is used for parametrization.

B. Three-body energies of water trimers

In this section, we explore another approach for mod
ing many-body interactions. In this approach, many-body
teractions are assumed to form a converging sequenc
energy terms involving three bodies, four bodies,..., etc
this sequence converges within a few terms involving a sm
number of molecules, it is then possible to extract the
sence of many-body interactions from studies on molec
clusters. Usingab initio quantum chemical methods, th
many-body interactions of water clusters are first partition
into components corresponding to the two-body, thr
body,..., etc., and then the FQ potential parameters are
justed to reproduce theab initio many-body energies. Prio
ab initio calculations have shown that the many-body en
gies involving more than three water molecules are ne
gible, and thereforeab initio quantum chemical calculation
on water trimers will suffice for analyses and parametri
tion. ~Note that this is not to say that the ‘‘binding energy
of water clusters larger than trimers is negligible, but that
contributions to the total binding energy from many-bo
energy terms@see Eq.~29!# involving more than three wate
molecules are insignificant.! We analyze the interactions o
water trimers in various relative orientations, and give
qualitative description of the origin of the three-body en
gies of water trimers. Finally, we seek a correlation betwe
the three-body energies and the molecular polarizabilitie

Three-body interaction energies calculated for 57 trim
using Eq.~32!, i.e., at the Hartree–Fock~HF! level are sum-
marized below. The geometry of the 57 trimers are rando
selected from liquid simulations and in part selected to
clude geometries with bifurcated hydrogen bonds. T
monomers are constrained to be nearly the equilibrium w
monomer geometry, with the largest deviation of 0.015 Å
the OH bond length and 3.15° in the HOH bond angles. T
three-body energies vary from very negative~attractive,;
21.18 kcal/mol! to positive ~repulsive, ;0.83 kcal/mol!.
The magnitude of the three-body interaction can be as m
as 10% of the overall binding energy of a trimer. Furth
analysis shows that the trimers with a repulsive three-b
energy greater than 0.2 kcal/mol involve bifurcated hydrog
bonds, with one of the water molecules either acceptin
hydrogen from each of the remaining two water molecules
donating its two hydrogens to both of the other two wa
molecules at the same time. An example of the bifurca
hydrogen-bonded configuration is given in Fig. 3. The rep
sive three-body interaction exhibited in these bifurca
hydrogen-bonded trimers may at first seem unexpected b
on the Mulliken analysis as well as electrostatic poten
mapping of the charge distribution of a hydrogen-bond
water dimer. It is found in a water dimer that the oxyg
becomes more negatively charged, or equivalently, m
e
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‘‘basic’’ upon accepting a hydrogen bond from the oth
water molecule.44 One therefore expects that it is energe
cally favorable to accept a second hydrogen bond from
third water molecule, and this would lead to anattractive
three-body energy, contradicting to the results ofab initio
quantum chemical calculations. This paradox may be
solved by considering the quantum-mechanic characte
hydrogen bonding. The repulsive three-body interaction
flects the unfavorable molecular orbital interaction for t
oxygen to form a second hydrogen bond. In contrast to e
trostatic forces, this kind of molecular orbital interaction
expected to be short ranged. And, indeed, priorab initio
calculations show a rapid decay of such repulsive three-b
interaction as the distance between the monomers beco
larger.8,45 In the present study, we also examine the orien
tional dependence of the repulsive three-body energies,
the results are summarized in Table I.

To test the convergence of theab initio three-body en-
ergies with respect to the level of theory, we also applied
local Mo” ller–Plesset second-order perturbation~LMP2!
method to a subset of 23 trimers~also including counterpoise
corrections!, and the results are compared to the HF resu

FIG. 3. A representative structure for bifurcated hydrogen-bonded trim

TABLE I. Orientational dependence of theab initio three-body energy. The
geometrical parametersu andg are defined in Fig. 3.

u Structure I Structure II g Structure III

180 1.99 2.02 0 0.58
150 2.00 1.45 52.3 2.02
120 2.46 1.58 82.3 0.78

104.5 0.33
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in Fig. 4. The solid line represents perfect agreement w
the HF calculations. The LMP2 results are represented
open diamonds. As seen in Fig. 4, the HF and LMP2 res
are nearly indistinguishable, suggesting that there are ne
gible three-body effects in the correlation energy and the
fore accurate three-body energy can be obtained at the
level.

Also presented in Fig. 4 are the three-body interact
energies for the same 57 trimer configurations calculated
ing the empirical FQ potential@Eq. ~29!# ~solid diamonds!.
Except for a number of trimers, the FQ model gives a
markably good prediction of three-body energies, and
agreement with theab initio results is within 0.3 kcal/mol
~i.e., within the uncertainty introduced by the type of ba
sets and the level ofab initio methods!. The exceptions are
those that involve bifurcated hydrogen bonds shown in F
3. As discussed in the beginning of this section, repuls
three-body energy observed in this type of bifurca
hydrogen-bonded trimers contradicts the usual electros
model of hydrogen bonding. The result in Fig. 4 indica
that the functional form of the empirical FQ potential is a
equate for depicting many-body interactions when elec
static polarization is the predominant source of many-bo
interactions, but not adequate for the quantum-mechan
many-body effects, as exhibited in the bifurcated hydrog
bonded water trimers.

It is also worth noting that the intermolecular Coulomb
interaction,Jia j b , may be modeled by the two-electron Co
lomb integral rather than by 1/r ia j b . We found that in this
case, the three-body energies are systematically less a
tive than theab initio results, but the agreement is still withi
0.3 kcal/mol, except for the bifurcated hydrogen-bonded
mers. When intermolecular charge transfer is allowed, a
nificant deviation from theab initio results is observed. Thi
is due to the unphysical charge transfer between water m
ecules that are far apart, and we found that this prob
cannot be remedied by fitting the potential function para
eters to theab initio three-body energies.

FIG. 4. Three-body interaction energies~kcal/mol! of 57 water trimers cal-
culated by the empirical FQ potential of Ricket al. ~solid diamonds! and by
ab initio quantum chemistry at the local MP2 level@cc-pVTZ~-f! basis set#
~open diamonds! are plotted against the theab initio results at the Hartree–
Fock level~6-31G** basis set!. The solid line representing perfect agre
ment with the HF results is also plotted.
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Finally, to further explore the possibility of approachin
many-body interactions by monomer properties, we see
correlation between the molecular polarizabilities and
three-body energy of water trimers. Specifically, for tho
water trimers exhibiting attractive three-body interaction
the ability of a set of FQ parameters to reproduce faithfu
their ab initio three-body energy should depend on how w
they represent the molecular polarization response of a w
molecule to a nonuniform external field. We define t
agreement betweenE3b

FQ andE3b
QM as the total absolute differ

ence betweenE3b
FQ andE3b

QM for the 43 water trimers, all with
negative~i.e., attractive! three-body energies, and denote
by d3b ~in kcal/mol!. This quantity is plotted against th
polarizabilities, ayy and azz @panels ~a! and ~b!, respec-
tively!, in Fig. 5. The variation in the polarizability along on
direction is made while keeping the other constant. One fi
thatd3b correlates only withazz, the polarizability along the
C2 axis direction. This is in sharp contrast with the corre
tion betweendpol and the molecular polarizabilities~cf. Fig.
1!. Figure 5 suggests that the three-body energies in our
rametrization database are largely determined byazz, but
not dependent upon the polarizability along the HH axis
rection. This result shows that one would obtain distinct s
of molecular polarizabilities~and therefore distinct sets o
FQ potential parameters!, depending on whether theab initio
polarization energy due to nonuniform fields or theab initio
three-body energies of water trimers are used for param
zation.

V. AB INITIO DYNAMICALLY FLUCTUATING CHARGE
MODEL

In the preceding section we analyzed the two differe
approaches for modeling many-body interactions and
found interesting differences between them. These dif
ences merit further studies. To explore other important iss
relevant to constructingab initio force fields~as mentioned
in the Introduction!, we choose to parametrize the man
body interactions by fitting to the three-body energies of w

FIG. 5. The correlation betweend3b ~in kcal/mol! and the molecular polar-
izabilities,ayy andazz ~in Å 3! @panels~a! and~b!, respectively#. The quan-
tity d3b is the total absolute difference betweenab initio three-body energy
(E3b

QM) and that of the FQ models (E3b
FQ) for a subset of 43 water trimers, a

with negative~i.e., attractive! three-body energy. This quantity,d3b , is a
measure of the agreement betweenE3b

QM and E3b
FQ. The solid lines are cal-

culated withazz @panel~a!# andayy @panel~b!#, fixed at the same value as i
panels~a! and~b! of Fig. 1, respectively. The dashed line in panels~a! and
~b! is calculated withazz fixed at 0.9714 andayy at 0.9062 Å3, respectively.



a
he
ev
d.
e
fa
na
o
-

a
ifi
th
rg
po
a
re
T
iza

t
n
a

e
r.

e
ro
e

te
-
te
le

on
i

th

b
pa
ifi
s
o

ns

rm
de
-
c

dy
n
w

e
th
gy

e-
ear

ual-
ve
in

use

rge

es
con-
m is

d-
di-
of
ent

lated
ial
ble

ex-
s for
ial,

s.

lly,
tic
he
olved
his
uld
tics.
-
ody
ics

4748 J. Chem. Phys., Vol. 108, No. 12, 22 March 1998 Liu et al.
ter trimers. We do so because our own analyses and
prior ab initio quantum chemical calculations show that t
three-body energies calculated at the Hartree–Fock l
with the cc-pVTZ~-f! basis set are sufficiently converge
The question of convergence of the polarization respons
an electric field is far more complicated, and has thus
been examined primarily for the case of a uniform exter
electric field. In order to obtain quantitatively accurate m
lecular polarizabilities~i.e., within a few percent of the ex
perimental results!, our results46 and those of others47 indi-
cate that it is necessary to utilize diffuse functions and
least the MP2 level of electron correlation. This is a sign
cantly higher level of theory than is required, at least in
case of water trimers, to converge the three-body ene
The disparity in the convergence behavior of molecular
larizabilities and many-body energy suggests that there
components of the quantum mechanical polarization
sponse that have little impact upon many-body energies.
investigation of this issue, the convergence of the polar
tion response in nonuniform external fields with respect
level of quantum chemical calculations, and the implicatio
for developing methods for fitting polarizable models such
the FQ model to theab initio response data~as opposed to
three-body energies, which are significantly more cumb
some to calculate!, will be pursued further in another pape

The specific procedures for deriving theab initio many-
body water potential is as follows. The potential paramet
pertinent to many-body interactions are adjusted to rep
duce ab initio three-body energy of water trimers. In th
present case, these parameters are the potential parame
the FQ model, thex’s and thez’s. The values of these pa
rameters are then held fixed, and the potential parame
corresponding for interactions between pairs of molecu
are then adjusted to give the optimal agreement withab ini-
tio pair interaction energy. As shown below, a new functi
is required to model the repulsive three-body interactions
bifurcated hydrogen-bonded water trimers, in addition to
usual FQ model as expressed in Eq.~3!. Furthermore, we
found that the liquid structure and other properties can
dramatically affected by subtle changes in the potential
rameters for pair interactions. We attribute this to the sign
cant reduction of pair interactions to simple pair function
An intelligent mapping of the relevant configuration space
pair interactions is crucial for parametrizing pair interactio

A. Many-body interactions

Table I suggests that it would require a functional fo
including all 21 internal nuclear degrees of freedom in or
to faithfully model theab initio three-body energies. Com
plicated and computationally costly potential energy fun
tions and their derivatives may be feasible for molecular
namics simulations, provided that one can impose a dista
cut-off and/or use a neighbor list. In the present paper,
take a different approach.

In molecular dynamics simulations, the most tim
consuming part of the calculations is the evaluation of
forces, which involve derivatives of the potential ener
function. For the potential energy function defined in Eq.~3!,
lso

el

to
r
l

-

t
-
e
y.
-
re
-

he
-

o
s
s

r-

rs
-

rs of

rs
s

n
e

e
-

-
.
f
.

r

-
-
ce
e

-
e

the force exerted on each atom~denoted by subscriptsa, b,
andc) is

2~“ r ia
U !$r jb, jbÞ ia%52~“ r ia

U !$r jb, jbÞ ia%,$q%

2(
kc

S ]U

]qkc
D

$r %,$qjb, jbÞkc%

–~“ r ia
qkc!$r jb, jbÞ ia% , ~45!

since the charges$q% are not independent variables, but d
pend on the interatomic distances through the coupled lin
equations due to the requirement of electronegativity eq
ization. The summation on the right-hand side of the abo
equation appears to introduce an additional complication
the force evaluation. However, this term vanishes beca
the instantaneous electronegativities~the partial derivative of
potential energy with respect to the charges! are equal and
because the net molecular charge is conserved~or the charge
of the whole system is conserved if intermolecular cha
transfer is allowed!. Another way of understanding it is to
recognize that the charges$q% for each configuration$r % are
variationally optimized. Thus, the variation of the charg
with respect to spatial displacement does not need to be
sidered in the force evaluation, and the force on each ato
simply

2~“ r ia
U !$r jb, jbÞ ia%52~“ r ia

U !$r jb, jbÞ ia%,$q% . ~46!

The concept embodied in Eq.~46! has been exploited in
computational simulations using polarizable potential mo
els. For example, in the potential models using induced
poles to account for the many-body effects, the variation
the dipole moments with respect to the spatial displacem
also vanishes because the dipole moments are calcu
variationally.48 Thus, the force evaluation for these potent
models is as simple as the corresponding nonpolariza
model because the part of the potential function with an
plicit dependence on spatial displacement is the same a
the nonpolarizable models. For the empirical FQ potent
the contribution to the force on each atom from theUee term
is simply

2~“ r ia
Uee!$r jb, jbÞ ia%52 (

jbÞ ia

]Uee

]r ia jb

r ia jb

r ia jb

52 (
jbÞ ia

qiaqjb

]Jia jb

]r ia jb

r ia jb

r ia jb
. ~47!

The force in Eq.~47! appears to be ‘‘pairwise,’’ with the
many-body couplings incorporated in the charges.

The above discussion is not limited to Coulombic force
One can also take advantage of Eq.~46! in designing a
model for the repulsive three-body interactions. Specifica
the potential function for the short-range nonelectrosta
many-body interaction is taken to be a function of both t
coordinates and the charges. The charges, again, are s
by Eq. ~6!, and thus carry the many-body character. In t
approach, the nonelectrostatic many-body interaction wo
induce a change in the charges, in addition to the energe
This is consistent withab initio calculations that show quali
tatively that the nonelectrostatic and electrostatic many-b
interactions differ not only in their effects on the energet
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but also the molecular charges. Thus, the aforementio
approach is superior to a many-body function with expli
dependence only on the interatomic distances.

There are many possibilities for the functional form f
the nonelectrostatic many-body interactions. In the follo
ing, we present one of the many possibilities. In thisab initio
FQ model, the quantity,x0, in Eq. ~3! is now a function of
interatomic distances, in addition to the constant term,x̃ 0,

x ia
0 5x̃a

01(
b

(
j Þ i

(
g

cbg
a e2~r ib j g /sbg!2

, ~48!

where

cOO
O 52~sOH1sHO!, cOO

H 52sHH,

cOH
O 5tOHsOH, cOH

H 5tOHsHH,

cHO
O 5tOHsHO, cHH

H 5tHHsHH,

cHH
O 5tHH~sOH1sHO!.

The parameters in Eq.~48!, sab , sab , andtab , along with
the x̃0 and the Slater exponentsz, are optimized to fit the
three-body interaction energy of 57 trimers; under the c
straint that the monomer dipole moment being the same
the bestab initio estimate.49 The values of these paramete
that produce the optimal fit are given in Table II, and t
three-body energies calculated using theab initio FQ param-
eters are represented by the solid circles in Fig. 6. The m
mum absolute error in the three-body energies from theab
initio FQ model is 0.15 kcal/mol; and the root-mean-squ
deviation is 0.05 kcal/mol compared to 0.18 kcal/mol of t
empirical FQ potential. For the 43 trimers with attracti
three-body energy, theab initio FQ parameters give a valu
of 1.41 kcal/mol for the total absolute difference betwe
E3b

FQ andE3b
QM .

B. Pair interactions

To develop the empirical pair potential, we have built
extensive database of water dimer energies at the LM
level using the cc-pVTZ~-f! basis set of Dunning and
co-workers,25 which has been previously shown to yield re

TABLE II. FQ potential function parameters

Empiricala Ab initio

Pair parameters
eOO~kcal/mol! 0.2862 0.3411
sOO@Å 21# 3.159 3.1130

Many-body parameters
x̃O

0 2x̃H
0 @kcal/~mol e!# 68.49 64.97

zO(a0
23) 1.63 1.60

zH(a0
23) 0.90 0.91

sOH@kcal/~mol e!# 13.64
sHO@kcal/~mol e!# 228.25
sHH@kcal/~mol e!# 225.36
tHH 0.0574
tOH 0.7880
sOO(Å 21) 0.7652
sOH(Å 21) 1.341
sHH(Å 21) 1.475

aReference 11.
ed
t

-

-
as

i-

e

n

2

sonable results for the binding energy of the water dim
The monomers are constrained to be nearly the equilibr
water monomer geometry, with the largest deviation of 0
Å in the OH bond length and 3.15° in the HOH bond angl
The pair potential function in theab initio FQ model is taken
to be the usual LJ interaction between oxygens only.
though the possibility of employing more sophisticated a
complex pair functions has been explored before, the
provement in the ability to reproduce empirical data is ne
ligible, except when the internal degrees of freedom are
cluded in the molecular dynamics simulations.50 The present
study employs only a rigid water model, and therefore
choose the simple Lennard-Jones function for computatio
efficiency.

A recent work by Wallqvist and A˚ strand shows tha
subtle changes less than 0.1 kcal/mol in the potential of m
force result in large differences in the liquid density.51 The
ab initio data employed in our fitting~or, in general! are not
accurate to within 0.1 kcal/mol. This, we believe, limits th
advantage of employing sophisticated functional forms
pair interactions. And we have indeed tried to use functio
in addition to the Lennard-Jones potential between oxyge
but we did not obtain the kind of overall improvement th
would justify the increased cpu time required in simulatio
with more complex force fields. Therefore, in the prese
work, we seek correlations between the simulated liq
structures and theab initio water dimer data. In particular
we look for a balance in the representation of long- a
short-range interactions.

Caution must be taken, however, to note that simple
termolecular pair functions are not able to reproduce the r
tive stability of all the conformers of water dimers at a giv
oxygen–oxygen distance, especially when the monomers
close to each other. To overcome this problem, we inclu
various conformers of water dimers withROO.4 Å, but only
those that resemble the equilibrium gas-phase dimer con
mation ~i.e., nearly linear hydrogen bonded! are included in
the fitting for ROO less than 3 Å. In summary, the dime
dataset includes totally 94 dimers, with the oxygen–oxyg
distance ranging from 2.66 to 3.00 Å~28 dimers! and from 4
to 7 Å ~66 dimers!; and their binding energies are all les
than 1.4 kcal/mol. This energy cutoff is chosen because

FIG. 6. Three-body interaction energies~kcal/mol! of 57 water trimers cal-
culated by the newab initio FQ potential~solid circle! are plotted againstab
initio results at the Hartree–Fock level. As in Fig. 4, a solid line represe
ing perfect agreement with the HF results is plotted to aid in a visual co
parison.
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TABLE III. Static and dynamics properties of water.

Hartree–Fock
cc-pVTZ~-f!

FQ models

ExperimentbEmpiricala Ab initio

Gas-phase properties
Dipole moment~Debye! 2.0299 1.85 1.85 1.85
azz (Å 3) 0.9969 0.82 0.86 1.46860.003
ayy (Å 3) 1.184 2.55 2.50 1.52860.013
axx (Å 3) 0.7487 0.0 0.0 1.41560.013
Dimer energy~kcal/mol! 24.51 24.60 25.460.7
Dimer O–O length~Å! 2.92 2.91 2.98

Liquid-phase properties
Energy~kcal/mol! 29.9 210.1 29.9
Dipole moment~Debye! 2.62 2.68
tD ~ps! 862 863 8.2760.02
Dielectric constante0 7968 79616 78
Dielectric constante` 1.59260.003 1.59360.005 1.79
Diffusion constant (1029 m2/s) 1.960.1 1.960.3 2.30
tNMR ~ps! 2.160.1 2.360.2 2.1

aReference 11.
bThe source of experimental data may be found in Ref. 11.
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binding energy corresponding to the equilibrium dimer co
figuration is about25 kcal/mol, making the very repulsiv
configurations rare events during simulations. The distri
tion of the binding energies of the water dimers in the fitti
data is as follows, 19 of those less than24 kcal/mol, 7 of
those between24 and 23 kcal/mol, 1 between23 and
22 kcal/mol, 5 between22 and21 kcal/mol, 40 between
21 and 0 kcal/mol, 21 between 0 and 1 kcal/mol, and
above 1 kcal/mol. The Lennard-Jones parameters for
oxygen–oxygen interactions are varied to minimize the
viation from theab initio results. The values for these p
rameters that give an optimal fit are tabulated in Table
This set of parameters combined with the functions d
cussed in Sec. V A gives a maximum deviation of 0.5 kc
mol from the ab initio binding energy and the sum of th
absolute values of the deviation is 8.44 kcal/mol.

C. Predicted gas-phase properties

A comparison of equilibrium water dimer geometry a
binding energy of theab initio FQ model and the empirica
data is presented Table III, along with the empirical FQ p
tential. The agreement with the experiment is reasona
and it is superior than most of the other empirical wa
potential models.1 We also note that the LMP2/cc-pVTZ~-f!
estimate for the water dimer binding energy may be a f
tenths of a kcal/mol more positive than higher level quant
chemical calculations, with large basis sets that curre
yield results on the order of 5.0 kcal/mol.52

Since our focus here is to design a polarizable force fi
for water, it is interesting to examine the dipole polarizab
ities of the newab initio FQ model. A comparison with the
empirical FQ potential and experiment is presented in Ta
III. We define thexyzaxes such that theC2 axis of the water
molecule is along thez axis, and the molecule is in theyz
plane. Since all molecular charge sites are in the molec
plane, the out-of-plane dipole polarizabilityazz is zero for
both the ab initio and empirical FQ potentials, while th
-

-

1
e
-

I.
-

l/

-
e,
r

ly

d
-

le

ar

empirical dipole polarizability is nearly isotropic. The in
plane polarizabilities from both the empirical and theab ini-
tio FQ models are very different from the experimental es
mate. As discussed in Sec. IV, a three-site FQ mode
incapable of modeling the polarization response to unifo
and nonuniform fields simultaneously, and distinct sets
potential parameters are required to fit the polarization
sponse in the presence of a nonuniform field and to fit thr
body energies of water trimers. It is therefore not surpris
that the molecular polarizabilities of our newab initio FQ
model do not agree with empirical values. How this affe
modeling a truely transferable force field is further discuss
in Sec. VI.

D. Predicted liquid-phase properties

The predicted static and dynamics properties of liqu
water at 298 K andr51 g/cm3 are presented in Table III
and they are compared to the empirical FQ potential a
experiment. The error bars represent two standard deviati

FIG. 7. Oxygen–oxygen radial distribution function for theab initio FQ
~solid line! and the empirical FQ~dotted line! potentials, compared to the
neutron diffraction results of Soper and Phillips~dashed line!.
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The internal energy predicted by theab initio FQ model
agrees with the experiment estimate reasonably well.

The radial distribution functions~gOO, gOH, andgHH! of
intermolecular oxygen–oxygen, oxygen–hydrogen, a
hydrogen–hydrogen distance are presented in Figs. 7–9.
prediction of theab initio FQ potential is represented by th
solid lines, and the results of the empirical FQ potential a
the experiment by Soper and Philips53 are represented by th
dotted and the dashed lines, respectively. For compari
we also plotted theab initio FQ pair correlation functions in
Fig. 10 with two sets of neutron diffraction results: one
Soper and Philips53 and the other one by Soper and Turner54

As seen in Fig. 10, the peak positions obtained from the
neutron diffraction measurements show much less un
tainty than the peak height. The liquid structure predicted
the ab initio FQ model agrees very well with the empiric
FQ potential, and they both are in good agreement with
experiment. Nevertheless, the position of the first peak
both FQ models exhibits a notable deviation from the exp
ment. In fact, it is well known that all the cited force field
predict a shorter most probable first shell O–O distance t
the experiment by approximately 0.1 Å. The first peak po
tion of gOO predicted by the FQ potentials is in closer agre
ment with the experiment than the nonpolarizable wa
models. Two factors reduce the significance of this diff
ence. First, the experimental diffraction measurements m
be Fourier inverted and separated into O–O, O–H, and H
components. Over the years Soperet al. have reported dif-
ferent experimental results. Although the major differenc

FIG. 8. Oxygen–hydrogen radial distribution function for theab initio FQ
~solid line! and the empirical FQ~dotted line! potentials, compared to the
neutron diffraction results of Soper and Phillips~dashed line!.

FIG. 9. Hydrogen–hydrogen radial distribution function for theab initio FQ
~solid line! and the empirical FQ~dotted line! potentials, compared to the
neutron diffraction results of Soper and Phillips~dashed line!.
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have been in the peak heights, this changing experime
target does not engender confidence that we have see
final result. Second, it should be noted that the force fi
does a very good job of getting the dimer O–O distan
correctly. Last, classical simulations were done. Were qu
tum path-integral simulations performed the peak positio
in the liquid would probably shift out and the peaks wou
get somewhat broader because of quantum zero-point
tuations. It is encouraging to see an equally good predic
from theab initio FQ model, even though the structural da
are not included in the fitting of this water potential mode

The predicted liquid-state dipole moment from theab
initio FQ model is in good agreement with the empirical F
potential. In Fig. 11 we compare the distribution of liqui
state water dipole moments of theab initio and empirical FQ
potentials. The maxima of the two distribution curves a
very close to each other, whereas the distribution of theab

FIG. 10. Radial distribution functions for theab initio FQ model~solid line!
compared to two sets of neutron diffraction results, by Soper and Phi
~dashed line!53 and by Soper and Turner.54 Panels~a!, ~b!, and ~c! are
oxygen–oxygen, oxygen–hydrogen, and hydrogen–hydrogen pair cor
tion functions, respectively.
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initio FQ water dipole exhibits a wider width, and, in pa
ticular, a more pronounced tail distribution of large dipo
moments. Thus, it is interesting to compare the predic
dielectric constants of the two FQ models, which give ve
close magnitudes for the averaged liquid-state dipole m
ments, but differ in the dipole moment distribution. The p
dicted optical and static dielectric constants from theab ini-
tio FQ model are compared to those of the empirical
potential and experiment in Table III, and they are in ve
good agreement with one another and with the experim
Another dynamical property related to the liquid-state dip
moment is the Debye relaxation time,tD , which can be ob-
tained from the time-correlation function~f! of the averaged
liquid-state dipole moments shown in Fig. 12. In the pres
case,tD is estimated by fitting the long-time tail off to the
function A exp(2t/tD). We find very good agreement be
tween theab initio and empirical FQ potentials, and als
very good agreement with the experiment. The agreem
between the two FQ models is consistent with the cl
agreement of the liquid-state dipole moments predicted
the two models.

By taking a Laplace transformation of the tim
correlation function of the averaged liquid-state dipole m
ments, one obtains the frequency-dependent dielectric
stants. In Figs. 13 and 14 the real and the imaginary part
the frequency-dependent dielectric constants of theab initio
and empirical FQ potentials are compared, along with
experimental values. Again, we find very good agreem

FIG. 11. A distribution of the absolute value of the liquid-phase dip
moments~in Debye! of the ab initio FQ ~solid line! and the empirical FQ
~dotted line! potentials.

FIG. 12. The time autocorrelation function of the liquid-phase dipole for
ab initio FQ ~solid line! and the empirical FQ~dotted line! potentials.
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between the two FQ models and also with the experime
Figure 14 corresponds to the dielectric saturation spectr
Its intensity decreases when the molecules fail to respon
the electric field of the electromagnetic wave. For frequen
less than 40 THz, molecules respond to the electric field
intermolecular relative translation and libration motion. F
comparison, we calculate the normal mode frequencies of
water dimer, trimer, and tetramer at their minimum ener
configurations. Since both the empirical andab initio FQ
potentials are for rigid water molecules, one must project
the components due to intramolecular degrees of freed
from the Hessian matrix. To achieve this, we first construc
density matrix from the unit vectors corresponding to t
translation and rotation of each water molecule, and th
project out the density corresponding to the overall trans
tion and rotation of the complexes. This density matrix
then applied to the Hessian matrix to exclude the com
nents due to intramolecular motions. The intermolecu
modes of the water dimer are all between 20 and 30 T
with an exception of the lowest frequency being 6 THz. T
former corresponds to librations and the latter correspond
the breaking of the hydrogen bond. As more water molecu
are included in the complex, collective modes are form
and the distribution of the frequencies extends into the
crowave region. The experimental observation of the lib
tion motion is around 15 THz~see Fig. 14!. The prediction of

e

FIG. 13. The real part of the frequency-dependent dielectric constant fo
ab initio FQ model~solid lines!, compared to the empirical FQ potentia
~dashed line! and experiment~dotted lines!.

FIG. 14. The imaginary part of the frequency-dependent dielectric cons
for the ab initio FQ model ~solid lines!, compared to the empirical FQ
potential~dashed line! and experiment~dotted lines!.
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both the empirical and theab initio FQ potentials is blue-
shifted. This may be an artifact of the rigid molecule mod
and we expect these librational modes to be softened w
coupling to intramolecular modes is permitted. In fact,
note that the simulations using a flexible water model gi
perfect agreement with the experiment in terms of the p
position of the librational modes.55

The highest normal mode frequency of the intermole
lar modes increases slightly as the number of water m
ecules increases. The sharp peak around 130 THz exhib
by both FQ models is not a result of motion of water m
ecules. This region of the spectra corresponds to intra
lecular stretching and bending modes, which is absen
both FQ models. Rather, this peak is a result of charge
cillation about the ‘‘adiabatic’’ values@i.e., values satisfy Eq
~6!#. Equation~33! may be rewritten as

L5 (
i 51

Nmole

(
m51

Natom 1

2
Mm ṙ im

2 1(
i 51

(
j . i

(
m

Natom

(
n

V~r im j n!

2 (
g51

Nbond

GgGg~$r%!1
mq

2
q̇8†q̇81q8†CX

1
1

2
q8†CJC†q8, ~49!

whereC transforms the coordinatesq to q8 as, for example,
in Eq. ~9!. Note that hereC is defined such that the kineti
energy of the charges retains the diagonal form in the n
mass-scaled coordinatesq8, in addition to eliminating the
redundant coordinates due to the constraints@Eqs. ~7! and
~8!#. The termCJC† in the above equation is the ‘‘forc
matrix,’’ and it may be diagonalized to obtain the ‘‘norm
mode frequencies’’ of the charges. Take a monomer as
example, one obtains 147 and 251 THz for the charge os
lations. These values support our explanation of theab initio
results in the high-frequency region of Fig. 14.

Also presented in Table III are the diffusion constant a
the NMR relaxation time,tNMR . The former is estimated
using the Einstein relation, and the latter is calculated fr
the long-range component of the second-order rotatio
time constants corresponding to the rotation about the
connecting the hydrogen atoms. Both quantities predicted
the ab initio model are comparable to that of the empiric
FQ potential, and are superior to typical values obtain
from empirical nonpolarizable pair potentials. The vap
pressure of theab initio FQ water model at 298 K, howeve
is about20.6 kbar~compared to the experimental value
0.001 kbar!. This result is less satisfactory. Nevertheless,
note that the error introduced in the density due to this d
crepancy is approximately 2.7%, raising it from 0.997
1.024 g/cm3 ~based on liquid water compressibility!. There-
fore theab initio FQ water model should also give reliab
water properties in a constant pressure simulation. V
small adjustments~within the accuracy of the present level
ab initio calculations! can be made to give more accura
vapor pressures. When a more sophisticated functional f
is used for the pair part of the potential, allowing a better
to the full ab initio dataset, we expect these results to i
prove.
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VI. DISCUSSIONS AND CONCLUSIONS

Several conclusions may be drawn from this paper. Fi
we have demonstrated in the case of water that it is poss
to obtain anab initio polarizable force field as accurate as t
most successful empirical polarizable potentials. This
achieved by first extracting information of many-body inte
actions from studies of water trimers with various relati
orientation and intermolecular distances. The potential
rameters pertinent to many-body interactions, the FQ par
eters in the present case, are then adjusted to give opt
agreement between the FQ model and theab initio calcula-
tions. A new function is introduced to model the repulsi
three-body interactions exhibited in the bifurcated hydrog
bonded water trimers, while at the same time keeping
intermolecular forces as simple functions of interatomic d
tances. Parameters that affect only the pair interactions
determined last. We found that subtle changes in the
potentials can cause dramatic changes in the liquid struc
and other properties such as pressure. We attribute this to
significant reduction of complicated pair interactions to t
simple pair functions entailed by large-scale molecular
namics simulations. The pair part of ourab initio water po-
tential is parametrized to long-range pair interactions~the
distance between the oxygens beyond 4 Å!, and the short-
range interactions between hydrogen-bonded pairs of w
~the distance between the oxygens less than 3 Å!. This pa-
rametrization scheme enables us to obtain very good ag
ment in the static and dynamics properties with experime

The limitations due to the simplicity of the potentia
functions not only are observed in the modeling of pair
teractions, but also appear to affect many-body electrost
polarization. In Sec. IV, the potential parameters respons
for electrostatic polarization~i.e., the Slater orbital exponent
zO andzH! are varied to fit theab initio polarization response
of a water molecule in the presence of a nonuniform exter
electric field. We found that the fitted potential paramet
lead to molecular polarizabilities that are very different fro
the ab initio results at exactly the same level of theory a
using exactly the same basis functions. That is, distinct
of molecular polarizabilities~and therefore distinct sets o
potential parameters! are required to represent the polariz
tion response to uniform and nonuniform external elec
fields. This is due to the fact that the number of poten
function parameters in our water model is not sufficient
modeling the response to both types of external fields sim
taneously. This limitation is clearly shown in Eq.~15!, which
is rewritten below:

ADQ52v8, ~50!

whereA denotesCJC†, andv8 is Cv. The polarization re-
sponse,DQ ~i.e., the change in charge distribution due to t
external field!, depends only upon the values of the potent
at the charge sites in the model. Thus, if there are two
ferent external potentials,v1 and v2 , which have identical
values at the charge sites~a condition that is trivially satis-
fied, for example, by taking linear combinations of fie
sources and solving for the coefficients!, but induce signifi-
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cantly different polarization responses in an accurate qu
tum chemical calculations, the model is fundamentally in
pable of reproducing any such differences.

To what extent can the FQ model properly reso
variations in the polarization response arising from spa
inhomogeneity? This is most easily understood via
eigenvalue/eigenvector decomposition of Eq.~50!. A, a real
symmetric matrix @(NmoleNsite2Nmole) by (NmoleNsite

2Nmole) for constraint Eq.~7!#, has a set of eigenvectorsc j

that satisfy the equation

Ac j5Jjc j , ~51!

where theJj are the corresponding~real! eigenvalues. The
solution forDQ can then be written as

DQ5( ajJj
21c j , ~52!

whereaj5^c j uv& is the projection of thej th eigenvector on
the applied field vector. The magnitude of the polarizat
response to an applied field can thus be decomposed
different amplitudesJj

21, each of which is associated with
particular spatial pattern of the field as it is resolved by
charge sites.

Thus, in our FQ model for water, there are three cha
sites, and hence, for any value of the FQ parameters, exa
two spatially resolved polarization responses. If the accu
quantum chemical polarization response is fit well by t
eigenvalues~it can be decomposed in exactly the same fa
ion, except in this case there are, in principle, an infin
number of modes!, the current model can be made to repr
duce this via parameter adjustment. On the other hand
there are a larger number of important modes, the fit
encompass only a limited subset of these, and will invaria
make errors in others. This explains why it is that differe
parameter values result from fitting to different chemic
datasets.

However, the model can be systematically improved
adding charge sites. The key to limiting the number
charge sites, and hence retaining computational efficienc
to determine what regions of physical space are crucia
resolving spatially inhomogeneous variation—for examp
one possibility is that a better representation of the oxy
lone pairs is necessary, in which case charge sites coul
placed in these locations. This information can be read
obtained via the appropriate quantum chemical experime
and will be the subject of a future publication.

The conclusion of this analysis is therefore that, as lo
as the linear response regime holds, the FQ model,in prin-
ciple, is capable of providing an arbitrarily accurate repr
duction of the quantum chemical behavior, simple by
creasing the number of charge sites until the entire spect
of inhomogeneous behavior is properly reproduced. And
ear response appears to be perfectly adequate for the m
tudes of the perturbations that we have examined, which
typical of molecular systems. Of course, it is possible t
there are specific molecules or environments in which
linear response is not completely reliable; however, the
ear response is still likely to be the dominant term and he
a significant improvement over fixed charge models, eve
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these cases. What remains to be determined is whethe
degradation of the computational efficiency as a conseque
of adding enough charge sites to converge the response f
tion will be substantial. In practice, it is likely that compro
mises will have to be reached, depending upon the availa
computer resources and the goals of the simulation.

In Sec. IV we also try to establish correlations betwe
the three-body energy and the molecular polarizabilities. O
results show that potential function parameters that giv
reasonable representation of the three-body energies of w
trimers from quantum chemical calculations could lead to
wide range of values forayy , the y component molecular
polarizability ~i.e., along the HH axis!, and thus suggest little
correlations between the three-body energies andayy . From
simulations of pure water, the averaged induced dipole al
the HH axis is nearly zero, as expected, if the solvent
sponse is regarded as a dielectric continuum reaction field
this case, a solute water molecule would induce a net solv
reaction field along the C2 molecular axis, but not along th
y direction. It is difficult, however, to extend such an expl
nation appropriate for bulk systems to small molecular cl
ters. Moreover, one would expect they component of the
induced dipole should have nonvanishing effects on the
stantaneous dynamics of individual water molecules in
bulk, and thus affect the relaxation dynamics observed
simulations. Therefore, it is important to understand the r
sons behind the success of ourab initio FQ model presented
in Sec. V. In other words, is it due to the compensation
out-of-plane polarization by the relatively large value
ayy , or that only the polarization along the C2 axis matters?
A great deal of additional work will be required to answ
this question. Furthermore, the differences between the
approaches for modeling many-body interactions, as m
festations of monomer properties or as captured in molec
clusters, are of great importance to establishing a general
efficient procedure for constructing accurateab initio force
fields. These issues are currently under investigation.

ACKNOWLEDGMENTS

This work was funded by grants from the National Ins
tutes of Health~P41-RR06892 and R01-GM43340!. The cal-
culations were performed on the IBM Risc-6000 clusters a
the Thinking Machines CM-5 at the NIH Biotechnology R
source Center at Columbia University. RAF would like
thank Professor Ron Levy for useful discussions at the
ginning of this work, which led to carrying out parallel initia
tests of the ability of the polarizable dipole model to accou
for many-body effects. YPL thanks Dr. Joel Bader, Dr. Ste
Stuart, Dr. Emilio Gallicchio, Dr. Sergey Egorov, and M
Mike Beachy for helpful discussions.

1W. L. Jorgensen, J. Chandrasekhar, J. D. Madura, R. W. Impey, and M
Klein, J. Chem. Phys.79, 926 ~1983!.

2See the entire issue of number 7 of Chem. Rev.94, 1721~1994!.
3K. Morokuma, J. Chem. Phys.55, 1236~1971!.
4H. Umeyama and K. Morokuma, J. Am. Chem. Soc.99, 1316~1977!.
5A. Wallqvist, P. Ahlström, and G. Karlstro¨m, J. Phys. Chem.94, 1649
~1989!.
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