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To isolate the effects of the inclusion of polarizability in the force field model on the structure and dynamics

of the solvating water in differing electrostatic environments of proteins, we present the results of molecular
dynamics simulations of the bovine pancreatic trypsin inhibitor (BPTI) in water with force fields that explicitly
include polarization for both the protein and the water. We use three model potentials for water and two
model potentials for the protein. Two of the water models and one of the protein models are polarizable. A
total of six systems were simulated representing all combinations of these polarizable and nonpolarizable
protein and water force fields. We find that all six systems behave in a similar manner in regions of the
protein that are weakly electrostatic (either hydrophobic or weakly hydrophilic). However, in the vicinity of
regions of the protein with relatively strong electrostatic fields (near positively or negatively charged residues),
we observe that the water structure and dynamics are dependent on both the model of the protein and the
model of the water. We find that a large part of the dynamical dependence can be described by small changes
in the local environments of each region that limit the local density of non-hydrogen-bonded waters, precisely
the water molecules that facilitate the dynamical relaxation of the watater hydrogen bonds. We introduce

a simple method for rescaling for this effect. When this is done, we are able to effectively isolate the influence
of polarizability on the dynamics. We find that the solvating water’s relaxation is most affected when both
the protein and the water models are polarizable. However, when only one model (or neither) is polarizable,

the relaxation is similar regardless of the models used.

I. Introduction electrostatic fields require the explicit inclusion of polarization

The importance of waterprotein interacations has been cited to properly treat the electrostatic potential.
in the dynamié? and structural properties of proteis. Intuitively, one would expect the importance of polarization
Understanding how biological solutes such as proteins perturbto vary depending on the specific residtieater interactions
the structural and dynamic properties of proximal water involved. How the inclusion of polarization into an explicit atom,
molecules and how in turn this effects the properties of the Solvation model affects the structure and dynamics of the protein
protein is a necessary step toward characterizing the role ofand water is not yet well understood.
water in solvated biological systems. The primary focus of this work is twofold: first, to investigate

Using simple force fields to simulate biomolecular systems the structure and dynamics of the solvating water in regions of
at the atomic level provides insight into structural and dynamic the protein that have differing electrostatic environments and
details not yet available through experimental techniques. second to gain a better understanding of how the inclusion of
Commonly the electrostatic part of such force fields employs a polarizability in the force field models affects these properties
system of fixed point charges interacting via Coulomb’s fav.  in the different regions. The solvent-exposed surface of bovine
However, the electronic structures of molecules depend on theirpancreatic trypsin inhibitor (BPTI) provides a diversity in the
environment. This is clearly manifested in water by the electrostatic field environments that ranges from hydrophobic
magnitude of the average dipole moment, which is ap- (e.g., alanine) to the strong field environs of charged residues
proximately 40% largéf® in the liquid phase compared to that ~ sych as lysine and aspartic acid. It is this diversity that makes

in the gas phase. For homogeneous systems, such as neat fluidghe BPTI in explicit water system an ideal candidate for our
ignoring polarization in modeling the electrostatic energy is often sty .

deemed sufficient. However, recent work has shown that the We simulated systems interacting through different polariz-

variation in the field of neat fluids appears to be sign_ific_ant able and nonpolarizable model force fields. The water models
enough that fixed charge models are not able to quantitatively employed are the polarizable TIP4P-F@nd RPOE2 models

g?aﬁitgri:\%?ﬁ%‘;ﬁ{cﬁiﬁfg&]?rsrc:]lvﬁgid Slra?rter;nezrthhe g:ﬁcngic and the nonpolarizable TIP4P modéWe also used two model
9 P ydrop force fields for the protein, one of which includes explicit

residues to hlgh_ly polar_ near hydrophilic and charged reS|dues polarization (PFPY while the other does not (OPLS-AA)S
to a bulk-water-like environment far from the protein. It is very I L £ 1h in f fil |
likely that inhomogeneous systems with spatially varying A comblnatlons of the water _and protein force field models
were simulated for a total of six systems. We refer the reader
* Author to whom correspondence should be addressed. E-mail: berne@ !0 the above cited articles for details of the water and protein
chem.columbia.edu. models.
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We investigated the structure and dynamics of the solvating places point polarizable dipoles on the oxygen and hydrogen
water with respect to the local radial distribution, dipole moment atoms and omits intramolecular electrostatic interactions.
distribution, and hydrogen-bond dynamics. Each of these Each of the two protein force fields (the fixed charge OPLS-
measures is system-dependent and varies due to a number oAA and the polarizable PFF) are combined with the three water
model characteristics such as the Lennard-Jones parameters, thferce fields (fixed charge TIP4P and polarizable TIP4P-FQ and
nonpolarizable aspects of the electrostatic parameters, as welRPOL) to give a total of six model systems.
as the polarizable contributions to the interactions. When
possible, we comment on whether the differences noted in eachlll. Simulation Details

of the above measures is due to polarization. The simulation procedure is as follows. The starting structure
In sections 2 and 3, we give a brief outline of the model \as obtained from the BPTI (PDB code 4PTI) structure in the
force fields and simulation details. Section 4 compares the Brookhaven Protein Data BafkThis crystal structure included
teritiary structures of the protein obtained from simulation to 3 protein monomer and 60 water molecules. The protocol for
experimental results. Section 5 outlines the structural and preparation and equilibration of the solvated protein with each
dynamical quantities that we calculated from the simulation of the six interaction models followed the procedure outlined
trajectories. Section 6 gives the definitions of the electrostatic in by Harder et at® To ensure an accurate evaluation of the
regions of the protein. Sections 7 and 8 outline the results for particle dynamics, the simulations are carried out in the
the structural and dynamical quantities. Sections 9 and 10 microcanonical ensembl&VE), free of artificial perturbations

discuss these results. necessary for simulations in the isothermallisobaric en-
_ semblezt?2 The production simulations were run using the
II. Protein and Water Models velocity Verlet algorithm for 2 ns wit a 1 fstime step (0.75 fs

for PFF/TIP4P-FQ). The initial configurations for the simula-
tions were taken from equilibrated simulations at a constant
temperature of 298 K and a constant pressure of 1 atm. A further
500 ps of equilibration ilNVE was found to be necessary,
leaving the final 1.5 ns for analysis. The RATT#Eonstraint
algorithm was used to keep the water molecular geometry rigid,
and the bonds between the protein heavy atoms and hydrogens
were held fixed. A generalized P3M Ewald method to include
point dipoles in addition to point charges is used to resolve the
electrostatic energ?. The Ewald parameters for the simulations
weren = 0.37 A1, a spherical truncation of the real space
potential atR.; = 10 A, a grid spacing of 0.75 A, and an
assignment ordeP = 6. The minimum energy electrostatic
S(‘tonfiguration is solved iteratively at the outset of each simulation

The polarizable model used for the polypeptide (PFF) comes
from the work of Kaminski et al* The model places fixed
partial charges on all atomic positions and on massless virtual
sites representing the lone pairs of the oxygen and sulfur atoms.
The electrostatic parameters are fit from gas-phase electronic
structure calculatiort§ using density-functional theory (DFT)
with the B3LYP metho#/-18and the cc-pVTZ(-f) basis set. The
dipole polarizabilities of the atomic sites are parametrized by a
series of electrostatic perturbations, using dipolar probes applied
to the target molecule. The resulting change in the electrostatic
potential is measured at a set of grid points outside the van der
Waals surface of the molecule. Polarizabilities are chosen to
minimize deviations from the DFT calculation. The fixed
charge_s and the other remaining parameters are chosen to be segment. The extended Lagrangian method was used to
approximate the electrostatic potential from the unperturbed DFT te these variables during the simulaticht We refer
calculation. Stretching and bending energies for PFF are retained’’ 0292 S€ vanables during simu S
from the OPLS-AA force fielfl while the torsional energy is the rea_der to a previous work for the exact details of the

. ) ) gy 12 lation protocotl?
reparametrized? Further details can be found in the respective simu P
rgferenceézl“ The electrostatic energy consists of a system of |\, sy cture of the Protein
fixed point charges and point polarizable dipoles interacting
according to the Coulomb potentiaL The-2 and 13 In this SeCtion, we prOVide a brief anaIySiS of the tertiary
interactions are omitted owing to the breakdown of the bare structure of the protein to assure the reader that different
Coulomb potential at such short intersite distances. The combinations of force fields yield reasonable tertiary structures
Coulomb potential is screened for specific residuater for the protein. A more in depth analysis of the system
interactions as described in ref 19. Short-range repulsion anddependence of the protein structure will be presented in a future

dispersion is represented by a Lennard-Jones function, whereVork. o
we apply the geometric sum rule;(= (cio;)Y2 andej; = (ei€))1?) Figure 1 shows the root-mean-square deviation (RMSD) of

for the interaction between particiendj. A potential scaling ~ the backbone-carbons for the three of the simulated systems
factor for the Lennard Jones part of the potential is set to zero (OPLS-AA/TIP4P-FQ, PFF/TIP4P, and OPLS-AA/RPOL) with
for particles connected by a valence bond or angle, set to 0.5'€spect to the crystal structuféResults for the other three
for intramolecular +4 interactions, and is 1.0 for all other pairs.  Systems (OPLS-AA/TIP4P, PFF/TIP4P-FQ, and PFF/RPOL)

The Lennard-Jones parameters are derived fibrimitio dimer ~ Were presented in a previous wdfiigure 2 shows the RMSD
energies of organic compound analogues of the residues ancPf the protein’s heavy atoms for the same systems with respect
from the OPLS-AA force field. to the crystal structure. The insets in each figure are the RMSD

We employ three commonly used water models to solvate Values of 20 different NMR structurés compared to the
the polypeptide, A fixed charge TIP¥Pmodel and two  €Xperimental crystal structuf@The variations from the crystal

polarizable water models, a TIP4P-FQfluctuating charge  Structure for all six systems are comparable to the variations
model and an inducible point dipole model RPEIAIl three seen between the NMR and the crystallographical experiments.
models employ an interacting Lennard-Jones site placed on the Table 1 shows the time-averaged values of the RMSD. For
oxygen atom. Intermolecular interactions between electrostatic convenience, the values for all six systems are shown here.

sites are described by the bare Coulomb potential. The TIP4P-
FQ model includes an intramolecular interaction between the
charges within the molecule that is parametrized along with the  A. Local Radial Distribution Function. The solvent acces-

other electrostatic parameters empirically. The RPOL model sible to a given protein atom is highly dependent on the local

V. Measured Quantities
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| — OPLS-AA/TIP4P-FQ ; wherelN,,[is the average number of solvent atoms (in this case
2 OFL S AMRPOL /\,\/\/\/\/\c 1 the number of water oxygen atoms) within a certain radius of
- -10.8 the protein atom an®lr is the volume of the sphere of a chosen
1.5 0.6 local radiusR, which in our case was chosen to be 6 A. The
local radical distribution-function with respect to partidle

g° is computed as follows
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RMSD (A)
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| . 1 . 1 L where[dN(r)is the number of water oxygen atoms between
0 500 1000 1500 2000 andr -+ or.
Time (ps) B. Hydrogen Bond and Hydrogen-Bond Relaxation.We

Figure 1. Root-mean-square deviation of, Gtoms between the employ a commonly used def'n't'on. of a_ hydrogen bond..A

simulation structures and the experimental crystal structure as a functionhydrogen bond between two waters is defined by the following

of simulation time. Terminal residues, which show large fluctuations two criteria®’” First, the oxyger-oxygen distance between the

from NMR experiments as well as simulation, are not included in this two waters must be less than or equal to 3.5 A. Second, the

analysis. The inset shows the RMSD between the 20 NMR structures gngle between the oxygerbxygen?2 vector and the oxygen

and the crystal structure. All models do a reasonable job rgpresentmghydrogen bond vector must be less than or equal fo Bbe

the protein native state for the 2 ns duration of the simulation. . . . .
hydrogen-bond correlation function is defined’as

(B(O)h(t)
O

Structure #

0 5 10 15 20 c(t) =
3.5 10 15
- NMR
. — OPLS-AASTIP4P-FQ)
3 — OPLS-AA/RPOL
L -~ PFF/TIP4P

whereh(t) = 1 if a given hydrogen bond exists at timend
h(t) = 0 if it does not.
We limit our investigation to hydrogen bonds that exist
1.2 between two water molecules, one of which is in the solvation
shell of the protein and the other is not.
C. Number of Adjacent Waters. In the work of Xu and
Berne?® a correlation between the number of adjacent non-
hydrogen-bonded waters and the dynamical relaxation of
hydrogen bonds was noted. A similar analysis is presented here.
For each region, the number of adjacent waters was calculated
| ) | . in a standard way. An imaginary spherical shell of radius 3.5
1000 1500 2000 A'is drawn around the oxygen of a tagged water, and the number
of water oxygens that lie within this sphere (excluding the tagged
i o water’s oxygen) is considered to be the total number of
Figure 2. Root-mean-square deviation of heavy atoms between the neighboring waters. This number is then split into the sum

simulation structures and the experimental crystal structure as a function f tw titi Th b f adi i ¢ that
of simulation time. Terminal residues, which show large fluctuations 0 0 quantiies. € number ol adjacent waters that are

from NMR experiments as well as simulation, are not included in this involved in hydrogen bonds with the tagged wateniis and
analysis. The inset shows the RMSD between the 20 NMR structures the number that are not i%g;
and the crystal structure.
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VI. Definition of Electrostatic Regions
TABLE 1: RMSD between the Average NMR Structure and ) ) ) )
the Average Simulation Structure? Part of this work is dedicated to understanding the effect that

differing electrostatic environments have on the structure,

model G heavy atoms ) . . . .
OPLS-AATTIPAP 070 117 energetics, and dynamics of the solvating water. To investigate
) \ ‘ this, we have defined five regions that we will refer to as the
PFF/TIPAP-FQ 0.85 1.47 - - . .
PEF/RPOL 0.91 1.39 bulk, hydrophobic, hydrophilic, positively charged (lysine), and
OPLS-AA/RPOL 0.67 1.16 negatively charged (aspartic acid) regions. These regions are
PFF/TIP4P 0.89 1.47 roughly ordered with regards to the increasing strength of their
OPLS-AA/TIP4P-FQ 0.66 1.23 respective electrostatic fields.
aThe results include only Catoms and all heavy atoms of the We define a water molecule to be in the bulk region if the
protein. Terminal residues are excluded from the comparison point position of its oxygen atom lies outside an imaginary shell

drawn around the protei6 A from the protein atom. The
protein structure and hence is dependent on the location of thestructure and dynamics of the water molecules in this region
atom in the protein as a whole. This presents a well-known are similar to that of the neat system. We also determined the
difficulty in calculating a meaningful parallel to the standard average dipole moment, average number of hydrogen bonds,
radial distribution function. In this work, we follow the and hydrogen-bond relaxation dynamics in the region outside
prescription of Brooks et @ where the local density of water  a shell ¢ 8 A and found no variation in these properties from
around a specific protein atom is defined as the 6 A shell within the statistical error.
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Figure 3. Local radial distribution functions of the water oxygens with
respect to the protein carbons in the hydrophobic region. Parts a, b,
and c are the curves for systems with the TIP4P (blue), TIP4P-FQ (red),
and RPOL (green) models of water, respectively. The solid and dashed
lines correspond to the OPLS-AA and PFF models of the protein,

respectively. Parts d and e show the data for systems with the OPLS-% R

AA and PFF models of the protein, respectively.

A water molecule is considered to be in a given electrostatic
region if it is proximal to region-specific protein atoms. These
protein atoms for the hydrophobic region are defined as the side-
chain carbon atoms of the hydrophobic residues alanine,
isoleucine, leucine, phenylalanine, proline, and valine. The
protein atoms of interest for the hydrophilic region are the

backbone oxygens of any uncharged residue. The protein atoms_
of interest for the postively charged and negatively charged 5

regions are the side-chain nitrogens of lysine and the side-chain
oxygens of aspartic acid, respectively. In addition, we employed
the following restrictions to each of the protein surface regions:

1. Each protein atom of interest has a proximal water in two-
thirds of the configurations generated by the simulations. Here,
we take proximal to mean within 3.5 A of the atom of interest
for the hydrophilic and charged regions and 4.0 A for the
hydrophobic region. Additionally, the protein atom of interest
is the closest protein heavy atom to the given wéter.

2. No side-chain nitrogens or oxygens of charged residues
lie within 6 A of theatom of interest. This is determined from
the initial structure.

3. The protein atom is not involved in an internal hydrogen
bond in more than 10% of the configurations generated by the
simulations.

4. Conditions 1 and 3 are met for all combinations of force
fields.

VII. Structural Results

A. Local Radial Distribution Function. We calculated the
local radial distribution function of the protein and proximal

Kim et al.

water for each of the six systems in each of the four electrostatic
regions of the protein.

In this study, we wish to isolate the effects of polarizability
on the structure and dynamics of the system. This is nontrivial
since differences in the radial distribution function can reflect
both the influence of polarizability as well as other aspects of
the interaction potential such as the Lennard-Jones and nonpo-
larizable electrostatic parameters. To aid in differentiating these
contributions, we present two sets of graphs for the local radial
distribution function in each region. One set in each figure
contains three graphs labeled a, b, and c. Each graph in this set
has one model of water grouped with both models of proteins.
The other set in each figure has two graphs labeled d and e.
Each graph in this set has the local radial distribution function
(RDF) results for one model of protein with all three models of
water. When the differences between curves are similar in each
graph of a given set, it implies that the differences noted are
likely a result of influences other than the polarizability. When
the differences between curves change from graph to graph
within a set, the differences can often be related to the influence
of polarizability.

1. RDF in the Hydrophobic Regiofor all systems studied,
the local radial distribution functions in the hydrophobic region
are very similar. The most noticeable difference is for the TIP4P-
FQ model of water, which has a slightly more pronounced first
peak with both protein potentials compared to those of the other
two water models. We do not attribute this to polarizability for
two reasons. First, such a trait is not apparent in the other
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Figure 4. Local radial distribution functions of the water oxygens with
respect to the protein carbonyl oxygens in the hydrophilic region. Parts
a, b, and c are the curves for systems with the TIP4P (blue), TIP4P-
FQ (red), and RPOL (green) models of water, respectively. The solid
and dashed lines correspond to the OPLS-AA and PFF models of the
protein, respectively. Parts d and e show the data for systems with the
OPLS-AA and PFF models of the protein, respectively.
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Figure 5. Local radial distribution functions of the water oxygens with
respect to the protein nitrogens in the positively charged region. Parts
a, b, and c are the curves for systems with the TIP4P (blue), TIP4P-
FQ (red), and RPOL (green) models of water, respectively. The solid
and dashed lines correspond to the OPLS-AA and PFF models of the
protein, respectively. Parts d and e show the data for systems with the
OPLS-AA and PFF models of the protein, respectively.

polarizable model of water (RPOL). Second, we would expect
this difference to be increased with the polarizable model of
the protein due to the mutual enhancement of the polarization
in both the protein and the water. Figure 3 shows that this is

not the case. The curves for the systems of the TIP4P-FQ model

show little dependence on the protein model and hence little
dependence on whether the protein is polarizable in this weakly
electrostatic region.

2. RDF in the Hydrophilic Regiorfigure 4 shows the local
radial distribution functions of the protein’s carbonyl oxygen
and neighboring water oxygens in the hydrophilic region. With
the polarizable protein model and each model of water, the
distance at which the local radial distribution functions become
nonzero and the positions of the first peak are slightly shifted
inward when compared to the nonpolarizable OPLS protein
model. The distance of this shift is approximately 0.15 A for
each model of water. The waters in the hydrophilic region are
slightly more closely packed to the PFF proteins than those of
the OPLS protein. This trend is the same for all of the models
of water, which implies that the differences are a result of
influences other than the polarizable interactions.

For parts d and e in Figure 4, the trends for different models
of water are again very similar. In both graphs, the curve for
the TIP4P model of water is very slightly shifted inward and
the first peak is somewhat more pronounced. The fact that thes
characteristics are similar in each graph indicates that they ar
most likely a result of differences in the nonpolarizable
contributions of the various protein and water force fields.

J. Phys. Chem. B, Vol. 109, No. 34, 20065533

3. RDF in the Lysine Regiofrigure 5 shows the local radial
distribution function in the vicinity of the positively charged
nitrogen on the above-defined lysine residues. In Figures 5a
c, the curves for the PFF protein have first peaks that are
narrower and higher and have peak positions that are shifted to
lower values of. These trends are consistent in all three graphs.
No conclusive observations can be drawn about the effect of
polarizability from this set of curves.

In the top-right graph (Figure 5d, OPLS protein), the three
curves have peaks that are close to each other in height with
the RPOL being slightly higher. However, in the bottom-right
graph (Figure 5e, PFF protein), the first peak heights are higher
and the peaks for the polarizable models of water are signifi-
cantly higher than that for the TIP4P (nonpolarizable) water.
All of the systems with the PFF protein have peak positions
located at shorter values of This effect is greater for the
polarizable models of water (TIP4P-FQ and RPOL) than it is
for the TIP4P system when compared to the relative positions
for the OPLS-AA systems. (This is most apparent when looking
at the short side of the first peak.) Such behavior is consistent
with what we observe for the water molecule’s dipole moments
in this region, which is that the combination of both polarizable
protein and water induces a relatively large water dipole moment
that affects the interaction energy profile and the minimum of
the potential of mean force (radial distribution function).

It is interesting to note that in both Figures 5d and 5e the
curves for RPOL become nonzero and peak at lower values of
r than for the other models of water. Since this trend is similar
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Figure 6. Local radial distribution functions of the water oxygens with
respenct to the carboxylic oxygens in the negatively charged region.
Parts a, b, and c are the curves for systems with the TIP4P (blue),

eTIP4P-FQ (red), and RPOL (green) models of water, respectively. The
€solid and dashed lines correspond to the OPLS-AA and PFF models

of the protein, respectively. Parts d and e show the data for systems
with the OPLS-AA and PFF models of the protein, respectively.
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TABLE 2: Mean Dipole Moments of the Solvating Water in 5 T I 5 I T
the Differing Electrostatic Regions of the Proteir? . 4L (@) Bulk ] 4+ (@ Lysine N
aspartic i i i ]
model bulk hydrophobic hydrophilic lysine acid ~3L 4 ~3b A _
OPLS-AATIP4P 218 218 218 218 218 =t 1 2+ /\ 1
PFF/TIP4P 2.18 2.18 2.18 218 2.18 a2 - a2 \ —
OPLS-AA/TIP4AP-FQ 2.62 2.59 2.53 258 272 B - B ’*\ .
PFF/TIP4P-FQ 2.62 2.59 2.53 2.76  2.83 1+ — 1 L1 - —
OPLS-AA/RPOL 2.60 2.60 2.57 2.62 265 - | . - 4 N
PFF/RPOL 2.61 2.59 2.56 2.78 2.68 0 0 =
a . 1 | | T
The units are Debye. 4 (b)Hydrophobic _| 4| (e) Asparticacid _|
in both graphs of this figure, we attribute this to the parametri- _ [ 1 ~ 3 B N
zation of the two models. However, these noted differences ares, ~ | 1 =L )
enhanced in the polarizable protein graph, which suggests thaty 5 |- 4 Tk —
the additional shift is due to the inclusion of polarizability in - . - A -
both the protein and the water models. 1= — 1 A (\ -
4. RDF in the Aspartic Acid RegioRigure 6 shows the local B | ] B | M
radial distribution function in the vicinity of the negatively | ! 02 25 3 3.5
charged oxygens of aspartic acid Asp3. Egch of the three parts - Hvdronhili . | ] (Debye)
labeled a, b, and c in this figure shows a different water model 4~ (¢) Hydrophilic
with both protein models. In the graph for the nonpolarizable _ ]
TIP4P water, the two curves are very similar. However, in =~ N — OPLS-AA/TIP4P-FQ
Figures 6b and 6c, the curves for the systems with both 3 5| . — - PFF/TIP4P-FQ
polarizable water and protein and polarizable water have peak - — ggﬁ%ﬁd"éRPOL
positions shifted to lower values of and the first peaks are 1= -
somewhat less pronounced. " | ]
Parts d and e in Figure 6 show the curves for systems for all 02 25 3 3.5
three models of water with each protein model, respectively. || (Debye)

In Figure 6d, the dlffe_rences b_etvvgen_ the three curves are SIIght'Figure 7. Dipole moment distribution of waters in the solvation shell
The graph labeled Figure 6e in this figure shows the results for of the different electrostatic regions of the protein. All four systems
systems with the PFF protein. In this graph, the curves for with polarizable water are shown.
systems with polarizable water models have first peaks that are
shifted to shorter values ofand are lower than the correspond- moment distributions are noticeably broader and the mean dipole
ing peak for the nonpolarizable TIP4P system. moments are slightly higher.

The trends in Figure 6 show that the combination of both ] )
polarizable protein and polarizable water leads to significant V!II- Hydrogen-Bond Dynamics on the Protein Surface

changes in the local structure of the water in the vicinity of the | this section, we will describe the results of our analysis of
negatively charged aspartic acid. the hydrogen-bond dynamics in the five regions defined above.

B. Dipole Moments.The dipole moment of polarizable water  we will also illustrate how the behavior in each of these
models is a measure of how the differing electrostatic environ- electrostatic regions is dependent upon the model of protein,
ments affect the molecular electronic structure of the water. the model of water, or the combination of the two.

For the TIP4P model of water, the dipole moment is fixed  The hydrogen-bond correlation function is defined as above
and the distribution of dipole moments is trivially a delta
function. However, the fluctuating charge (TIP4P-FQ) model
and the point dipole polarizable (RPOL) model have dipole
moments that can fluctuate. The analysis in this section will be
limited to the four systems that have polarizable models of water. In general, this correlation function decays more slowly for

Table 2 shows the mean dipole moment of water molecules polarizable models of watéf. The decay of this correlation
in each electrostatic region. Figure 7 shows the dipole moment function is nonexponential though we can still define a relaxation
distribution of the water molecules in each of the electrostatic time .y that is the time such thafz,x) = e* ¢(0).
regions. In this figure, curves of the same color are for systems We present two sets of scaled units in our analysis of this
with the same polarizable water model. The dashed and solidrelaxation time. The first takes into account that the different
lines correspond to systems with the polarizable (PFF) and water models have different relaxation times in the neat systems.
nonpolarizable (OPLS-AA) protein models, respectively. Inthe The second attempts to account for both this fact and for
bulk, hydrophobic, and hydrophilic regions, the dashed and solid variations in the local structure that affect the number of waters
curves are identical within the noise, indicating that the that can facilitate hydrogen-bond relaxation. We call the two
polarizability of the protein has little influence. In the stronger sets of times retarded and scaled retarded, respectively. Details
field regions (proximal to lysine and aspartic acid), the dashed follow in the next two subsections.
and solid curves have clear differences. In the lysine region, A. Retarded Units. The hydrogen-bond relaxation is highly
for systems in which both the water and the protein are dependent on the model of water where polarizable models tend
polarizable, the mean dipole moment and the position of the to decay more slowly than nonpolarizable models. This is a
peaks in the dipole moment distributions are significantly well-known result from computer simulatiofHowever, we
increased from what is seen when the protein is not polarizable.wish to make meaningful comparisons between relaxation times
For these same systems, in the aspartic acid region, the dipoldor systems with different models of water. For this reason, we

h(0)h(t)

=m0
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define the bulk hydrogen-bond relaxation time in each system TABLE 3: Hydrogen-Bond Relaxation Times in the Bulk

as a system-dependent unit of time. Regior?
For each of the six simulations, the scaled relaxation in a model Trix Tret Tadj Nadi

region is defined as OPLS-AA/TIP4P 3.10 1.00 1.00 1.60
region PFF/TIP4P 3.35 1.00 1.00 1.57
~region __ U OPLS-AA/TIP4P-FQ 5.01 1.00 1.00 1.51
Tret  —  buk PFF/TIP4P-FQ 4.97 1.00 1.00 1.51
Trix OPLS-AA/RPOL 4.28 1.00 1.00 1.51
PFF/RPOL 4.46 1.00 1.00 1.49

Properties presented in these units will be denoted with a tilde,
and the times will be referred to as retarded times.

When the relaxation times of the water in the bulk region
are represented in these retarded units, the times are identicallyTABLE 4: Hydrogen-Bond Relaxation Times in the Bulk
equal to unity for all systems. When the relaxation times in Region and from Simulations of Neat Watef°#

aUnits are in unscaled, retarded, and scaled retarded units. The
number of adjacent non-hydrogen-bonded waters is also presented.

other regions are repregented in terms of these scaled units,_we model Uk 2IKEINK e T
are able to make meanlngful comparisons between the rglatlye OPLS-AA/TIPAP 310 3019 332 298.15
effect that the electrostatic regions have on the dynamics in prgTipap 335 208.5 332 29815
different systems. The form of this scaling is similar to the OPLS-AA/TIP4P-FQ  5.10 299.8 526  298.15
calculation of retardation factors used to compare dynamical PFF/TIP4P-FQ 4.97 300.2 526  298.15
results from different experimental techniques. OPLS-AA/RPOL 4.28 301.5 N/A N/A

B. Scaled Retarded Units.The making and breaking of PFF/RPOL 4.46 2996 N/A N/A

hydrogen bonds is a highly cooperative process. Since hydrogen- 2 Units are in picoseconds. The temperature in Kelvin for the neat
bond interactions are quite strong, it is somewhat reasonable tosystems and the average kinetic energy (KE) per degree of freedom
assume that the reactive pathway for the long-term breaking of (N) in the protein simulations is also shown.

hydrogen bonds involves an intermediary facilitating water. Such is not hydrogen-bonded to the water of interest makes such a

f‘n (?fsﬁr:npg'on ll_mpllefshtk(;at theanaI dflqct;Jﬁtlonst alon?.dto no': site available. The use of of scaled retarded units assumes that
ead to Ihe breaking ot hydrogen bonds In the System OTINIErest. o v aia at which such a transition state is available is linearly

In éhe c]?urste of our e_mallyt5|s, Wehhavte CaICLljlateld thfe_ atvera?eproportional to the local density of non-hydrogen-bonded waters.
number ot waters proximal to éach water molecule of INterest. ¢y assumption is valid, then deviations from unity in the

We will call this quantity, which is dependent on both the protein scaled retarded times would indicate changes induced in the

region gnd the system. We have further .d'v'ded‘ Into two free energy profile of the transition state compared to the free
categories, those proximal waters that are involved in a hydrogen energy profile of the bulk

bond with the water of interesnm(b)_and those that are nat4y). _ C. Bulk Water Dynamics. We define a water to be in the
We have found it useful to consider that the rate of relaxation bulk region if its oxygen atom lies outside an imaginary shell

is linearly proportional toneg, This involves two major  aun around the protei6 A from the closest protein atom.
assumptions: first, that the relaxation of hydrogen bonds OCCUIS\\ban the relaxation times are calculated, only pairs of waters

with the facilitation of adjacent waters that are not hydrogen- that both lie in the bulk region are included.

bonded to the t.a}gg.ed yvatgr of intefést gnd second that the The hydrogen-bond relaxation times in the bulk for each of
rate qf such fa_C|I|tat|on is directly proportlt_)nal to the_ mean local the six simulations are shown in Table 3. For comparison,
dens[ty of _adjacent waters _that are not m_volved In hy_drogen- published results from Xu et &.for the relaxation in neat water
bonding with th? water of interest. The first assumption is a 3o given in Table 4. The relaxation times in the bulk region
weII-acce_pte_d principle in h_ydrogen-bond dY“a”.“CS- The Secoﬂd are close to those reported for neat water at the temperature of
assumption Is agtandard flrst-_orde_r approximation. Though th's interest. For the TIP4P and RPOL models of water, the bulk
IS a so_mewhat S'mp'.e approximation, |t.has proven to be quite relaxation appears to be somewhat slower around the polarizable
useful in our comparisons of dynamics in the different electro- protein than that around the nonpolarizable protein. However,

static regions. these differences are consistent with variations noted in the mean

fV\ée defr:?(;:; t:(_ahre(;?xatlrc])_nbalnu d”'h?/fvt'?]f Scrilﬁﬂ b% trkern;Jth[?rnkinetic energies of the systems (also in Table 4). Variance in
oradjacent non-hydrogen-bonded waters a € bulk relaxalioniy e mean kinetic energies between the systems is observed since

in the following way only a single configuration was sampled from MeTensemble

Jregionregion of each system, respectively.
Todi = orix  Tadi In this study, there is no real indication that the hydrogen-
bulk _bulk

n bond relaxation times of waters in the bulk are influenced by
the model of the protein. This is consistent with our analysis of
We refer to times represented in these units as scaled retardedhe dipole moment. In this study, we found no evidence that
times. When the relaxation times are represented in these unitsthe dynamical or electrostatic properties of water in the bulk
it accounts for a large number of factors that can influence the region differed from those in the corresponding neat systems.
number of adjacent non-hydrogen-bonded neighbokg)( This is also consistent with experimental restf3.
These include system-dependent variations in the local radial D. Relaxation in the Hydrophobic Region.Table 5 shows
distribution functions, local structural variations within the the hydrogen-bond relaxation times in the hydrophobic region
residue itself, as well as tertiary structural variations that may represented in unscaled, retarded, and scaled retarded units.
occur in the different systems due to the flexibility of the protein.  Though the unscaled times are significantly different for each
Work by LuzaP! proposes that to reach a transition state for of the six systems, the retarded times are very similar. All six
diffusion (a long-term breaking of the hydrogen bond) a systems have relaxations that are between 1.4 and 1.49 times
fluctuation in the structure that makes a hydrogen-bonding site slower than those in the corresponding bulk with a slightly
available must occur. Such fluctuations occur when a water that stronger retardation being noted for the RPOL models of water.

rix ''adj
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TABLE 5: Hydrogen-Bond Relaxation Times in the TABLE 8: Hydrogen-Bond Relaxation Times in the
Hydrophobic Region of the Proteir? Negatively Charged Aspartic Acid Region of the Proteid
model Trix Tret %adj Nadj model Trix Tret %adj Nadj
OPLS-AA/TIP4P 4.33 1.40 0.96 1.10 OPLS-AA/TIP4P 4.64 1.50 1.67 1.79
PFF/TIP4P 4.69 1.40 1.00 1.12 PFF/TIP4P 4.48 1.34 1.69 1.98
OPLS-AA/TIP4P-FQ 7.10 1.42 0.95 1.01 OPLS-AA/TIP4P-FQ 10.60 212 1.72 1.23
PFF/TIP4P-FQ 6.99 1.41 0.96 1.03 PFF/TIP4AP-FQ 9.45 1.90 2.06 1.64
OPLS-AA/RPOL 6.37 1.49 1.09 1.11 OPLS-AA/RPOL 7.95 1.86 1.80 1.46
PFF/RPOL 6.47 1.45 1.08 1.11 PFF/RPOL 7.74 1.74 2.21 1.90

aThe relaxation times are represented in unscaled, retarded, and 2 The relaxation times are represented in unscaled, retarded, and
scaled retarded units. The number of adjacent non-hydrogen-bondedscaled retarded units. The number of adjacent non-hydrogen-bonded
waters is also presented. waters is also presented.

TABLE 6: Hydrogen-Bond Relaxation Times in the When the relaxation times are scaled by the bulk relaxation
Hydrophilic Region of the Protein?

times, a clear trend becomes apparent. The two systems in which

model Trix Tret Tagj 7adj both the protein and the water models are polarizable relax more
OPLS-AA/TIP4P 5.49 1.77 1.25 1.13 slowly than the other four systems. However, the other four
PFF/TIP4P 5.61 1.68 1.20 1.13 systems have both retarded and scaled retarded relaxation times
OPLS-AA/TIP4P-FQ 7.88 1.57 117 112 that are similar. The scaled retarded relaxation times are very
PFF/TIPAP-FQ 7.74 1.56 1.16 1.13 similar for these four systems.
OPLS-ARPOL ol L.re 1.23 1.0 G. Relaxation in the Negatively Ch d A tic Acid
PFF/RPOL 8.16 1.83 1.25 1.02 : gatively Lharged Aspartic Acl

Region. Table 8 shows the hydrogen-bond relaxation times in

“ The relaxation times are represented in unscaled, retarded, andyne gspartic acid region represented in unscaled, retarded, and
scaled retarded units. The number of adjacent non-hydrogen-bonded

waters is also presented. scaled retarded gnlts. . . Lo
In unscaled units, the relaxation times are somewhat similar
TABLE 7: Hydrogen-Bond Relaxation Times in the for systems with the same models of water and there is a
Positively Charged Lysine Region of the Proteif seemingly small dependence on the model of the protein. When
model Tiix Fret Taqi Nac the relaxation times are expressed in retarded units, this weak
OPLS-AATIPAP 328 106 132 00 trend is stlll_ apparent. However, when th_e relaxation times are
PEF/TIP4P 359 1.07 1.35 1.98 expressed in scaled retarded units, a different and clear trend
OPLS-AA/TIP4P-FQ 5.45 1.09 1.29 1.80 becomes apparent. The relaxation times for the systems in which
PFF/TIP4P-FQ 8.54 1.72 1.71 1.51 both the protein and the water are polarizable are slower than
OPLS-AA/RPOL 5.06 118 1.28 164 those for the other four systems. However, the other four systems

PFF/RPOL 6.81 1.53 1.52 1.49

have both retarded and scaled retarded relaxation times that are
2The relaxation times are represented in unscaled, retarded, andsimilar to each other. This trend for scaled retarded relaxation

scaled retarded units. The number of adjacent non-hydrogen-bondedis the same as what was observed in the positively charged lysine
waters is also presented. region.

When the relaxation rates are represented in the scaledlx Comments
retarded units, the relaxation for all six systems is close to unity.
This implies that a good deal of the retardation in the Here, we give a short comment on the results presented for
hydrophobic region can be explained solely on the basis of the each of the properties investigated.
lowered local density of waters capable of facilitating the  A. Hydrogen-Bond Relaxation. We have presented an
relaxation. analysis of the hydrogen-bond dynamics that uses the relaxation
The retarded and scaled retarded times are similar for all six in the bulk as a system-dependent reference state. The method
systems studied in this region. of analysis also scales for variations in the local environment
E. Relaxation in the Hydrophilic Region. Table 6 shows as reflected imyg;. This method of analysis provides a means
the retarded relaxation timegd) in the hydrophilic region for by which the influence of polarizability in the water and the
the six systems studied. These relaxation times are roughlyprotein models can be isolated. It also provides a means for
grouped by the model of water with the TIP4P-FQ systems being accounting for variations in the local water environment of the
somewhat slower. However, the variation in the retarded residues. For the four systems in which both the protein and
relaxation times is not large. The same table shows the relaxationthe water models did not include explicit polarizability, the
in scaled retarded units. When the times are scaleaifythe scaled retarded dynamics were similar in all regions. This
dynamics are similar in all six systems. similarity does not imply that each of the simulated systems
For this weakly electrostatic environment, no significant gives comparable results for the dynamics in the solvation shell.
variation in the hydrogen-bond relaxation dynamics is noted They do not. However, the similarity strongly suggests that the
between the six systems studied. separation of the contributions does correctly describe the
F. Relaxation in the Positively Charged Lysine Region. dynamics.
Table 7 shows the hydrogen-bond relaxation times in the The results of our analysis of the dynamics have several
positively charged lysine region represented in unscaled, interesting implications. First, the bulk water system can be used
retarded, and scaled retarded units. The unscaled relaxation timeas a reference state for understanding the dynamics on the
vary considerably from system to system. However, the systemssurface of a protein. This is important since each water model
with polarizable water relax more slowly than the systems with has bulk dynamics that vary. Without such a reference state,
nonpolarizable water. Also, each system with polarizable water comparisons between systems with differing models of water
relaxes more slowly with the polarizable protein than with the are relatively meaningless. Second, the dynamics of solvation
nonpolarizable protein. shell water are very sensitive to small local changes in the



Structure and Dynamics of the Solvation of BPTI J. Phys. Chem. B, Vol. 109, No. 34, 20085537

structural environment (as reflected in the local density of non-  From model combinations where either the protein or water
hydrogen-bonded water molecules). Furthermore, this depen-model do not include electrostatic polarization, we find the effect
dence on the local environment is on a length scale shorter thanof polarization on the studied properties to be minimal. In
common simulational structural measures of proteins; i.e., contrast, we see a qualitative change in behavior when both
differences im,gj that have a large effect on the dynamics are the protein and the water model can polarize. The impact is
not apparent in standard RMSD analyses. Third, mutual most important in regions of the protein that have a strong
enhancement has the effect of slowing the hydrogen-bond electrostatic field (i.e., near to charged residues). In these
dynamics in the regions of the protein surface with a strong regions, the systems capable of mutually enhancing interactions
electrostatic field. have stronger proteinwater bonds (as reflected in the shift in
Our results imply that to accurately simulate the dynamics the local radial distribution function), the dipole moment
of water in the solvation shell of proteins all three of the above distribution of the solvating waters becomes broader with the
would need to be accurate, the bulk water dynamics, the fine peak shifted to higher values, and the hydrogen-bond dynamics
local structure, and the influence of mutually enhancing polar- are slower.
izability. Water and protein molecules have electrostatic properties that
B. Dipole Moment Distribution. The results for the dipole ~ are capable of responding to their environments. When they
moment distribution for the four systems simulated with interact, their electrostatic fields are able to mutually adjust. In
polarizable models of water were mostly straightforward. In the our simulations, the ability of the water and the protein to have
regions with a strong electrostatic field (lysine and aspartic acid), mutually enhancing electrostatic interaction had a significant
the mean dipole moment for a given model of water was larger effect on both the structural and the dynamical properties of
when the protein model was polarizable (PFF) than when it was the solvating water in the vicinity of charged residues. Ap-
not (OPLS). This is consistent with a mutual enhancement of propriately modeling the solvation of charged residues, in turn,
the polarizabilities. affects a number of crucial properties of a protein. For example,
For all four polarizable water systems, the dipole moments the formation of salt bridges is dependent on the relative free
for the solvating waters in the hydrophobic region of the protein energy of the solvated charged residues. Similarly, the rate of
were only slightly reduced from those in the bulk. Also, the protein folding is likely sensitive to the dynamics of the solvating
mean dipole moments of the solvating waters in the hydrophobic water.
region are higher than those found in the hydrophilic region. ~ The effects of mutual enhancement on the structure and the
We attribute both of the above to the fact that the average dynamics of water strongly suggest that the inclusion of
number of hydrogen bonds between water molecules in the polarizability in both the protein and the water models should
hydrophobic region is only slightly lower than that found in not be ignored. This is particularly true for systems in which
the bulk and in the hydrophilic region the average number is the electrostatic environment varies significantly from neat
lower by close to one. water.
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