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A model of protein–ligand binding kinetics, in which slow solvent
dynamics results from hydrophobic drying transitions, is investi-
gated. Molecular dynamics simulations show that solvent in the
receptor pocket can fluctuate between wet and dry states with life-
times in each state that are long enough for the extraction of a sep-
arable potential of mean force and wet-to-dry transitions. We
present a diffusive surface hopping model that is represented by
a 2D Markovian master equation. One dimension is the standard re-
action coordinate, the ligand–pocket separation, and the other is the
solvent state in the region between ligand and binding pocket which
specifieswhether it is wet or dry. In ourmodel, the ligand diffuses on
a dynamic free-energy surface which undergoes kinetic transitions
between the wet and dry states. The model yields good agreement
with results from explicit solvent molecular dynamics simulation and
an improved description of the kinetics of hydrophobic assembly.
Furthermore, it is consistent with a “non-Markovian Brownian
theory” for the ligand–pocket separation coordinate alone.

hydrophobicity | hydrodynamics | non-Markovian effects |
dewetting transitions

Recent theoretical work has shown that the displacement of
water by drug molecules is important in the thermodynamics

and kinetics of ligand–enzyme binding (1–3). The kinetics of
drug docking is a key metric for lead optimization (4). Presently,
we explore the kinetic motifs of hydrophobic association on li-
gand binding. This is achieved by developing a simple model for
hydrophobic association that is compared with explicit solvent
molecular dynamics (MD) simulation.
One of the signature features of hydrophobic assembly is the

observation of a dewetting transition (5–9). Drying plays an
important role in protein self-assembly and the behavior of
nanoconfined water (10, 11). The present paper draws on our
extensive work on the role of molecular-scale hydrodynamics in
hydrophobic collapse (12, 13), where we showed that when the
attraction between water and two associating nanoscale objects is
weak, assembly proceeds via a drying transition in the intersolute
region. This transition is characterized by large peaks in the
relative translational friction coefficient that correspond to large
and slow solvent fluctuations. The slow relaxation times exhibi-
ted by water undergoing dewetting transitions suggest that non-
Markovian effects may prove to be a crucial element in a full
description of the assembly kinetics.
We presently extend our earlier investigations to a model of a

spherical ligand docking in a concave cavity. The model is similar
to one investigated in a series of papers by McCammon and
coworkers (14, 15), but is altered to describe the assembly of a
nanoscale ligand. This alteration facilitates the study of a large-
scale drying transition. We investigate molecular-scale hydrody-
namic effects and the rate constants for binding and develop
a theoretical framework to describe hydrophobic assembly. This
theory couples the diffusive reaction coordinate (the separation)
to transitions between “wet” and “dry” states which are defined
by a coarse-grained solvent binding pocket occupancy. This
model is conceptually similar to the surface hopping algorithm
used in nonadiabatic quantum dynamics (16), and thus we call it
the diffusive surface hopping model (DSHM). We show how the
model reproduces the effect of drying fluctuations that are

evidenced in an ensemble of explicit solvent MD assembly
trajectories.
In very recent work, Setny et al. (17) have computed the hy-

drodynamic profile for the ligand binding model that originated
in ref. 14. It was found that enhanced and slowed hydration
fluctuations engender a slowdown in the ligand dynamics, in
agreement with our results on model plates and spheres (12, 13).
This work also reported a shift in the spatial hydrodynamic effect
that was attributed to non-Markovian effects. We find a related
behavior in our study and show that it is resolved by use of the
DSHM. In this way, the theoretical framework that is presently
introduced yields a coarse-grained dynamical scheme that improves
upon the description obtained from Smoluchowski (Brownian)
dynamics when slow solvent motions are important.

Coarse-Grained Descriptions of Hydrophobic Assembly
Ligand binding kinetics is often described by the Smoluchowski
equation:

∂pðq; tÞ
∂t

=
∂
∂q

DðqÞ
!
∂
∂q

− βFðqÞ
"
pðq; tÞ; [1]

where q is the separation between ligand and receptor, pðq; tÞ
is the time-dependent probability distribution function, FðqÞ=
−∂W ðqÞ=∂q is the mean force, W ðqÞ is the potential of mean
force, DðqÞ= kbT=ζðqÞ is the spatially dependent diffusion co-
efficient, and ζðqÞ is the friction coefficient. This is a Markovian
equation and is valid if solvent fluctuations are very fast com-
pared with solute motions. The spatial dependence of the diffu-
sion coefficient arises from hydrodynamic interactions (HI)
between the receptor and ligand. FðqÞ and ζðqÞ may be com-
puted from MD (12, 13). Eq. 1 was tested in our previous work
but we observed very slow solvent fluctuations at and around the
drying transition between hydrophobic bodies. Indeed, the auto-
correlation function of the solvent force along q exhibited prom-
inent long time tails, indicating that non-Markovian effects should
be important. In such cases, solvent degrees of freedom must be
included in describing hydrophobic assembly (10, 18). We now
develop a theory that is applicable to the ligand–receptor model.
It includes a coarse-grained description of the solvent as an explicit
degree of freedom of the dynamics, and involves a 2D Smoluchow-
ski equation which, although Markovian, yields a non-Markovian
expression for pðq; tÞ in place of Eq. 1 when the solvent degree of
freedom is projected out.
We propose a 2D model where one coordinate is the diffusive

coordinate q (the separation between receptor and ligand) and
the other is a discrete state variable s=w or d, indicating whether
the binding pocket is wet or dry, respectively. This model has
state-dependent diffusion coefficients, Dðw; qÞ and Dðd; qÞ, evolves
on state-dependent free-energy surfaces, W ðw; qÞ and W ðd; qÞ,
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and its state can change from wet to dry and from dry to wet by
first-order kinetics with rate constants also depending on q, namely
kðd←w; qÞ and kðw← d; qÞ are the rate constants to transition
from w→ d and d→w, respectively. This model is equivalent to a
diffusing particle that can hop between two surfaces, one wet and
one dry, with different spatially dependent diffusion constants on
each surface. We call this the DSHM. Such a scheme can be
described by the following differential equation for the time
evolution of the probability density pðs; q; tÞ:

∂pðs; q; tÞ
∂t

=
∂
∂q

Dðs; qÞ
!
∂
∂q

− βFðs; qÞ
"
pðs; q; tÞ

−k
#
s′← s; q

$
pðs; q; tÞ+ k

#
s← s′; q

$
p
#
s′; q; t

$
;

[2]

where Fðs; qÞ= −∂qW ðs; qÞ. One equation, where s=w and s′= d,
is paired with one corresponding to s= d and s′=w. In this
way, the diffusion dynamics is coupled to transitions between
the surfaces.
DSHM reduces to Eq. 1 when the hopping rate between

surfaces is fast compared with the rate of diffusion along q (SI
Text). This model is similar in spirit to one discussed in ref. 19 where
diffusing charged particles in an electric field can hop between two
states with different diffusion coefficients and electric mobilities,
with the hopping governed by first-order kinetics. However, in this
prior formulation the spatial dependence of the diffusion coef-
ficients, electrical mobilities, and transition rates is ignored.
Application of Eq. 2 calls for specifying the mean force and

diffusion coefficient separately for both the wet and dry states as
well as a set of transition rates between these states. The prob-
lem can be simplified as transitions between wet and dry states
only take place for separations in a narrow range. We assume
that for large values of q only wet states are accessible and for
small values of q only dry states are accessible. Then one need
only consider transitions between surfaces in a specific “drying
region.” One can then discretize the continuous Smoluchowski
dynamics (20), and place both Eqs. 1 and 2 in the form of a
Markovian master equation ∂tpiðtÞ=RijpjðtÞ, where the index i

runs over all allowed states and where q is represented on a grid.
The detailed expressions for Rij in the case of both one dimen-
sional Smoluchowski (Brownian) dynamics and our 2D two-
surface representation are given in Materials and Methods, and
a schematic depicting how transitions are made in a two-surface
model is depicted in Fig. 1. Markovian master equations (Markov
state models) can serve as an important tool to analyze confor-
mational changes in biomolecules and extract kinetic information
from molecular simulation (21), and have been also used to treat
solvent degrees of freedom, including drying fluctuations in carbon
nanotubes (22, 23).
The elements of the rate matrix are obtained from explicit sol-

vent MD trajectories where the ligand–pocket separation is re-
strained to a set of values. The model ligand is a C60 fullerene and
the pocket is an ellipsoidal hole carved from a hydrophobic slab.
Further details are given in Materials and Methods and SI Text.

Results and Discussion
Average Mean Force and Hydrodynamic Profiles. The nature of the
free-energy surface and hydrodynamic interactions that the solute
experiences depends intrinsically on the strength of the solute–
water interaction. Vastly different behavior is exhibited in the
case of very hydrophobic bodies where assembly is facilitated by
drying compared with more hydrophilic bodies where steric
interactions engender the expulsion of water at small separations.
We have computed the potential of mean force and hydrody-
namic profile for the model pocket for three different strengths of
solvent attraction. The interactions that describe the ligand are
not varied. The weakest and intermediate interactions conform to
the case of hydrophobic assembly driven by drying transitions,
whereas the behavior of the strongly attractive pocket is domi-
nated by steric ejections of water. The intermediate strength of
attraction will be the focus of this work; discussion of the other
two cases is presented in SI Text.
Fig. 2 B and D show how the number of water molecules in the

first solvation shell of the ligandNLigand and the number of pocket
water molecules NPocket vary as a function of the reaction co-
ordinate q. As the (rather hydrophilic) ligand enters the pocket

Fig. 1. Schematic for the Markovian master equation analysis that is presently used. Transitions among wet states (blue framed snapshots) and dry states (red
framed snapshots) occur along q. Transitions between wet and dry states may occur in the dewetting region at fixed q. (Upper Right) Potential of mean force
is plotted on the wet surface (blue line) and dry surface (red line). In the region of drying, two of the models presently considered evolve along a potential of
mean force derived from the average of the mean forces for wet and dry states (black dashed line). Beyond q= 0:5 nm, an external repulsive potential is
added as described in the text. Snapshots are rendered with visual molecular dynamics (VMD) (33).
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there is a free-energy penalty associated with the stripping away of
waters from the fullerene. There is also an observed maximum in
the number of pocket-water molecules owing to the intrusion of
the ligand solvation shell into the pocket. As the ligand further
penetrates into the pocket, where the solvent-induced mean force
is attractive, a drying transition centered at qc = 0:186 nm occurs.
The largest separation at which drying is observed corresponds to
the top of the barrier ðq= 0:336 nmÞ.
The solvent-induced potential of mean force and variation of

the friction coefficient with separation q are plotted in Fig. 2A. In
prior work we computed the friction coefficient from the force
autocorrelation function (24), whereas we presently use a tech-
nique that applies a harmonic restraint along the q direction at
selected positions and probes the relaxation of the position au-
tocorrelation function (25, 26). The region of drying is associated
with a large peak in the friction coefficient, ζðqÞ relative to its
value at large separation, ζ0.
Plotted as a function of q in Fig. 2C are the solvent fluctua-

tions and relaxation times in the binding pocket, the expressions
for which are given in SI Text. These properties have been found
to yield trends relatable to those observed for the profile of the
friction coefficient in our previous work (12, 13), and this is also
presently observed. It is seen that relaxation times greater than
200 ps are present in the cavity near the dewetting transition. As
we will show later, this timescale is of the same order as the mean
first passage time for the ligand to bind to the pocket starting
from entry into the pocket. Such slow fluctuations indicate that
the simple one-dimensional Brownian dynamics approximation
does not hold, and non-Markovian effects are significant.

Hydrophobic Forces on Wet and Dry Surfaces. A detailed charac-
terization of the underlying solvent coordinate in the DSHM calls
for a quantitative analysis of the dry and wet states observed in the
dewetting region. The probability distribution and representative
trajectory of the pocket water molecules are shown for q= qc
in Fig. 3 A and B. From the plot of the number of waters in the
region between ligand and pocket versus time in A, one sees that
the wet and dry states have sufficiently long survival times, and
therefore various average properties for the wet and dry states can
be determined.
To underline the importance of the slow fluctuations between

wet and dry states at the dewetting transition, we plot the nor-
malized position autocorrelation function of the total system in
Fig. 3D and for the wet and dry states separately in Fig. 3C. One

can see that the relaxation times of the correlation functions are
markedly shorter when the states are considered separately. The
friction coefficient in the wet and dry states may be estimated
from the correlation function hqð0ÞqðtÞi using the approach in
refs. 25 and 26. The friction in the wet state is close to the value
found at large separations, whereas in the dry state it is approx-
imately half of this. Therefore, the pronounced hydrodynamic
effect we observe at the drying transition in this and prior studies
is shown to be due to slow transitions between the wet and dry
states, and it is appealing to incorporate this as a separate slow
collective variable, whereas other solvent degrees of freedom
remain treatable in the Markovian limit. Indeed, this is the
rationale behind the DSHM.

Constructing the DSHM.The parameterization of our DSHM draws
from the underlying simulation results as obtained in the region
of the drying transition. As evident from Eq. 2, the three main
inputs necessary for DSHM are the mean force and diffusion co-
efficient along the two surfaces and the rate constants for tran-
sitions between wet and dry states. Here, we will briefly outline
only the salient features of how we construct the DSHM using
simulation as the source of parameters. A detailed discussion of
the parameterization is reserved for SI Text.
The DSHM requires mean forces on the dry and wet surfaces.

It consists of numerous wet and dry states set on an equally
spaced grid along q. For the purpose of this model, a state is
defined as dry if there are fewer than 15 water molecules in the
pocket, and wet otherwise. We extract mean dry and wet forces
by averaging over wet and dry configurations separately at each
fixed q in the dewetting region. The resulting potentials of mean
forces, which include the direct interactions of heavy bodies that
correspond to the wet and dry surfaces, are plotted in Fig. 1.
Another crucial set of input parameters for DSHM are the rate

constants for the transitions, wet⇌ dry. Such transitions are only
treated in the dewetting region. Only wet and dry states are con-
sidered at large and small separations, respectively. The matrix
elements are estimated from the average dwell times in the wet
state from MD simulations at fixed q. The reverse transitions are
then estimated from the detailed balance condition and the
equilibrium probabilities of being in a wet or dry state. The values
of the inverse rate constants at the values of q considered are given
in Table 1. The transition times are shown to become shorter as
the bodies approach each other and fewer water molecules are
displaced by the drying event. Recent work on the rate of drying

A

C

B

D

Fig. 2. Various thermodynamic and hydrodynamic
profiles as a function of ligand–pocket separation
for the intermediate-attractive pocket. (A) Com-
parison of the solvent-induced potential of mean
force (left scale) and friction profile (right scale), (B)
ligand–water number. (C) Correlation of pocket-
water fluctuation (left scale) and relaxation time
(right scale), and (D) pocket-water number.
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(8, 9) finds that the activation free energy depends on distance
through linear and quadratic terms which are related through
macroscopic arguments to surface and line tensions. We find our
present data set too sparse to elaborate on this finding. At small
separations, we include two states on the wet surface for which the
solvation state is dry for long times. The inclusion of such “tran-
sient wet” states, which may be visited as the ligand diffuses along
q, places the kinetics of assembly predicted by the model in
quantitative agreement with molecular dynamics simulation.
The diffusion coefficient in the dewetting region is taken to be

constant, albeit with different values on the wet and dry surfaces
ðDwet =Ddry=2= 7:56× 10−4 nm2=psÞ. This ratio is estimated from
the data presented in Fig. 3C and also by considering the hy-
drodynamic profile at small separations (Fig. 2A). The value of
Dwet is taken to be the diffusion constant for the ligand at large
separations. In this way, the hydrodynamic effect in the dewetting
region is subsumed into the wet-to-dry transitions which are an
explicit degree of freedom of the dynamics given by Eq. 2. Outside
this region, D is parameterized from the frictional profile (Fig. 2A).

Comparison of DSHM with Other Dynamical Schemes. To directly
compare the dynamics of the DSHM to explicit solvent MD sim-
ulation and to one-dimensional Smoluchowski dynamics, we de-
termine the time-dependent spatial distribution function Pðq; tÞ
and the mean first passage times (MFPTs) for assembly from MD
simulations where the pocket is fixed and the ligand is free to move

in the direction of q. To guarantee that the ligand cannot diffuse
far from the binding site, a repulsive wall potential is added to the
system. The resultant potential of mean force, including the re-
pulsive wall, is depicted in Fig. 1. Note that these simulations differ
from those from which the model parameters were determined,
where q was fixed at different values.
Apart from comparing withMD simulations, it is also of interest

to compare the 2D model (DSHM) to one-dimensional diffusion
(Smoluchowski) dynamics on the average potential of mean force
described by the Markovian master equation including either a
position-dependent or a constant diffusion coefficient (20). The
diffusive dynamics occurs on the average potential of mean
force that includes contributions from both wet and dry states. In
theAvg-HImodel, hydrodynamic interactions are described by the
friction coefficient profiles depicted in Fig. 2A. In the case of no
hydrodynamic interaction (Avg-NOHI), the diffusion constant
Dwet is used for all values of q.
The spatial probability distribution at time t, pðq; tÞ=

P
s pðs; q; tÞ,

can be compiled from a set of MD trajectories and compared with
the results for the models that are obtained from solving the
master equation. The probability distribution at t= 50 ps and
t= 100 ps is plotted in Fig. 4. It can be readily seen that the MD
result exhibits three peaks: one corresponding to the basin in the
mean force that is created by the wall potential at large separa-
tions, a smaller, more transient peak in the dewetting region, and
a peak corresponding to ligand in the docked state. For long times,
the distribution is localized in the docked pose, or in the case of
master equation models, in the absorbing state.
Whereas all master equation models considered reproduce the

features at the ligand far from the pocket and for the ligand in
the docked pose, the peak resulting from drying fluctuations is
not described by the average potential of mean force alone
(which is strictly attractive in this region). The results for MD
and the DSHM are in good agreement in this region (Fig. 4,
Insets), as the model captures the peak position and decay from
t= 50 ps to t= 100 ps very well given the model’s resolution.
The results for Avg-HI given in Fig. 4 also exhibit a peak in pðtÞ

in the drying region, but it is shifted with respect to the results
of the MD and the DSHM. This peak is shifted to the right of
where the friction coefficient peaks and is related to where the

Table 1. Period of wet to dry transitions and equilibrium
occupancy of wet and dry states

q, nm k−1ðq,d←wÞ, ps Pdry Pwet

0.036 6.0 –– ––

0.086 20.0 –– ––

0.136 75.8 0.74 0.26
0.186 193 0.44 0.56
0.236 212 0.29 0.71
0.286 276 0.38 0.62
0.336 519 0.17 0.83

At small q, no occupancy is given as it is dominated by the dry state.

A B

DC
Fig. 3. (A) Representative trajectory exhibiting
fluctuations between wet and dry states at qc =
0:186 nm. (B) Probability distribution of solvent oc-
cupancy in the pocket at qc . Configurations to the
left and right of the dashed red line are considered
to be dry or wet, respectively. The normalized posi-
tion autocorrelation function about hqi=qc is plot-
ted in the wet (black line) and dry (red line) states in
C and the total autocorrelation function from which
the friction coefficient at qc is determined is plotted
in D. The long tail of the total correlation function is
absent in the wet and dry state results, indicating
that the large friction is associated with slow solvent
fluctuations due to drying and wetting events.
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smallest element of Rij appears in the dewetting region (Materials
and Methods). In the DSHM, the peak position is determined by
the local minimum on the wet surface and agrees well with the MD
result. This shift in peak position is reminiscent of that reported in
ref. 17, where a difference was observed in the ζðqÞ computed
from simulations in which q is restrained, and an effective spatial
friction extracted from MFPT data. The authors attributed this
shift to non-Markovian effects which are well captured by DSHM.
The MFPTs for assembly initiated from a wet state at q0 =

0:336 nm are given in Table 2 for the models considered. It can
be seen that, among all dynamical schemes presently considered,
the MFPT obtained from DSHM comes closest to the results ob-
tained from MD. The Avg-HI result significantly overestimates
the MFPT. On the other hand, the MFPT obtained from Avg-
NOHI is a drastic underestimation of the result obtained from
simulation, partly because it lacks a description of the drying
transition.
To gain a more detailed understanding of the kinetics in the

drying region, we compute the MFPT to assembly from initial wet
configurations at pocket–ligand separations where the average

surface points downhill toward assembly. Trajectories (about 3%)
that recross into the region beyond the drying transition are not
counted for the purpose of this calculation. The DSHM is in
agreement with the results obtained from MD. As expected, the
Avg-NOHI MFTP is far too low owing to its lack of a description
of the drying phenomena. Interestingly, the Avg-HI model yields
a reasonable result for one initial condition ðq0 = 0:286 nmÞ but
not the other ðq0 = 0:186 nmÞ. This result is another manifesta-
tion of the spatial shift of the probability distribution discussed
above, such that the large hydrodynamic slowdown does not in-
fluence the (Avg-HI) results when the ligand is initially placed to
the left of the center peak in Fig. 4.

Conclusions
A full assessment of the kinetics of molecular recognition pro-
cesses calls for the inclusion of molecular-scale hydrodynamic
effects. However, most typically in coarse-grained models such
effects are either ignored or treated within Markovian limit where
the solvent timescales are assumed to be fast compared with those
of the heavy bodies. In reality, however, slow solvent fluctuations
are present when confined water molecules are expelled from
the region between the ligand and the pocket wall. The non-
Markovian nature of this problem begs for a more compre-
hensive theory which includes the solvent as an explicit part of
the reaction path.
We present a simple model to study the kinetics of ligand

binding in a model hydrophobic enclosure in conjunction with
a coarse-grained theory in which solvent is accounted for by in-
troducing a discrete state variable specifying whether the pocket
is dry or wet. In this way, diffusive motion along the (heavy-body)
assembly coordinate is coupled to transitions between the wet and
dry surfaces. This model is found to yield an improved description
of the assembly process compared with models that ignore
these state changes and obey standard Smoluchowski (Brow-
nian) dynamics. In this way, the leading phenomena that give
rise to non-Markovian behavior may be subsumed into a
Markovian master equation description that lies in a larger
state space.
Here, we have explored the role of solvent in the kinetics of

ligand–pocket association. Although our model is rather crude, it
is still able to capture the displacement of water molecules by a
ligand via hydrophobic drying transitions and the free-energy
barrier associated with ligand desolvation. However, the ligand
pocket is rather smooth and interactions are only mediated through
the Lennard-Jones potential and not specific hydrogen bonding.
Indeed, the presence of water may be more or less favorable
near heterogeneous surfaces (27) or in different regions of the
pocket (1). Furthermore, the pocket and the ligand are both rigid
structures in the simulations and the coupling of ligand and pocket
internal degrees of freedom is not presently considered. Such
effects may be rather slow and essential in the pathway to

Table 2. MFPT as extracted from various models

Model MFPT (ps) MFPT (ps) MFPT (ps)

q0 = 0:336 nm q0 =0:286 nm q0 =0:186 nm
MD 473 44 42
DSHM 351 42 34
Avg-HI 816 52 5
Avg-NOHI 193 9 3
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Fig. 4. Probability distribution of the assembly process at t = 50 ps (Upper)
and t = 100 ps (Lower). Results from MD simulation (black bars) are com-
pared against those extracted from theories that can be expressed as
Markovian master equations, one where the distribution evolves on two
surfaces (DSHM, red line with diamonds), and others where it evolves on
an average surface with (Avg-HI) and without hydrodynamic interactions
(Avg-NOHI) (green line with circles and blue line with triangles, re-
spectively). (Insets) Distributions in the drying region.

Fig. 5. Schematic of the addition of the matrices that comprise the rate
matrix, R. Transitions along q on the dry surface are described by Rd , and
along the wet surface by Rw . Rwd mediates transitions between the surfaces.
The nonzero blocks of these matrices are denoted by the red, blue, and black
boxes, respectively.
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assembly, and may be incorporated in modified diffusive sur-
face hopping models.
Assembly processes that occur in a bath of lighter particles are

important in a wide variety of settings. MD simulations provide an
excellent tool for the study of such systems, although a deep un-
derstanding can be gained from the relation of large-scale simu-
lations to more coarse-grained models of diffusion on smaller
subsets of collective variables. This understanding can further
clarify the kinetics of assembly processes and be incorporated into
coarse-grained models. Future work will address this relation, as
well as the behavior of patchy, softer, and more realistic bodies.

Materials and Methods
Expression for Elements of Dynamic Matrix. The Markovian master equation
description is given by the expression ∂tpiðtÞ=RijpjðtÞ for the evolution of the
probability distribution in state i, piðtÞ. In the two-surface model, the index i
runs over all allowed wet and dry states. The diffusive coordinate q is rep-
resented on a grid of spacing Δq. The matrix R can be expressed as the sum
of three matrices that describe distinct types of transitions,

R= Rd +Rw +Rwd : [3]

A diagram of this addition is shown in Fig. 5. The total dimension of R is
Nw +Nd . The matrices Rd and Rw describe transitions along q in the dry and
wet states, respectively, and have the following form:

Rs
#
qi ;qj

$
= −

h
ωðsÞ
+; j + ωðsÞ

−; j

i
δij + ωðsÞ

+; j δj+1; j + ωðsÞ
−; j δj−1; j ; [4]

where “s” denotes either a wet or dry state,

ωðsÞ
+;n =

Dðs;qn+1Þ+ Dðs;qnÞ
2Δq2 expð+ αÞ [5]

ωðsÞ
−;n =

Dðs;qn−1Þ+ Dðs;qnÞ
2Δq2 expð−αÞ; [6]

where α= ðβΔq=4Þ½Fðs;qn+1Þ+ Fðs;qnÞ$; and where D and F are the diffusion
coefficient and mean force on a particular surface, respectively. These
expressions represent a discretization of the Smoluchowski equation (20).

In theMarkovian (Brownian) limit, this expression along a single, averaged
surface is considered. The spatial dependence in the diffusion coefficient
engenders a maximum slowdown in the transition probability Rij where the
sum of the diffusion coefficients in states i and j is minimum. For the profile
plotted in Fig. 2 this occurs at q= 0:236 nm, and is reflected in the peak
position of pðq; tÞ that is observed in the Avg-HI model (Fig. 4). The peak
position also can depend on F, but it is roughly constant in the dewetting
region on the average surface.

In the range of separations where wet-to-dry transitions may occur, they
are described by the matrix Rwd . If Nwd is the number of values of q for which
such transitions are allowed, then the matrix is (square) block diagonal
where the block has dimension of 2Nwd . This block has diagonal elements:
−kðq;w←dÞ for indices less than or equal to Nwd and −kðq;d←wÞ for indices
greater than Nwd . The off-diagonal components are nonzero for transitions
between wet and dry states at the same value of q. The lifetime of the wet
state is the inverse of the transition rates given in Table 1.

Simulation Details. The model system presently used is inspired by the one
developed in ref. 14 but with some distinct features, most notably that the
sizes of the ligand and the pocket are larger, with a length scale on the order
of 1 nm. All simulations are performed in explicit TIP4P water (28) with the
GROMACS MD package (29). During the equilibration stage, temperature
and pressure are controlled with the stochastic velocity rescaling thermostat
(30) and the barostat of Berendsen (31). The parameters of R are extracted
from MD simulations where the ligand–pocket separation q is restrained. The
MFPT for assembly is computed from averaging over 645 trajectories where
the pocket is fixed, but the ligand is free to move in the q direction. A re-
pulsive wall is included to ensure that all configurations assemble and is ex-
plicitly accounted for in comparison with the master equation approaches.
This is achieved with the PLUMED plugin for GROMACS (32). As the drying
kinetics is sensitive to the chosen conditions, it is noted that all simulations
were run at 300 K and 1 bar, typical of biological conditions. Further details of
the model and protocol are given in SI Text.
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