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Midterm
1

Question 1.-

Consider the set of functions F ⊂ C(0, 1) de�ned by

F =
{
f |C(0, 1)|f(x) = axb, a ∈ A ⊂ R and b ∈ B ⊂ R

}
That is, F is a subset of the set of continuous functions de�ned on (0, 1)

Part 1

Let B = R. Is every element of this set of functions continuous? Are they all uniformly

continuous? Are they all Lipschitz continuous (HINT: for the last part you can use the fact that
f(x)−f(y)

x−y converges to f ′(x) as y converges to x)

Every element of the set of functions is continuous

Continuity of the set F follows from the following claim

Claim 1 f(x) = xb is continuous for all x ∈ (0, 1) and b ∈ R

Proof. We are going to prove for the case in which b ≥ 0. The case for b < 0 follows from the

fact that xb =
(
1
x

)−b
and from the continuity of the composition of functions and of the function

g(x) = 1
x for all x ∈ (0, 1).

Let b > 0, the case for b = 0 is trivial (f(x) = 1). We want to show that for all ε > 0 there

exists a δ > 0 such that for all y such that |x− y| < δ it is the case that |xb − yb| < ε. Consider

δ ≡ min
{
x− (xb − ε)

1
b , (xb + ε)

1
b − x

}
then we have that

|x− y| < δ ⇔ −δ < y − x < δ

⇔ (xb − ε)
1
b − x < y − x < (xb + ε)

1
b − x

⇔ (xb − ε)
1
b < y < (xb + ε)

1
b

⇔ xb − ε < yb < xb + ε

⇔ −ε < yb − xb < ε

the desired result. Aside note: The way to get to δ is to start from the bottom and work your

way up.

1If you �nd any typo please email me: Maria_Jose_Boccardi@Brown.edu
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Not all the elements in the set are uniformly continuous

In particular consider a = 1 (for simplicity) and b = −1, the function f(x) = 1
x is not

uniformly continuous. To see this take ε = 1 and assume by contradiction that the function is

uniformly continuous, then there exist a δ > 0 such that f(B(x, δ)) ⊂ B(f(x), 1). Then it has

to be the case that
∣∣∣ 1x − 1

y

∣∣∣ < 1 for all x, y such that |y − x| < δ.∣∣∣ 1x − 1
y

∣∣∣ < 1 ⇔ |x− y| < xy. Set y = x+ δ
2 then

∣∣ δ
2

∣∣ < x2 + x δ2 for all x ∈ (0, 1) which is

clearly not true.

Not all the elements in the set are Lipstchiz continuous

Consider a = 1 and b = 1
2 , and assume by the way of contradiction that the function is

Lipschitz continuous. Then it is the case that there exists a k ∈ R+ such that |f(x) − f(y)| ≤
K|x− y| or equivalently (assuming x 6= y) |f(x)−f(y)||x−y| ≤ K. Consider the case where y = 2x then

it must be the case that

|
√
x−
√
2x|

|x− 2x|
≤ K ⇔ |

√
x(1−

√
2)|

| − x|
≤ K

⇔ |(1−
√
2)√

x
≤ K

Consider now x→ 0 then the last inequality clearly is not true.

Part 2.-

Does your answer change if we instead have B = R++

The function is clearly still continuous from the previous part and it is not Lipschitz continuous

since the counterexample of part 1 still applies.

In this case the of uniformly continuity now it is. I think the easiest way to prove it is as

follows. Consider �rst the family of function of the form f(x) = axb but when [0, 1] and then

conclude that is uniformly continuous in (0, 1). In particular we just need to prove that is con-

tinuous in [0, 1] since as it was proving in the homework continuity of a function on [a, b] implies

uniformly continuity on [a, b]. In particular we just need to prove continuity at x = 0 and x = 1,
the rest follows from the previous part.

Continuity of x = 0

We want to show that for any ε > 0 there exists a δ > 0 such that for all y ∈ B(0, δ) it is
the case that f(y) ∈ B(f(0), ε). Again for simplicity consider the case where a = 1 and consider
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δ = (ε)
1
b

⇔ − (ε)
1
b < y − 0 < (ε)

1
b

⇔ − (ε)
1
b < y < (ε)

1
b

⇔ −ε < yb < ε

⇔ −ε < yb − 0 < ε

⇔ −ε < f(y)− f(0) < ε

Continuity of x = 1

We want to show that for any ε > 0 there exists a δ > 0 such that for all y ∈ B(1, δ) it is
the case that f(y) ∈ B(f(1), ε). Again for simplicity consider the case where a = 1. Consider

δ = min
{
1− (1− ε)

1
b , (1 + ε)

1
b − 1

}
⇔ − (ε− 1)

1
b − 1 < y − 1 < (ε+ 1)

1
b − 1

⇔ − (ε− 1)
1
b < y < (ε+ 1)

1
b

⇔ −ε+ 1 < yb < ε+ 1

⇔ −ε < yb − 1 < ε

⇔ −ε < f(y)− f(1) < ε

Now assume that B ⊂ R++ and that F ⊂ C[0, 1] which we endow with the sup metric (i.e.

d(f, g) = supx∈[0,1] |f(x)− g(x)|)

Part 3.-

Can we ensure that the distance between any two functions in F is �nite?

Yes, because if b ∈ R++ and x ∈ [0, 1] then f(x) ∈ [0, a] if a ≥ 0 and f(x) ∈ [a, 0] if a < 0
for all x ∈ [0, 1] and for all a ∈ R and b ∈ R++ and if the functions are bounded then the distance

is �nite, see homework.

Part 4.-

Is F bounded? If not, provide necessary and su�cient conditions on A and B for it to be

bounded?

F is bounded if there exists a r and a function f such that F ⊂ B(f, r). In particular we need

A to be bounded, if A is bounded then d(f1, f2) = supx∈[0,1] |f1(x)−f2(x)| = supx∈[0,1] |a1xb1−
a2x

b2 | ≤ | supA− inf A| <∞. Consider the function f(x) = axb when a = 0 then F ⊂ B(0, R)
where R ≡ | supA− inf A|+ 1.
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Part 5.-

Is F complete? If not, provide su�cient conditions on A and B for it to be complete (you

will get more points if you can name looser conditions!)

The set is not complete. Consider for example the following Cauchy sequence x
1
m ∈ F for all

m and x ∈ [0, 1]. Then fm → f where f(0) = 0 and f(x) = 1 for all x ∈ (0, 1] which is clearly

not continuous and f /∈ F (b ∈ R++).

For F to be complete we need that any cauchy sequence in F is convergent in F . Take any

cauchy sequence fn ∈ F we want to show (or �nd the conditions under which) fn → f ∈ F . If

fn is cauchy then it is the case that for all ε > 0 there exists a N such that if n,m > N then

d(fn, fm) < ε that is supx∈[0,1] |anxbn − amxbm |. In case that A is a singleton then we need

completeness of B and the other way around, follows from continuity.

More generally consider fn Cauchy, that means that for every ε > 0 there exists some

M ∈ N such that d(fn, fm) < ε for all m,n > M ; that is supx∈[0,1] |fn(x) − fm(x)| < ε or

supx∈[0,1] |an(x)bn − am(x)bm | < ε. In particular when x = 1 fn being Cauchy implies an being

cauchy, and therefore one of the conditions that we must impose is the completeness of A.

Furthermore if an is Cauchy then for fn to be Cauchy bn must be Cauchy (following a

continuity argument) and therefore in order to get completeness of F we need completeness of B.

Part 6.-

De�ne T : F → R as T (f) = maxx∈[0,1] f(x). Is T well de�ned (i.e. does T (f) take a value

in R for any f ∈ F?)

Yes, by Weierstrass since [0, 1] is a compact space and f is a continuous function then there

exists a maximum.

Part 7.-

Provide conditions under which the problem maxf∈F T (f) has a solution (again, you will get

more points for looser conditions!)

In order to be sure that the problem has a solution we have to see the conditions under which

we can ensure T (f) to be continuous and F to be compact.

We know that the set F is compact if it is closed, bounded and equicontinuous. For bound-

edness we need boundedness of A. For closeness take any sequence of fm ∈ F such that fm → f
we need to show (or �nd the conditions under which) f ∈ F . By imposing A and B closed we

get the desired result
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F is equicontinuous at x ∈ [0, 1] if for every ε > 0 there exists a δ > 0 such that for all y such

that |x−y| < δ implies |axb−ayb| < ε for all a ∈ A and b ∈ B. From previous parts we have that

A is closed and bounded and B is closed. Considering a = 1 and b = m we can show that F is

not equicontinuous when m→∞, see homework 3. Then we need to imposed boundedness on B.

Putting all these together, A ⊂ R and B ⊂ R++ must be compact.

In order to prove that the function T (f) is continuous we can invoke the theorem of the

maximum. In particular prove that the function f is continuous and we know that [0, 1] is a

compact set, then we know that the set of maximizers is an upper hemicontinuous correspondence.

Also given that b ∈ R++ then we have that the function f(x) = axb is strictly monotonic if a 6= 0.
Then the maximizer is unique

Question 2 .-

Let X be a metric space such that there exists an ε > 0 and an uncountable set S ⊆ X such

that d(x, y) > ε for any distinct x, y ∈ S. Show that X cannot be separable. Give an example of

three spaces that satis�es this property.

A metric space X is separable if it has a countable dense subset. Let assume by contradiction

thatX is separable and let Y be the countable dense subset, that isX = cl(Y ) and Y is countable.

For any x ∈ S, then it has to be the case that x ∈ Y or x ∈ cl(Y ) \ Y = X. We know it has to

be the latter because by assumption Y is countable. Consider ε′ = 1
2ε then B(x, ε′) = x∪ Y = ∅

which contradicts that x ∈ cl(Y ).

Examples:

• R with the discrete metric.

• l∞

• Hedgehog space with uncountable spinyness

Question 3

Consider the following subsets of the set of all in�nite sequences

lp =

{
{x}m ∈ R∞|

∞∑
i=1

|xi|p <∞

}

l∞ =

{
{x}m ∈ R∞| sup

m∈N
|xm| <∞

}
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Part 1.-

Show that l1 is a strict subset of l∞

We want to show that (1) {x}m ∈ l1 ⇒ {x}m ∈ l∞ and that (2) l∞ \ l1 6= ∅

(1) l1 = {{x}m ∈ R∞|
∑∞

i=1 |xi| <∞}. In particular for
∑∞

i=1 |xi| = M < ∞ it must be

the case (as it was shown in class) that limi→∞ |xi| = 0. As it was also shown in class any

convergent subsequence is bounded, therefore supm∈N |xm| <∞

(2) For example {x}m = 1
m ∈ l

∞ (supm∈N |xm| = 1) but {x}m = 1
m /∈ l1 (

∑∞
i=1 |xi| =∞)

Part 2.-

Is l1 a linear subspace of l∞?

l1 is a linear subspace of l∞ (from previous part we know that is a subset) if it is closed under

addition and scalar multiplication. In particular consider the sequences {x}, {y} ∈ l1 we need to

show that {z} = {x+ y} ∈ l1 and that {w} = {λx} ∈ l1 for λ ∈ R.

{z} ∈ l1 ⇔
∞∑
i=1

|zi| <∞⇔
∞∑
i=1

|xi + yi| <∞

since |xi + yi| ≤ |xi| + |yi| for all i then it is the case that
∑∞

i=1 |xi + yi| ≤
∑∞

i=1 |xi| + |yi| =∑∞
i=1 |xi|+

∑∞
i=1 |yi| <∞ where the last inequality follows from the fact that {x}, {y} ∈ l1.

{w} ∈ l1 ⇔
∞∑
i=1

|wi| <∞ (1)

⇔
∞∑
i=1

|λxi| <∞ (2)

⇔ |λ|
∞∑
i=1

|xi| <∞ (3)

where the last inequality follows from the fact that {x} ∈ l1

Part 3.-

Is the set of all convergent real sequences a linear subspace of l∞? or of l1?

As it was shown in class the set of all convergent real sequences is a subset of l∞, but it is

not a subset of l1, consider for example the sequence xm = 1
m which is convergent but the in�nite



Econ 2010 Mathematics for Economists 7

sum is in�nite. Now we need to show that the set of convergent subsequence is a linear subspace

of l∞. As in the previous part, we need to prove that the set of convergent subsequences is closed

under addition and scalar multiplication. Which follows directly from the fact that if xn → x and

yn → y then xn + yn → x+ y and λxn → λx.


