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This paper describes a theory of the coding of speech at the phonetic
level and applies that theory to the problems of speech recognition, articu-
lation, and development. The theory mwwommmm the elementary structural
components of words and has nothing to say about the higher-level
syntactic and semantic aspects of language. The theory is not contradicted
by any of the facts that I know, and it provides a very simple explanation
of many facts concerning speech recognition and articulation. However,
the theory is extremely speculative, and no one should be misled concern-
ing the amount of direct evidence for the theory. My enthusiasm for the
theory is based largely on the clarity and simplicity with which it handies
many of the basic problems of speech recognition and articulation, rather
than on the definitiveness of its empirical support.

1. Context-Free and Context-Sensitive Coding
of Ordered Sets

I define a context-free code for words to consist of an ordered set of
symbols for every word, where some symbols in some words give insuf-
ficient information concerning the adjacent symbols to determine them
uniquely out of the unordered set for the word. That is to say, the same
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86 PART II: LINGUISTICS

symbol can be used in a variety of contexts of left and right adjacent
symbols, and the ordering of the symbols in a word carries information
not found in the conjunction of the unordered set of symbols with the
sequential dependency rules.

I define a context-sensitive code for words to consist of an unordered
set of symbols for every word, where each symbol restricts the choice of
its left and right neighbors sufficiently to determine them uniquely out of
the unordered set for any given word. In this case, the unordered set, in con-
junction with the dependency rules, contains all the information necessary
to reconstruct a unique ordering of the symbols for each word. Thus,
context-sensitive coding provides a way to represent in a one-to-one map-
ping certain ordered sets by unordered sets in conjunction with some
dependency rules.

This general formulation of the relationship between certain ordered and
unordered sets seems to be of some value by itself. However, the general
formulation was designed primarily to apply to a particularly simple ex-
ample of a context-sensitive coding defined on a context-free coding for
the vocabulary of a real language like English, and it is this particular
example which is of primary interest here. .

Let x y z be adjacent context-free symbols in a word. In the context-free
coding of the vocabulary, words always begin and end with the symbol .
The symbols x y z could be adjacent letters in a written word or adjacent
phonemes in a spoken word. For certain vocabularies, a context-sensitive
coding for the word is obtained by mapping each context-free symbol
y (y % #) into a context-sensitive symbol ,y., where x and y are the left
and right neighbors of y in that word and x and z may be #.

Note that a single-valued spelling of words with context-sensitive sym-
bols does not imply that one has a context-sensitive code. The latter requires
one to show that the mapping from the context-sensitive spelling back to
the context-free spelling is also single-valued. If the vocabulary of the
language was defined with ordered sets using n context-free symbols and if
every possible triple of context-free symbols occurred in at least one word,
then n* context-sensitive symbols would be required to define all the words
in the vocabulary with unordered sets.

In general, reconstruction of the ordered set from the unordered set is
easily accomplished by starting with the only #u, symbol in the word, then
selecting the ,v,, symbol in the word, assuming there is only one Ve symbol
in the word, and so on until all the symbols in the unordered set have
been used and ,z; has been written down as the last symbol. Whenever,
by left-to-right generation, there is more than one choice for the mext
symbol in a word, the decision must be made by looking ahead to deter-
mine which choice leads to use of all of the symbols in the unordered set.
It is possible to invent words with a context-free spelling for which the
specified spelling with context-sensitive symbols is consistent with more
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than one ordering of the symbols (i.e., spelling with context-sensitive
symbols does not yield a context-sensitive code). However, this is an ex-
tremely rare event even if words are spelled randomly in the context-free
code, and is easily avoided with non-random spelling.

These formulations of context-free and context-sensitive coding can be
applied to both written and spoken English in the following manner. The
spelling of written English words using letters (graphemes) is a context-

free code. Similarly, the phonemic spelling of spoken English words is a

context-free code. In both cases, the previously specified mapping from
context-free symbols to context-sensitive symbols appears to produce a
context-sensitive code. That is to say, the unordered sets of context-sensitive
symbols for each word can be mapped back into one and only one ordering
of the context-free symbols. Thus, the English word stop can be coded by
the unordered set of context-sensitive symbols /45t slo, 1Op, oP# /5 which is
consistent with one and only one ordering of the associated context-free
symbols /s, ¢, 0, p/.

I do not know of any words in either written or spoken English where
the proposed context-sensitive spelling would be consistent with more than
one context-free (graphemic or phonemic) spelling. In any event, the cases
are so rare that, if any are found, they could probably be handled by
special means, for example, slight modification of the defined set of
phonemes or graphemes. In fact, in my original paper on context-sensitive
coding (Wickelgren, 1969a), 1 proposed (for other reasons) that vowels
with different stress be considered as different phonemes. As pointed out
in that paper, there are actually very few cases in spoken English where
one encounters any choice in the straight left-to-right generation of the
order of the context-sensitive (and associated context-free) symbols. Out
of the 3,800 words beginning with b, d, f, and [ and occurring at least
once in 10 words according to the Thorndike-Lorge (1944) count, there
are only 12 words in spoken English where simple left-to-right generation
would not be sufficient: barnyard, brethren, fair-haired, farmyard, fore-
shorten, forlorn, fourscore, lampblack, Lapland, lifelike, limelight, and
lullaby. These are words whith have two identical pairs of phonemes fol-
lowed by a different phoneme. The choices in all of these cases can be
resolved by “looking ahead” to see which choice uses all of the context-
sensitive symbols. Alternatively, they can be resolved by a simple left-to-
right associative process having no look-ahead capability of this type, pro-
vided one assumes that stress is a feature that distinguishes between vowel
phonemes.

Granted that one can represent English words with unordered sets of
context-sensitive symbols, does this accomplish anything? Is there any
reason to think that human beings use a context-sensitive code for spoken
or written words? The rest of this paper is devoted to making as strong
a case as possible for the use of context-sensitive coding in the recog-
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nition and production of spoken language. The case is nowhere near so
strong for written language and will not be discussed in the present paper.

II. Speech Recognition

A. Acoustic Input

It hardly needs to be said that speech recognition in human beings has
proven to be a very difficult problem to 96_&5 and to achieve artificially.
Two of the principal problems discussed in the past have been: (a) the
difficulty in subdividing the acoustic waveform for a word into segments
corresponding to phonemes and (b) the lack of invariance in the acoustic
cues for a phoneme across different left and right contexts of adjacent
phonemes (Liberman, et al., 1967). These are problems essentially be-
cause of the assumption that speech uses context-free (phonemic) coding.
The second problem is completely eliminated by the assumption of context-
sensitive (allophonic) coding, and the first problem is also eliminated for
a device like the brain with parallel processing capability.

The fact that the cues for adjacent symbols in a word are often inter-
mixed in time creates a problem if word recognition depends on recog-
nizing the component symbols (phonemes) in a single correct temporal
order. However, since context-sensitive coding permits recovery of the
correct order from an unordered set, it is no longer very critical in what
order the context-sensitive allophones are recognized. I will assume that the
brain has an internal Hnwnomoimaﬁ (one or more neurons) for each
context-sensitive allophone. This internal representative is activated by
some conjunction of acoustic features occurring over some maximum
period of time (on the order of tens or hundreds of msec). The features
are those characteristic of the context-sensitive allophone. For the _uBS
it is reasonable to assume that all the allophone representatives are “ex-
amining” the acoustic input in parallel, and when the word is finished some
subset of the allophone representatives will have been activated above some
variable threshold and the rest will not have been. Assuming no semantic
context effects, the word representative which is maximally associated with
this unordered set of context-sensitive allophone representatives will be
selected. Nowhere in this process has it been necessary to subdivide the
acoustic waveform for the word into segments, though, of course, it is still
necessary in continuous speech to have marked the word boundaries.

For artificial mwooor recognition with serial devices, segmentation is
highly desirable in order to reduce recognition time, even with context-
sensitive coding. There are numerous ways to approach this ?oE«B from
the standpoint of context-sensitive coding, but m:_mn_m_ recognition is be-
yond the scope of the present paper.

The success of context-sensitive coding ocSoEE depends upon how
invariant the acoustic cues are for a context-sensitive allophone. Frankly,
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1 do not know how invariant these cues are across different remote (non-
adjacent) phonemic contexts, different syntactic and semantic contexts,
different rates of talking, different speakers and different, recognizable
dialects. However, the type of context-conditioned variation in the acoustic
features of phonemes that has been most frequently discussed in the past
(see Liberman, et al., 1967), namely, dependence on adjacent phonemes,
has been directly incorporated into the theory of context-sensitive coding
and is no longer a problem. It remains to be seen how well the theory of
context-sensitive coding will handle speech recognition, when extensive data
become available on the effects of remote phonetic contexts, syntactic and
semantic contexts (with their associated effects on suprasegmental stress),
rates of talking, different speakers (particularly, men vs. women vs.
children), and different, recognizable dialects. Nevertheless, we can say a
little bit concerning how certain effects of these variables could be handled
by a theory that assumed context-sensitive coding of speech.

Some remote phonetic context effects on acoustic features could Vo
handled by expanding the number of phonemes (allophone classes) to
include consonant clusters and distinguish between vowels with different
segmental stress, for example. i

If syntactic and semantic context greatly change the acoustic cues Ewa
are characteristic of particular context-sensitive allophones, then some basic
modification would have to be made in the theory. To the extent that
syntactic and semantic context affect cues that are not essential to recog-
nition of each allophone, there is no problem. Thus, suprasegmental stress
need not be a problem, if the cues for suprasegmental stress do not mﬂno_u%v.
interact with the cues for context-sensitive allophones.

The effects of rate of talking might be handled by variation in the aBo
interval over which a context-sensitive allophone representative examines
the acoustic input for its defining features. Faster rates of talking should
be associated with shorter time-windows for each allophone representative.
This hypothesis assumes that acoustic features for context-sensitive allo-
phones can be defined which are invariant over rate of talking, except for
the time interval over whith they are found. If this hypothesis is false,
then the theory of context-sensitive coding will require an important modi-
fication, at the very least.

Conceivably, the features of context-sensitive allophones can be mnmbon
so as to be invariant across different individual speakers and different
dialects. However, such features would have to consist of relations (e.g.,
differences, ratios, rates of change) between formants at the same and
different times, with a rather wide range of acceptable absolute formant
values. Some of the capacity to recognize words in different dialects or
spoken by different individuals might be handled by associations from
different sets of context-sensitive allophone representatives to the same
word. However, if neither of these two approaches is completely successful
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1 accounting for human speech recognition capacity in the face of indi-
Sm:.& and dialect differences, then it might be necessary to assume that
the Input to each context-sensitive allophone representative is a disjunction
of n.o:_:somosm of acoustic features. In a recent paper (Wickelgren, 1969b),
I .m_mocmmoa Some reasons for thinking that many single cortical neurons
n:m.E 5.:6 the powerful logical capability of computing disjunctions of
conjunctions. But jt certainly would be simpler if it were not necessary to
assume that context-sensitive allophone representatives had this capability.

B. Contextual Input

_Another major problem that has frequently been discussed in connection
s:& speech recognition is the rather large contribution of the context, in
addition to the specific features of the acoustic input, in determining what
iwa Tepresentative or component (allophone or phoneme) representative
will be activated. Note that | am not now referring to the context effects
on speech recognition which are mediated by their effects on the specific
acoustic features of each word or word-component (allophones or pho-
E.::omv. These were discussed in the previous section. I am now concerned
with .Eo context effects which raise or lower the probability of recognizing
828:. words or word-components, without having any effect on the specific
acoustic features of the word or word-component being recognized.

It seems useful to distinguish between phonetic context on the one hand
and syntactic and semantic context on the other hand. Phonetic context
refers to the known or previously recognized allophones or allophone-
classes (phonemes) in a word which could assist in the recognition of
other allophones or phonemes in the word because of the previously learned
non-random probabilities of different allophones or phonemes when pre-
ceded or followed by other allophones or phonemes. These effects would
Bo&.:wnq be due to a subset of fully recognized word components being
m:mmomni to activate the correct word reépresentative, which, in turn, is
mmmoommﬂwa to all of its allophone representatives, rather than being due to
associations directly from one allophone or phoneme representative to
another.

Certain syntactic and semantic context effects on word recognition can
be handled by assuming that the context sets thresholds (biases) for dif-
.mmnma Soﬁ classes, which, in turn, set thresholds for different words, which,
In turn, might or might not set thresholds for different context-sensitive
allophone representatives. It hardly needs to be said that this is a sketchily
?.80:.89 unoriginal idea for the solution of a very difficult problem. The
same idea has been described in more detail by Morton and Broadbent
(1967), H.wommr not in relation to context-sensitive coding.

,;.o principal contribution of context-sensitive coding to the problem of
explaining context effects js the somewhat greater ease of incorporating
backward phonetic, semantic, or syntactic context effects because of the
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lack of any necessity to preserve the temporal order of the recognized and
unrecognized allophones in a word. ‘

HIL. Speech Articulation

A. Words

Context-sensitive coding in conjunction with an associative memory also
provides a very simple theory of speech production, exclusive of the syn-
tactic and semantic factors involved in the selection of word representatives.
The application of context-sensitive coding to speech production has been
discussed in more detail in a previous paper (Wickelgren, 1969a). This
paper presents a briefer, slightly modified version of that application.

Once a word representative has been selected, for whatever reason, the
ordered articulation of its components (allophones) is explained as follows:
First, the word representative “primes” (partially activates) all of the
context-sensitive allophone representatives either as an unordered set or
with a slight temporal ordering favoring the earlier allophone representa-
tives. The selection of the correct unordered set of around 7 allophone
representatives from a total set in the tens of thousands is obviously an
extremely important step, but one which is easily achieved by an associ-
ative memory.

The slight temporal ordering could come about because the long-term
associations between the word representative and its allophone representa-
tives are ordered in strength by degree of remoteness from the beginning of
the word. There are reasons for thinking that this slight ordering of strength
could not, by itself, account for the ordered generation of allophone repre-
sentatives, though it could play a small role in helping to discriminate the
order of non-adjacent allophone representatives. The basic mechanism by
which a word’s unordered set of context-sensitive allophone representatives
is converted into an ordered set is by starting with the initial allophone rep-
resentafive 4u,, which activates «Vw, and so on to the terminal allophone
representative ,z, . L

As mentioned earlier in the paper, there are rare instances in English
where this simple left-to-right associative genération of an ordered set of
allophones from the unordered set of allophones will be very slightly am-
biguous, if one defines context-sensitive allophones on the usually accepted
set of context-free phonemes. These rare cases can be handled in a variety
of ways: (a) by expanding the number of phonemes to include vowel stress
and perhaps also consonant clusters, (b) by assuming some “look-ahead”
capability in the associative generation scheme, of the type previously de-
scribed, or (c) by using any slight gradient of strength of association from
the word representative to the allophone representatives as a function of
remoteness from the beginning of the word.

In addition to explaining how a word representative could lead to the
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ordered activation of its component vocal gestures, the theory of context-
sensitive coding provides a mechanism for achieving roughly the same vocal
gesture from different starting positions of the articulators. At the same time,
the theory explains why there are coarticulation effects both in the vocal
tract and in the patterns of firing of speech motor neurons (Harris, 1963;
Fromkin, 1966; Harris, et al. 1966; Liberman, et al. 1967; MacNeilage and
DeClerk, 1967). With a different central articulatory representative for each
context-sensitive allophone, there obviously can be differences in the pattern
of speech motor neuron activity for each allophone. However, it can be
(and is) the case that the allophones of the same phoneme are generally
quite similar in speech motor neuron activity (MacNeilage, 1963; Harris,
et al. 1965; Fromkin, 1966; Liberman, et al., 1967).

Certain aspects of articulation, namely, the control of timing and supra-
segmental features, are not handled by the present theory, but it is important
to note that this in no way contradicts the theory.

Although one can regard the order of vocal gestures as a part of the
general question of the timing of vocal gestures, it is also possible to regard
the control of speech rate as being quite separate from the control of the
order of speech. It is the latter assumption which is made by the present
theory. I assume that timing is accomplished by some kind of neural clock
that regulates the rate of switching from one allophone representative to
the next in the series.

The present theory assumes that suprasegmental representatives do not
interact with segmental representatives at some level of the articulatory
system. That is to say, the theory assumes that 2 suprasegmental stress rep-
resentative is associated to the word representative in the input to the artic-
ulatory system. The word representative selects the segmental allophone
representatives in the manner described and the suprasegmental stress rep-
resentatives are simply activated along with the allophone representa-
tives. Speech motor activity depends on both segmental and supraseg-
mental representatives which are activated at the same time. This hy-
pothesis needs to be made more specific to be tested, but the general outline
is clear: At some level of the articulatory system, segmental and supraseg-
mental representatives are additive, though this does not necessarily imply
additivity in the acoustic waveform, vocal trace configuration, or pattern of
motor neuron activity.

B. Phrases

Context-sensitive coding, in conjunction with some assumptions about
priming and short-term and long-term associative memory, also allows a
human being to select an ordered set of word representatives for a novel
phrase and then articulate the entire phrase as an automatic process. During
the articulation process, the higher cognitive level that selected the word
representatives for the phrase can be selecting the words for the next phrase,
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without the necessity of continued direction of the articulation process for
the last phrase. This is achieved as follows: ‘

The ordered activation of word representatives produces an ordered
priming (partial activation) of the unordered sets of allophone representa-
tives for each word in the phrase. The priming process selects the correct
unordered sets of allophone representatives for the phrase (about 102) out of
the vastly larger totality (about 10*) of all allophone representatives. It also
establishes short-term associations (due to relative contiguity of activation)
among the allophone representatives. These short-term associations are
strongest among the allophone representatives of each word and next strong-
est from the set of allophone representatives of one word to the set of
allophone representatives of the next word in the phrase. Also, the un-
pronounced representative of the concept “begin” is primed before the
priming of the first set of allophone representatives, so “begin” has its
strongest short-term association to the allophones of the first word.

When the priming process is completed, “begin” is activated. This leads
to the activation of the set of allophone Bwqomn:ﬁmm,\om for the first word,
with the ordering of full activation for the allophone representatives within
a single word being determined by long-term associations in the manner
described in the previous section. Then, the first word’s allophone represent-
atives will activate most strongly the set of allophone representatives for the
second word, because they have stronger short-term associations to the
set of allophone representatives for the second word than to the set of allo-
phone representatives for any other word. The same process continues to
the end of the phrase, when a new priming process can occur.

IV. Speech Development

No attempt will be made here to describe even an approach to a theory
of the development of speech in children. However, it is worthwhile to point
out that context-sensitive coding does somewhat simplify the problem
facing the child in coming to understand and articulate words and word
components. Throughout the following discussion, I will assume, for the
sake of parsimony, that there is only one set of context-sensitive allophone
representatives; not two sets, one for sensory functions and another for
motor functions. I do not see how to distinguish these alternative hypotheses.

After development, there must be connections to the allophone repre-
sentatives from lower-level auditory feature-representatives and connections
from the allophone representatives to lower-level articulatory feature-repre-
sentatives. We must be able to inhibit the motor output from these allophone
representatives because we can perceive or think of words without repeating
them aloud. These connections might be formed innately at some stage of
maturation or be established by learning—both alternatives seem plausible.

Assume that the input and output connections of the allophone repre-
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sentatives are specified independently of experience. In this case, there is
little more to be said from a psychological point of view, except that the com-
plexity of the mapping is simpler on both ends with allophonic coding than
with phonemic coding.

If we assume that the input and output connections of allophone repre-
sentatives are specified by learning, then there is a great deal more which
must be said than I am prepared to say at the present time. However, it is
again the case that the input and output connections for context-sensitive
allophone representatives will be simpler than for context-free phonemic
representatives.

The sensory specification of the allophone representatives might come
about in the following way. First, we must assume that there are a large
number of free neurons in the cortex whose inputs are not specified innately.
Neurons standing for features of the acoustic signal send their axons into this
region of free neurons and tend to grow toward a common point (their
“center of mnminv when activated at the same time. If the same (or a
highly similar) acoustic pattern is repeated sufficiently, then these axons
will come very close together. When they are very close, there will be some
nearest free neuron. The axons will all zoom down onto this free neuron,
synapse with it and specify it to stand for that pattern of acoustic input. In
such a manner, the sensory input of allophone representatives might be
specified. An even grander version of this wild idea is discussed in an earlier
paper (Wickelgren, 1969b).

Learned specification of the motor output of these allophone representa-
tives would seem to be more complex, which fits with the fact that speech
recognition precedes speech production by several months in child develop-
ment. Sets of speech motor feature representatives must be activated in a
variety of at least semi-random patterns. Those patterns of articulatory
feature representatives which lead to sounds sufficiently similar to an
allophone representative to activate it to some degree, acquire connections
from the allophone representative. This is simply the old motor-sensory
feedback loop for speech postulated by many to account for the develop-
ment of sensory-motor connections in the development of speech. The
idea is just somewhat more plausible with allophonic coding than with
phonemic coding because the pattern of connections is simpler. However,
it seems clear that this learning is not a one-step process. The series of suc-
cessive approximations that the child makes to adult speech makes it clear
that the motor output connections of allophone representatives must be
assumed to be undergoing a series of changes.

V. Conclusion

It is quite obvious that context-sensitive coding does not solve all the
problems of speech recognition, articulation, and development at even the
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phonetic level. moéoﬁwﬁ it does solve some problems, and this makes it
worthy of consideration as a theory of one basic vro:o:o unit.
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DISCUSSION

BoyNTON: What happens if you record a set of allophones and then put
them together in a différent order to correspond to new words?

WICKELGREN: This sort of thing has been tried and it was found that it could
not be done. If you cut, say, one section from one phoneme and
put it together with another section from another phoneme, you
do not get the sound you might expect. This is in line with my
model, in which I would have to cut sound segments three
phonemes wide and match them appropriately. Maybe Al Liber-
man will have some more to say about this problem. If one
takes a large set of allophones, instead of some 40 or 50




