
H I R E U S
Make money with

Zelin Xu
Senyang Wu
Jiaguo Bei
Pinrui Pan



● Size Factor
● Price-Based Factors

○ Moving Average (Simple and Exponential) 
○ Bollinger Band (BB)
○ Momentum
○ Beta
○ Relative Strength Index (RSI)
○ Stochastic Oscillator
○ Money Flow Index (MFI)

● Volume-Based Factor
○ Liquidity
○ Volume-ratio
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F A C T O R S



F A C T O R  T E S T
● Divide the universe into 5 groups every week based on the factor values and 

calculate the cumulative demeaned return for each group
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● Confidence interval (Bayesian 
approach: argmax β P(β|y))

● MC methods
● Ensemble learning (Random Forest)
● Multinomial Logistic Regression 

(Panel Data)
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P R O B A B I L I T I E S
How to get rank  



G E T  W E I G H T S  O F  T H E  P O R T F O L I O

● Long assets that have maximum probability in rank 5 and short assets 
with maximum probability in rank 1

●   Max           Sharpe Ratio = (Rp − Rf) / σp

   st.                         Rp =  ∑(wi⋅Ri )

σp =  sqrt(∑∑wi*wj*σij)

 wi  > 0 if i in long assets, wi<0 if i in short assets, else wi = 0

    abs(wi) <= 0.15
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T I M E  S E R I E S  M O D E L S

● Autoregressive models: AR, ARIMA, ARIMAX
● LSTM, ATTENTION models (softmax output)
● training/validation: 5 months/ 1 month, move forward weekly

return_i = f(x_i_t, x_i_t-1, x_i_t-2, …x_i_t-T) (AR, ARIMA/ LSTM)

vs.

return_i = f(x_0_t, x_0_t-1…, x_i_t-T) (LSTM, ATTENTION, 
ARIMAX)
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H Y P E R T U N I N G

Vanilla LSTM
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More complicated 

Adding attention did not improve 
accuracy

Adding extra factors into LSTM did 
not improve and was time 

consuming;

Having to tune 110 models.
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L S T M  M O D E L S



A L P H A N E T

● A feature extraction neural 
network from research 
published by Huatai Securities

● Customized layers inspired by 
convolution, treating stock 
values as pictures.

● It aims to find predictive factors 
by wrapping statistics of price 
data in a convolution-like 
manner.

6 months training/6 months validation
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S H A P : 
Shapley additive explanations

Calculates how much each factor contributes to the outcome of the model. 
Factors look like BN(ts_mean(BN(ts_corr(low,return, delay=10)))) etc
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A L P H A N E T   F A C T O R 

● Train the model using a rolling 
window of one year length, with 
a training set to validation set 
ratio of 1:1.

● Predict the returns for the latter 
half of the validation set using 
the trained model as the 
Alphanet factor.
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Annual return: 0.2897
Annual std: 0.0731
Sharpe ratio: 3.9622

O V E R A L L
P E R F O R M A N C E



Thank you


